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Advances in Speech and Audio Compression 
ALLEN GERSHO, FELLOW, IEEE 

Invited Paper 

Speech and audio compression has advanced rapidly in recent 
years spurred on by cost-effective digital technology and diverse 
commercial applications. Recent activity in speech compression is 
dominated by research and development of a family of techniques 
commonly described as code-excited linear prediction (CELP) 
coding. These algorithms exploit models of speech production and 
auditory perception and offer a quality versus bit rate tradeoff that 
significantly exceeds most prior compression techniques for rates 
in the range of 4 to 16 kbls. Techniques have also been emerging in 
recent years that offer enhanced quality in the neighborhood of 2.4 
kbls over traditional vocoder methods, Wideband audio compres- 
sion is generally aimed at a quality that is nearly indistinguishable 
from consumer compact-disc audio. Subband and transform coding 
methods combined with sophisticated perceptual coding techniques 
dominate in this arena with nearly transparent quality achieved at 
bit rates in the neighborhood of 128 kbls per channel. 

I. INTRODUCTION 
Compression of telephone-bandwidth speech has been an 

ongoing area of research for several decades. Nevertheless, 
in the last several years, there has been an explosion of 
interest and activity in this area with numerous applications 
in telecommunications and storage, and several national 
and intemational standards have been adopted. High-fidelity 
audio compression has also advanced rapidly in recent 
years, accelerated by the commercial success of consumer 
and professional digital audio products. The surprising 
growth of activity in the relatively old subject of speech 
compression is driven by the insatiable demand for voice 
communication, by the new generation of technology for 
cost-effective implementation of digital signal processing 
algorithms, by the need to conserve bandwidth in both 
wired and wireless telecommunication networks, and the 
need to conserve disk space in voice storage systems. Most 
of this effort is focused on the usual telephone bandwidth 
of roughly 3.2 kHz (200 Hz to 3.4 kHz). There has also 
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been a very large increase in research and development in 
the coding of audio signals, particularly, wideband audio 
(typically 20-kHz bandwidth) for transmission and storage 
of CD-quality music. Interest in wideband (7-kHz) speech 
for audio in video teleconferencing has also increased in 
recent years. 

Since standards are essential for compatibility of ter- 
minals in voice and audio communication systems, stan- 
dardization of speech and audio coding algorithms has 
lately become a major activity of central importance to 
industry and government. As a result, the driving force 
for much of the research in speech and audio coding has 
been the challenge of meeting the objectives of standards 
committees. The most important organization involved in 
speech coding standardization is the Telecommunication 
Standardization Sector of the Intemational Telecommuni- 
cations Union, referred to by the acronym ITU-T (the 
successor of the Intemational Telephone and Telegraph 
Consultative Committee, CCITT). Other standards organi- 
zations will be mentioned later in this paper. 

This paper highlights the state of the art for digital 
compression of speech and audio signals. The scope is 
limited to surveying the most important and prevailing 
methods, approaches, and activities of current interest with- 
out attempting to give a tutorial presentation of specific 
algorithms or a historical perspective of the evolution of 
speech coding methods. No attempt is made to offer a 
complete review of the numerous contributions that have 
been made in recent years, and inevitably some important 
papers and methods will be overlooked. Nevertheless, the 
major ideas and trends are covered here and attention 
is focused on those contributions which have had the 
most impact on the current state of the art. Many al- 
gorithms that are no longer of current importance are 
not covered at all or only briefly mentioned here, even 
though they may have been widely studied in the past. 
We do not attempt to describe the quantitative performance 
of different coding algorithms as determined from the 
many subjective evaluations that have taken place in recent 
years. 

For reviews, tutorials, or collections of papers on earlier 
work in speech compression, see [205], [83], [204], [110], 
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[67], [115], [851, [46], [79], [253]. A recent survey of 
audio compression is given in [77]. For a cross section of 
recent work in speech compression, see [SI, [9]. A general 
perspective of issues, techniques, targets, and standards in 
signal compression is given in [112]. A comprehensive 
review of the methods and procedures involved in speech 
standardization and some recent activity in this area is given 
in [65].  

Virtually all work in speech and audio compression 
involves lossy compression where the numerical represen- 
tation of the signal samples is never recovered exactly 
after decoding (decompression). There is a wide range of 
tradeoffs between bit rate and recovered speech quality 
that are of practical interest in the coding of telephone 
speech, where users are accustomed to tolerating various 
degrees of degradation. On the other hand, for wideband 
audio compression, consumers have higher expectations 
today, and quality close to that of the compact disc (CD) 
is generally needed. Thus research in speech compres- 
sion includes concurrent studies for different distortion-rate 
tradeoffs motivated by various applications with different 
quality objectives. For wideband audio compression, most 
research aims at the same or similar standard of quality as 
offered by the CD. 

Although the term compression is commonly used in the 
lay press and in the computer science literature, researchers 
working in speech or audio generally prefer the term 
coding. This avoids ambiguity with the altemative use of 
speech compression that refers to time-scale modification 
of speech, as in the speeding-up of the speech signal, e.g., 
in leaming aids for the blind. Information theorists refer to 
signal compression as source coding. Henceforth, we shall 
use the term coding. 

The ease of real-time implementation of speech-coding 
algorithms with single-chip digital signal processors has 
led to widespread implementations of speech algorithms 
in the laboratory as well as an extension of applications 
to communication and voice storage systems. The largest 
potential market for speech coding is in the emerging area 
of personal communication systems (PCS) where volumes 
of hundreds of millions are expected in the U.S. alone, 
and comparable numbers in Westem Europe and Japan. In 
the next decade or so, a significant number (perhaps more 
than 50%) of telephones are expected to become wireless. 
Another new area of application is multimedia in personal 
computing where voice storage is becoming a standard 
feature. With so many applications already emerging or 
expected to emerge in the next few years, it is not surprising 
that speech coding has become such an active field of 
research in recent years. 

Wideband audio coding for high-fidelity reproduction of 
voice and music has emerged as an important activity in the 
past decade. Applications of audio coding lie largely with 
the broadcasting industry, motion picture industry, and con- 
sumer audio and multimedia products. A key intemational 
standard developed by the Motion Picture Experts Group 
(MPEG) of the Intemational Standards Organization (ISO) 
includes an audio coding algorithm [21]. 

Speech-coding algorithms can be divided into two 
main categories waveform coders and vocoders. The 
term vocoder historically originated as a contraction of 
voice coder. In waveform coders, the data transmitted 
from encoder to decoder specify a representation of the 
original speech as a waveform of amplitude versus time, 
so that the reproduced signal approximates the original 
waveform and, consequently, provides an approximate 
recreation of the original sound. In contrast, vocoders do 
not reproduce an approximation to the original waveform; 
instead, parameters that characterize individual sound 
segments are specified and transmitted to the decoder, 
which then reconstructs a new and different waveform 
that will have a similar sound. Vocoders are sometimes 
called parametric coders for obvious reasons. Often these 
parameters characterize the short-term spectrum of a sound. 
Alternatively, the parameters specify a mathematical model 
of human speech production suited to a particular sound. 
In either case, the parameters do not provide sufficient 
information to regenerate a close approximation to the 
original waveform but the information is sufficient for the 
decoder to synthesize a perceptually similar speech sound. 
Vocoders operate at lower bit rates than waveform coders 
but the reproduced speech quality, while intelligible, usually 
suffers from a loss of naturalness and some of the unique 
characteristics of an individual speaker are often lost. 

Most work on speech coding today is based on telephone- 
bandwidth speech, nominally limited to about 3.2 kHz and 
sampled at the rate of 8 kHz. Wideband speech coding is 
of increasing interest today and is intended for speech or 
audio signals of 7 kHz, sampled at 16 kHz. High-fidelity 
audio signals of bandwidth 20 kHz are generally sampled at 
rates of 44.1 or 48 kHz although there is also some interest 
in 15-kHz bandwidth signals with a 32-kHz sampling rate. 
Audio coding schemes of interest today include joint coding 
of multiple audio channels. 

Much of the work in waveform speech coding, is domi- 
nated by a handful of different algorithmic approaches and 
most of the developments in recent years have focused on 
modifications and enhancements of these generic methods. 
Most notable and most popular for speech coding is code- 
excited linear prediction (CELP). Other methods in com- 
mercial use today that continue to receive some attention 
include adaptive delta modulation (ADM), adaptive differ- 
ential pulse code modulation (ADPCM), adaptive predictive 
coding (APC), multipulse linear predictive coding (MP- 
LPC), and regular pulse excitation (RPE). MP-LPC, RPE, 
and CELP belong to a common family of analysis-by- 
synthesis algorithms to be described later. These algorithms 
are sometimes viewed as “hybrid” algorithms because they 
borrow some features of vocoders, but they basically belong 
to the class of waveform coders. 

Although many vocoders were studied several decades 
ago, the most important survivor is the linear predictive 
coding (LPC) vocoder, which is extensively used in secure 
voice telephony today and is the starting point of some 
current vocoder research. Another vocoding approach that 
has emerged as an effective new direction in the past decade 
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is sinusoidal coding. In particular, sinusoidal transform 
coding (STC) and multiband excitation (MBE) coding are 
both very actively studied versions of sinusoidal coding. 

Many waveform coders with other names are closely 
related to those listed here. Of diminishing interest are RPE, 
MP-LPC, ADPCM, and ADM although versions of these 
have become standardized for specific application areas. 
Perhaps the oldest algorithm to be used in practice is ADM, 
one well-known version of which is continuously variable 
slope delta modulation (CVSD). Although the performance 
of ADPCM at 32 kb/s can today be achieved at much lower 
rates by more “modem” algorithms, ADPCM remains of 
interest for some commercial applications because of its 
relatively low complexity. 

Subband and transform coding methods have been ex- 
tensively studied for speech coding a decade ago. To- 
day, they serve as the basis for most wideband audio- 
coding algorithms and for many image- and video-coding 
schemes but they are generally not regarded today as 
competitive techniques for speech coding. Nevertheless, 
many researchers continue to study subband and transform 
techniques for speech coding and a few very interesting 
and effective coding schemes of current interest make 
use of filter banks or some form of linear transformation. 
These techniques generally function as building blocks that 
contribute to an overall algorithm for some effective coding 
schemes such as IMBE and CELP. One ITU-T standard, 
Recommendation G.722, for wideband (7-kHz) speech at 
64, 56, and 48 kb/s, uses a two-band subband coder [225], 
[174]. 

Compression algorithms of current interest for wide- 
band audio are based on signal decompositions via linear 
transformations or subband filter banks (including wavelet 
methods) which allow explicit and separate control of 
the coding of different frequency regions in the auditory 
spectrum. Efficient coding is achieved with the aid of 
sophisticated perceptual masking models for dynamically 
allocating bits to different frequency bands. The quality 
objectives for audio coding are generally much more de- 
manding than for speech coding. The usual goal is to 
attain a quality that is nearly indistinguishable from that 
of the compact disc (CD). In contrast, most speech coding 
is applied to signals already limited by the telephone 
bandwidth so that users are not accustomed to high-fidelity 
reproduction. 

This paper is organized as follows. In Section 11, we give 
a brief overview of the most important family of speech 
coding algorithms that includes CELP and in Section 111 we 
review the recent activity in CELP coding, the most widely 
studied algorithmic approach of current interest. Section 
IV examines the advances in low-delay speech coding 
and Section V reviews the area of variable-rate speech 
coding. In Section VI, we examine recent developments in 
vocoders. Section VI1 looks at wideband speech and audio 
coding. Section VI11 summarized the current performance 
achievable today in speech and audio coding at various bit 
rates. Finally, in Section IX, some concluding remarks are 
offered. 

11. LPAS SPEECH CODING 
The approach to speech coding most widely studied and 

implemented today is linear-prediction-based analysis-by- 
synthesis (LPAS) coding. An LPAS coder has three basic 
features: 

Basic decoder structure: The decoder receives data 
which specify an excitation signal and a synthesis fil- 
ter; the reproduced speech is generated as the response 
of the synthesis filter to the excitation signal. 
Synthesis filter: The time-varying linear-prediction- 
based synthesis filter is periodically updated and is 
determined by linear prediction (LP) analysis of the 
current segment or frame of the speech waveform; 
the filter functions as a shaping filter which maps a 
relatively flat spectral-magnitude signal into a signal 
with an autocorrelation and spectral envelope that are 
similar to those of the original speech. 
Analysis-by-synthesis excitation coding: The encoder 
determines the excitation signal one segment at a 
time, by feeding candidate excitation segments into 
a replica of the synthesis filter and selecting the one 
that minimizes a perceptually weighted measure of 
distortion between the original and reproduced speech 
segments. 

The earliest proposals for LPAS coder configurations 
appeared in 198 1. Schroeder and Atal described a tree-code 
excitation generator [206] and Stewart proposed a codebook 
excitation source [222]. The first effective and practical 
form of LPAS coder to be introduced was multipulse LPC 
(MP-LPC) due to Atal and Remde [ 1 11 where in each frame 
of speech, a multipulse excitation is computed as a sparse 
sequence of amplitudes (pulses) separated by zeros. The 
locations and amplitudes of the pulses in the frame are 
transmitted to the decoder. An MP-LPC algorithm at 9.6 
kb/s was recently adopted as a standard for aviation satellite 
communicaiions by the Airlines Electronic Engineering 
Committee (AEEC). 

In 1986 regular pulse excitation (WE) coding was in- 
troduced by Kroon, Deprettere, and Sluyter [145]. Also an 
LPAS technique, RPE uses regularly spaced pulse pattems 
for the excitation with the position of the first pulse and 
the pulse amplitudes determined in the encoding process. 
Although inspired by MP-LPC, it is also close in spirit to 
CELP. A modified version of RPE, called regular pulse ex- 
citation with long-term prediction (RPE-LTP), was selected 
as part of the first standard for time-division multiple-access 
(TDMA) digital cellular telephony by the global system 
for mobile telecommunications (GSM) subcommittee of the 
European Telecommunications Standards Institute (ETSI) 
[931. 

Most early LPAS methods were based on a synthesis filter 
which is a cascade of a short-term or formant filter and a 
long-term or pitch filter. The short-delay filter is typically 
a 10th-order all-pole filter with parameters obtained by 
conventional LP analysis The long-term filter is typically 
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based on a single-tap or three-tap pitch’prediction. The 
properties of these pitch filters were extensively studied 
by Ramachandran and Kabal [1931, [1941. 

A key element of LPAS coding is the use of perceptual 
weighting of the error signal for selecting the best excita- 
tion via analysis-by-synthesis. The error between original 
and synthesized speech is passed through a time-varying 
perceptual weighting filter which emphasizes the error in 
frequency bands where the input speech has valleys and 
de-emphasizes the error near spectral peaks. The .effect is 
to reduce the resulting quantization noise in the valleys 
and increase it near the peaks. This is generally done by 
an all-pole filter obtained from the LP synthesis filter by 
scaling down the magnitude of the poles by a constant 
factor. This technique exploits the masking feature of the 
human hearing system to reduce the audibility of the noise. 
It is based on the classic work of Atal and Schroeder in 
1979 on subjective error criteria [12]. 

The most important form of LPAS coding today is 
commonly known as code-excited linear prediction (CELP) 
coding, but has also been called stochastic coding, vector 
excitation coding (VXC), or stochastically excited linear 
prediction (SELP). CELP improves on MP-LPC by using 
vector quantization (VQ) [76], where a predesigned set of 
excitation vectors is stored in a codebook, and for each 
time segment the encoder searches for that code vector 
whose set of samples best serves as the excitation signal for 
the current time segment. The address of the selected code 
vector is transmitted to the receiver, which has a copy of the 
codebook, so that the receiver can regenerate the selected 
excitation segment. For example, a codebook containing 
1024 code vectors each of dimension 40 would require a 
10-b word to specify each successive 40 samples of the 
excitation signal. The superior performance capability of 
CELP compared to MP-LPC and earlier coding methods for 
bit rates ranging from 4.8 to 16 kb/s has become generally 
recognized. Today, the terminology “CELP’ refers to a 
family of coding algorithms rather than to one specific 
technique; all algorithms in this family are based on LPAS 
with VQ for coding the excitation. 

The invention of CELP is generally attributed to Atal 
and Schroeder [13], [207]. A somewhat similar coding 
technique was also introduced by Copperi and Sereno 
[42]. At least one earlier research study contained the 
key element of CELP, namely, LPAS coding with VQ 
[222]. In fact, MP-LPC is sometimes viewed as a special 
form of CELP, in which a multistage VQ structure with 
a particular set of deterministic codebooks are used [135]. 
RPE can even more easily be seen as a form of CELP 
coding. Another coding method, vector-adaptive predictive 
coding (VAPC) has many features of CELP including the 
use of VQ and analysis-by-synthesis but differs in the 
encoder search structure and in the ordering of short- 
term and long-term synthesis filtering [36], [37]. Rose and 
Bamwell introduced the self-excited coder [196], which 
used prior excitation segments as code vectors for the 
current excitation. Although MP-LPC perhaps represents a 
conceptually more fundamental advance in speech coding, 

CELP has had a much greater impact in the field. While 
newer coding techniques have since been developed, none 
clearly overtakes CELP in the range of bit rates 4-16 kb/s. 

111. CELP ALGORITHMS 

A .  History 
Initially viewed as an algorithm of extraordinary com- 

plexity, CELP served only as an existence proof (with the 
help of supercomputers) that it is possible to get very high 
speech quality at bit rates far below what was previously 
considered feasible. The first papers on CELP coding by 
Atal and Schroeder [13], [207] attracted great attention, 
intrigued researchers, and continue to be widely cited 
today. In 1986, soon after CELP’s introduction, several 
reduced complexity methods for implementation of the 
basic CELP algorithm were reported [2391, [521, [941, 
[ 1571. By circumventing the initial complexity barrier of 
CELP, these papers indicated that CELP is more than a 
theoretical curiousity, but rather an algorithm of potential 
practical importance. It was quickly recognized that real- 
time implementation of CELP was indeed feasible. The 
number of studies of CELP coding algorithms has grown 
steadily since 1986. Numerous techniques for reducing 
complexity and enhancing the performance of CELP coders 
emerged in the next seven years, and CELP has found its 
way into national and international standards for speech 
coding. Some current speech coding algorithms are hybrids 
of CELP and other coding approaches. Our definition of 
CELP encompasses any coding algorithm that combines the 
features of LPAS with some form of VQ for representing 
the excitation signal. 

Significant landmarks in the history of CELP are the 
adoptions of several telecommunications standards for 
speech coding based on the CELP approach. The first 
of these was the development and adoption of the U.S. 
Federal Standard 1016, a CELP algorithm operating at 4.8 
kb/s, intended primarily for secure voice transmission and 
incorporating various modifications and refinements of the 
initial CELP concept. For a description of this standard, 
see Campbell et al. [26]. Another important landmark is 
the development of a particular CELP algorithm called 
vector-sum excited linear prediction (VSELP) by Gerson 
and Jasiuk [81] which has been adopted as a standard for 
North American TDMA digital cellular telephony and, in 

’ a modified form, for the Japanese Digital Cellular (JDC) 
TDMA standard. Very recently, the JDC has adopted a 
half-rate standard for the Japanese TDMA digital cellular 
system called pitch synchronous innovation CELP (PSI- 
CELP) [176]. In 1992, the CCITT (now ITU-T) adopted 
the low-delay CELP (LD-CELP) algorithm, developed by 
Chen et al., [30], [34] as an intemational standard for 16- 
kb/s speech coding. Currently, the GSM is establishing a 
standard for half-rate TDMA digital cellular systems in 
Europe and the two remaining candidates for the speech- 
coding component are both CELP algorithms. Also, the 
Telephone Industry Association (TIA) is now evaluating 
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eight candidate algorithms for a North American half-rate 
TDMA digital cellular standard, and most of the candidates 
are CELP algorithms. 

Numerous advances to CELP coding have been devel- 
oped, to reduce complexity, increase robustness-to-channel 
errors, and improve quality. Much of this effort is oriented 
to improving the excitation signal while controlling or 
reducing the excitation search complexity. Some advances 
have been made to improve the modeling of the short-term 
synthesis filter or the quantization of the linear predictor 
parameters. Below we highlight some of the more important 
improvements to CELP coding. 

B .  Closed-Loop Search 
In the initial description of CELP [13], [207] only the 

basic conceptual idea was reported without regard to a 
practical mechanism for performing the encoder’s search 
operation. Subsequently, some essential details were re- 
ported in 1986 for efficiently handling the search operation. 
In particular, it is efficient to separately compute the zero- 
input response (the ringing) of the synthesis filter after the 
previously selected optimal excitation vector has passed 
through it. After accounting for the effect of this ringing, 
the search for the next excitation vector can be conducted 
based on a zero initial condition assumption; thus the zero- 
state response of the synthesis filter is computed for each 
candidate code vector [239], [52]. This use of superposition 
greatly simplifies the codebook search process. 

In [13], the gain scaling factor of the excitation vector 
was determined from the energy of the original speech 
prediction error signal, (called the residual). The residual 
is obtained after both short-term prediction and pitch pre- 
diction are performed. Subsequently, it was recognized that 
a closed-loop gain computation is easily done so that, in 
effect, the selection of both gain and code vector is jointly 
optimized in the analysis-by-synthesis process [7]. This 
leads to an important quality improvement. 

C. Excitation Codebooks 
In the stochastic excitation codebook initially proposed 

for CELP, each element of each code vector was an 
independently generated Gaussian random number. The 
resulting unstructured character of the codebook is not 
amenable to efficient search methods, and exhaustive search 
requires a very high complexity. A variety of structural 
constraints on the excitation codebook have been intro- 
duced to achieve one or more of the following features: 
reduced search complexity, reduced storage space, reduced 
sensitivity to channel errors, and increased speech quality. 
Some of the key innovations are summarized here. 

An overlapped codebook technique, due to Lin, substan- 
tially reduces computation as well as codebook storage 
[157]. In this method, each code vector of the excitation 
codebook is a block of samples taken from a larger se- 
quence of random samples by performing a cyclical shift of 
one or more samples on the sequence. Thus if a one-sample 
shift is used, a sequence of 1024 Gaussian samples can 
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generate 1024 distinct code vectors of dimension 40. The 
effect of filtering each such excitation vector through the 
synthesis filter is achieved by a single convolution operation 
on the sequence. The search for the optimal code vector in 
an overlapped codebook is further accelerated by the use of 
a modified error weighting criterion introduced by Kleijn 
et a f . ,  allowing a fast recursive computation [136]. 

A widely used approach to reduce search complexity and 
storage space is the use of sparse excitation codebooks 
where most of the code vector elements have the value zero. 
This is usually done in combination with other constraints 
on the magnitude or location of the nonzero elements. 
Sparse codebooks for CELP were proposed by Davidson 
and Gersho [52] and Lin [157]. Sparse codebooks can 
also be combined with overlapped codebooks. In ternary 
codebooks, proposed by Lin [157], and later Xydeas [254], 
the nonzero entries of a sparse codebook are forced to be + 1 
or - 1. This can be achieved by hard-limiting the nonzero 
values of a stochastic codebook or by directly designing 
specific ternary codebook structures. Salami [200] proposed 
fixed regularly spaced positions for the nonzero entries so 
that a short binary word can directly specify the nonzero 
polarities, eliminating the need for a stored excitation code- 
book. This technique, called BCELP (for binary CELP), 
reduces complexity and sensitivity to channel errors while 
reportedly maintaining good quality. Sparse excitation sig- 
nals were, of course, central to the technique of MP-LPC 
and preceded CELP. Attempts to improve MP-LPC by 
using a codebook of sparse excitation vectors may also be 
viewed as complexity-reduction methods for CELP. (See in 
particular b o o n  at al. [145] and Hernandez-Gomez [71].) 
Many other sparse codebook schemes have been proposed, 
for example, Kipper et al. [128] and Akamini and Miseki 

Another family of excitation codebook methods are based 
on lattices, regularly spaced arrays of points in multiple 
dimensions. Lattice VQ was proposed in [741 and [751 
and extensively studied by various researchers. (See in 
particular, Gibson and Sayood [84] and Jeong and Gibson 
[ 1161.) Codebook storage is eliminated since lattices are 
easily generated and suitable mappings between lattice 
points (code vectors) and binary words are known. The 
use of lattice structures for excitation codebooks in CELP 
has been proposed by Adoul et al. who coined the phrase 
algebraic codebooks [ 11. In their work, lattice codebooks 
with all code vectors having the same energy are generated 
from standard error-correcting codes by replacing the binary 
symbols 1 and 0 with +1 and -1, respectively. For 
additional examples of algebraic codebooks for CELP, see 
[150], [104], [148], and [63]. Le Guyader et al. [155] use 
binary-valued code vectors of unit magnitude so that binary 
words directly map into excitations without any codebook 
storage. 

An alternative way of generating excitation codebooks 
is by designing them directly from actual speech files 
with a suitable training algorithm. This is the standard 
approach to codebook generation in vector quantization 
(VQ) [76]. However, a closed-loop design method is needed 
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for CELP, which takes into account the role of the synthesis 
filter in order to optimize the codebook. A closed-loop 
design method for vector-predictive coding was reported 
in [47] and a closed-loop gain-adaptive codebook design 
was reported in [38]. A similar design specifically applied 
to CELP coding algorithms was described in [54]. Sev- 
eral codebook design algorithms for CELP were studied 
by LeBlanc and Mahmoud 11521. Closed-loop codebook 
design from training data has been used effectively in the 
LD-CELP algorithm by Chen et al. [34] and also in a CELP 
candidate for the current TIA half-rate standardization due 
to Serizawa et al. [210]. 

A number of excitation coding methods are based on the 
use of multistage excitation codebooks, where the excitation 
is generated as a sum of code vectors, one from each 
codebook, and the codebooks are sequentially searched. 
Multistage VQ was introduced by Juang and Gray [121] 
in 1980 and its application to CELP coding began in 1988. 
Davidson and Gersho proposed the general use of multiple 
excitation codebooks with sequential search and separate 
gain factors for each selected code vector [53]. Kroon and 
Atal briefly mentioned the idea of multistage excitation 
codebooks in [141]. Kleijn et al. proposed the use of two 
codebooks, one a stochastic codebook and the other an 
adaptive codebook [135], [ 1341. The adaptive codebook, 
which handles the pitch periodicity, and eliminates the 
need for a long-term synthesis filter, is now a standard 
part of most CELP coders and is discussed separately 
below. Subsequently, many authors have found effective 
ways to benefit from multiple excitation codebooks for the 
so-called stochastic (or nonperiodic) excitation component 
[1771, [801, t661, [1171, [2331, [1181, [921, [1791, [1781, 
[210]. Multiple codebooks offer reduced search and storage 
complexity as well as greater robustness to channel errors. 

The usual sequential search of multiple codebooks in 
multistage VQ is suboptimal in comparison with a joint 
search which, however, would typically have excessive 
complexity. To approach or attain, with manageable com- 
plexity, the jointly optimal excitation as a sum of code 
vectors with one from each codebook, some form of or- 
thogonalization is needed. Orthogonalization for searching 
multiple CELP excitation codebooks was proposed by 
Moreau and Dymarski [177], Gerson and Jasuik [80], and 
Johnson and Taniguchi [117]. See also [66] and [179]. 
Orthogonalization is also used in the PSI-CELP coder 
[176]. 

An important and effective CELP coder, the 8-kb/s 
VSELP coding algorithm of Gerson and Jasiuk, has a 
multiple codebook structure with two stochastic codebooks 
and two gain values, and each codebook is itself structured 
in a manner that can be viewed as a multistage technique 
[go]. An excitation in VSELP is formed by taking a binary 
linear combination of N basis vectors, so that each of N 
codebooks contains two code vectors, a basis vector, and 
the negative of that vector. With only a small number of 
basis vectors that need to be passed through the synthesis 
filter, the excitation search complexity is quite small. With 
this method, the binary word sent to the receiver directly 

specifies the polarities of the linear combination of the basis 
vectors. Thus a single channel bit error can alter only one 
term in this sum, causing only a moderate change in the 
decoded excitation vector. This simple relation between 
excitation vector and the corresponding binary codeword is 
very similar to the earlier work of LeGuyader et al. [155] 
and Salami [200]. 

A number of other complexity-reducing techniques have 
been proposed which do not fall into the above indicated 
categories for structuring the excitation codebooks. One 
interesting example is CELP with base-band coding (CELP- 
BB), due to Kondoz and Evans [139], [140], [14]. In 
this scheme, the short-term linear-prediction residual after 
low-pass filtering and downsampling is CELP-coded using 
only long-term (pitch) synthesis. The reduced sampling rate 
provides a large complexity reduction. 

Another approach to reducing search complexity is the 
preselection method, where a simplified but suboptimal 
search procedure first selects a small subset of candidate 
code vectors from a codebook and then a second stage 
search is performed under the desired performance measure 
to select from the surviving candidates the optimal or near- 
optimal code vector. Preselection methods were introduced 
in [52], [94], [43], and have subsequently been applied to 
other coders, for example [176]. 

One novel technique for stochastic excitation coding is 
pitch synchronous innovation (PSI) reported by Miki et al. 
as part of their PSI-CELP coder [176]. In this technique, 
the adaptive codebook is searched in the usual way. If the 
resulting lag (loosely called the “pitch period”) is less than 
the subframe length, the stochastic codebook is made to 
have vectors with periodicity based on this lag. This is 
done by taking the first part of each stored stochastic vector 
with a number of samples equal to the lag and repeating it 
till the entire subframe dimension is filled. This technique 
reportedly gives better performance than the comb filter 
method in [245] and with lower complexity. 

D. Representation of Pitch Periodicity 
An important advance in CELP coding came with the 

introduction of the so-called adaptive codebook for repre- 
senting the periodicity of voiced speech in the excitation 
signal. In this method, after a search for the optimal time 
lag, a time-shifted and amplitude-scaled block of prior 
excitation samples is used as the current excitation; a 
stochastic codebook is then searched to provide a second 
vector which is scaled and added to the current excitation. 
With this technique, only the short-term synthesis filter rep- 
resenting the spectral envelope of the speech is needed-the 
long-term synthesis filter is eliminated. This method of 
achieving the needed periodicity in the synthesized speech 
was introduced by Singhal and Atal for MP-LPC [217] and 
applied to CELP coding by Kleijn et al. who introduced 
the term adaptive codebook [135]. When the pitch period 
is less than the dimension of the excitation vectors, a 
modified virtual search procedure, proposed in [ 1351 and 
[ 1221, is generally used. The adaptive codebook has become 
a standard feature of CELP coders. A somewhat similar 
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concept to the adaptive codebook was the basis for the 
self-excited coder, introduced by Rose and Bamwell [ 1961, 
in which no fixed excitation codebook is used but a new 
excitation segment is obtained (after an initialization) from 
delayed replicas of the past excitation. 

The importance of an accurate reproduction of the period- 
icity in voiced speech led to the use of high-resolution or 
fractional-pitch methods proposed independently in 1989 
by Marques et al. [169], [168], and by Kroon and Atal 
[ 1421-[ 1441. In this technique, improved speech quality 
is achieved by refining the resolution of the pitch period 
search to a fraction of a sample by means of interpolation. 
This method increases the size of the adaptive codebook 
and correspondingly the bit rate for pitch. This leads to 
more accurate prediction of the current subframe of speech 
from the filtered past excitation. 

With the adaptive codebook, a pitch value is needed for 
each subframe, leading to a rather high bit rate for pitch 
information. This can be reduced by differential coding of 
the pitch within a frame: an average pitch for the frame 
is first determined, and incremental differences for each 
subframe are then specified. (See, for example, [265].) A 
version of this method is used in the FS 1016 CELP coder 
[W. 

An interesting technique called generalized analysis-by- 
synthesis reported by Kleijn et al. allows piecewise-linear 
segments to track the pitch, substantially reducing the bit 
rate for pitch and eliminating the need for fractional pitch 
[ 1371. 

Further improvements to voiced speech coding were 
offered by the introduction of the constrained-excitation 
method by Shoham [213]. In this method some of the “grav- 
elly” character of voiced speech in CELP is suppressed, 
by constraining the gain of the stochastic excitation, based 
on how good an approximation to the current speech 
segment is offered by the adaptive codebook. A modified 
version of constrained excitation, called pitch sharpening 
was proposed by Taniguchi et al. [229]. More recently, a 
smoothing method was proposed by Kleijn which explains 
the basic impediment to attaining high-pitch periodicity and 
does not significantly suppress the SNR as do the previous 
methods [ 1 131. 

E .  Coding of LP Spectral Parameters 
In CELP and many other speech coders, the linear 

prediction parameters are used in modeling the signal 
and are quantized and transmitted every 20 to 30 ms. 
These parameters consume a large fraction of the total bit 
rate for low-rate coders. Hence considerable efforts have 
been invested in finding efficient ways to represent these 
parameters, most of them based on the use of VQ. The 
first application of VQ to quantization of LP parameters 
is due to Buzo et al. [25] in 1980. Most of the recent 
work on this topic is based on the quantization of line 
spectral pairs (LSP) also known as line spectral frequencies 
(LSF) originally introduced by Itakura in 1979 and first 
reported by Sugamura and Itakura in [223]. Perhaps the 
most important study of quantization of the LSF parameters 
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was presented in the comprehensive report of Kang and 
Fransen [ 1241 and summarized in their paper [ 1251. This 
was the first application of VQ to LSF quantization. They 
were aiming for an 800-b/s LPC vocoder and designed a 
12-b VQ scheme with a weighted distortion measure based 
on several considerations including auditory perception. 
Interframe coding of LSF parameters with vector prediction 
and VQ was later reported in [267] and [248]. 

Of the various efforts in applying VQ to high-resolution 
quantization of LSF parameters, the work that is often 
used as a benchmark for comparing other results is due to 
Paliwal and Atal [189]. Many authors have studied various 
alternatives and improvements. Some high-quality work 
on attaining “transparent” perceptual quality coding of LP 
parameters at low rates using multistage VQ while control- 
ling complexity was reported by Bhattacharya et al. [16]. 
A multistage VQ technique including a partially adaptive 
codebook was introduced by Tanaka and Tanichuchi [226]. 
A computationally efficient algorithm for finding LSP pa- 
rameters was reported by Kabal and Ramachandran [ 1231. 
Other computational methods have also been reported. See, 
for example, [219] and [203]. Examples of the use of 
product-code VQ for LSF quantization includes Paksoy 
et al. [187], Chan and Law, [28], Wang et al. 12481, and 
Lamia et al. [151]. An LSF coding method which adapts 
to the long-term history of the speech spectral parameters 
was introduced by Xydeas [255]. Finally, some interesting 
methods for LSP quantization take into account the effect of 
channel errors. (See, for example, Secker and Perkis [208] 
and Hagen and Hedelin [87].) The latter method, based on 
a linear mapping of codewords in a block code into code 
vectors, is similar in concept but more general than the 
prior work of LeGuyader et al. [155], Salami [200], and 
Gerson and Jasuik WO]. 

F. Multimode Coding and Phonetic Classification 
An important advance in CELP algorithms is the use of 

multimode coding or dynamic bit allocation, where the bits 
in each frame are dynamically allocated among the code 
components (e.g., excitation, pitch, and LP parameters) 
to adaptively match the local character of the speech. 
Multimode coding was proposed for low-rate ADPCM 
coding by Taniguchi et al. [236] and subsequently examined 
for CELP coding by Taniguchi et al. [2271, [2341, 12351, 
Yong and Gersho [264], Kroon and Atal [141], and Jayant 
and Chen [114]. In one approach to multimode coding, 
one of several coding modes is selected in each frame by 
comparing an objective measure of performance offered 
by each mode. Other criteria have also been used for 
controlling the mode switching. 

Phonetic classification of speech frames in CELP was 
subsequently introduced as an alternative and more so- 
phisticated means for mode selection. Speech is a highly 
heterogeneous signal with a time-varying statistical char- 
acter, ranging from highly predictable quasi-periodic to 
the almost completely random. The best coding strategies 
for such extremely diverse classes should adapt to these 
variations in the waveform and consider both the acoustic 
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features and the phonetic content of the frame to be coded. 
With this approach, pattem-classification methods are used 
to identify each of a small set of phonetically distinct 
categories, which are defined so that each class is well- 
suited to a particular coding strategy. Identifying the voiced 
or unvoiced character of subframes is usually the starting 
point of such methods. Frames containing onsets having 
a transition from an unvoiced region to a voiced region or 
from a voiced stop into another voiced phoneme are usually 
given special attention [244], [246], [2471, [1881. 

G. Interpolative Coding Methods 
So much of the effort in CELP coding is devoted to ac- 

curately handling the reproduction of periodicity in speech. 
One promising approach to substantially reduce the rate 
needed for representing quasi-periodic speech segments 
is prototype waveform interpo[ation (PWI) introduced by 
Kleijn [ 1301 and further developed by Kleijn and Granzow 
[132]. They represent and code a single prototype pitch 
cycle every 20 to 30 ms and reconstruct the signal by inter- 
polating the sequence of pitch cycles between prototypes 
either in the time or spectral (Le, discrete Fourier trans- 
form) domain. Linear interpolation of the pitch between 
prototypes and differential coding of the prototypes in the 
frequency domain are proposed. For lower rate coding, 
only the magnitudes of the spectral samples are coded. 
PWI is used to model the voiced excitation of speech 
so that synthesis is achieved by passing the reconstructed 
excitation through an LP synthesis filter. This is combined 
with conventional CELP coding for unvoiced speech. 

By transmitting the coefficients of a Fourier series repre- 
sentation of the prototypes, the coder is in effect specifying 
a set of harmonic sinusoids which (with the aid of inter- 
polation) could be used to syniksize speech. Although the 
synthesis does not proceed in this manner, it suggests a 
strong relation to sinusoidal coding, a parametric coding 
method to be discussed in the section on vocoders. The 
PWI approach lies somewhere in a gray region between 
vocoding and waveform coding. 

An effective implementation of a coder based on PWI, 
called time-frequency interpolative (") coding was re- 
ported by Shoham [215], [216]. The differential frequency- 
domain prototype parameters are coded here with a hi- 
erarchical VQ technique to obtain a low bit rate while 
maintaining an accurate representation. Subjective tests 
indicated an impressive quality at 2.4 and 4 kb/s compared 
to corresponding conventional schemes for these rates. 

H .  Postjiltering and Pitch Prefiltering 
CELP coders tend to introduce some roughness (a noisy 

quality or hoarseness) to the reproduced speech. However, 
it is possible to enhance the speech by a postprocessing 
operation on the decoder output. Adaptive postfiltering 
based on the short-term prediction parameters has been 
proposed earlier to reduce perceived noise in ADPCM 
speech [ 1951, [ 11  11. This approach was extended to exploit 
long-term (pitch) prediction parameters in [259]. For LPAS 

coders, a particular form of adaptive postfiltering which 
eliminates most of the muffling effect previously associated 
with postfiltering methods was introduced for both short- 
term [29], [37] and long-term postfiltering [29]. By avoiding 
the spectral tilt that postfiltering tends to introduce in the 
frequency response, this method has been found effective 
in enhancing performance for a variety of CELP coders 
[39]. With minor variations this method has been included 
in the TIA IS-54 VSELP standard, the JDC digital cellular 
standard, the U.S. Federal Standard 1016, and the ITU-T 
G.728 standard. 

In the VSELP algorithm [80], the long-term (pitch) 
postfilter is relocated prior to the short-term synthesis filter, 
while the short-term postfilter remains after the synthesis 
filter. This variation, called pitch prefiltering, reportedly 
reduces artifacts sometimes introduced by pitch postfilter- 
ing. In another technique, called adaptive comb filtering, 
the pitch filtering is introduced in the encoder search loop 
as a prefiltering operation prior to the short-term synthesis 
filter [245]. The idea is to remove some of the annoying 
noise components from the excitation signal while retaining 
the various pitch harmonics. To reduce the influence of 
a random code vectors in one frame on the selection of 
the code vector in the adaptive codebook for subsequent 
frames, the comb filter is included in the pitch loop. 

I .  Other CELP Techniques 
The techniques reviewed above constitute only a selected 

subset of a large variety of techniques and indicate the 
extensive effort that many researchers and engineers have 
undertaken to advance the family of CELP coders. Our 
coverage here represents primarily those methods that have 
found their way into standards or commercial products 
or those that have been frequently cited by subsequent 
papers. It is generally difficult to assess the quality of 
many individual methods for enhancing coder performance. 
Reported SNR improvements do not necessarily indicate 
perceptual quality improvements and self-reported quality 
assessments of researchers are difficult to calibrate. Thus 
many other clever or effective contributions may well be 
overlooked. Some additional examples of contributions to 
CELPcoding are [156], [66], [701, [58],  [61, [41], [2], [2321, 
[228], [166]. 

IV. LOW-DELAY SPEECH CODING 
For many applications, the time delay introduced by 

speech coding into the communications link is a critical 
factor in overall system performance. While the classical 
ADPCM algorithm introduces negligible delay, most con- 
temporary coding algorithms must buffer a large block of 
input speech samples for linear prediction analysis prior 
to further signal processing. In addition to this buffering 
delay there is also computational delay in both encoder and 
decoder as well as delay in unpacking groups of data bits 
in the decoder. One-way end-to-end coder/decoder (codec) 
delays of 60 to 1 0 0  ms and occasionally even higher are 
common in speech coders. Algorithms which include error 
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correcting codes and bit interleaving to combat high channel 
error rates can incur a substantial additional delay. In 1988, 
the CCITT (now ITU-T) established a maximum delay 
requirement of 5 ms with a desired objective of only 2 
ms for a 16-kb/s standard algorithm. This culminated in 
the adoption of the LD-CELP algorithm as CCITT standard 
G.728 in 1992. The 16-kb/s G.728 algorithm was developed 
by Chen et al. [30]-[32], [34] as an international standard 
for 16-kb/s speech coding. 

Several important ideas for modifying the CELP algo- 
rithm to achieve very low coding delay with high quality for 
both 16- and 8-kb/s rates emerged in a sequence of papers 
from 1987 to 1992. The key idea of gradient-based back- 
ward adaptation of the LP synthesis was well known prior 
to its application to LPAS (see Gibson [83]). Its application 
to LPAS coding was reported by Taniguchi et al. [230] and 
by Watts and Cuperman [250]. A high-quality low-delay 
tree coder with lattice-structured backward prediction filters 
and backward pitch prediction was reported by Iyengar and 
Kabal [109]. Backward adaptation of the pitch predictor 
in a CELP coder was reported by Pettigrew and Cuperman 
[191]. The use of lattice predictors for backward adaptation 
of the LP synthesis filter in a CELP configuration was 
studied by Peng and Cuperman [190]. A low-delay CELP 
coder called low-delay vector excitation coding (LD-VXC) 
for 16 kb/s was reported in [49]. 

The LD-CELP algorithm of Chen et al. [30]-[34] has the 
unusual feature of using a 50th-order LP block backward- 
adaptive synthesis filter, whereas prior CELP coders were 
almost invariably of 10th order or thereabouts. Furthermore, 
no pitch predictor or adaptive codebook is used at all. 
This coder also includes backward gain-adaptive VQ [38], 
pseudo-Gray coding [268], [61], [269], a novel hybrid of 
block and recursive windowing for LP analysis, white-noise 
correction, bandwidth expansion, and spectral smoothing, 
resulting in excellent robustness to channel errors. 

Several studies of low-delay 8-ms coders have shown that 
in spite of the severe constraint on coding delay (e.g., a 5- 
ms buffering constraint), a fairly high quality is achievable 
[491, [401, 12561, [2581, [102], [266], [103], and [218]. 
However, these coders did not attain the quality of the 
G.728 LD-CELP coder at 16 kb/s. 

Recently, the ITU-T has been conducting a standard- 
ization study of medium-delay coders where the delay 
requirement allows a frame size of up to 16 ms and total 
codec delay of at most 32 ms [90]. A medium-delay 8- 
kb/s coder with a 12-ms frame size was recently developed 
by Adoul et al., and was submitted to the ITU-T as a 
candidate [ 1541, [202]. A technique for combining forward 
and backward pitch prediction for medium-delay coding at 
8 kbfs was introduced by Kataoka and Moriya at NTT in 
Japan [ 1261. More recently, a high-quality medium-delay 
coder with a IO-ms frame length was reported by Kataoka 
et al. [127]; this is also a candidate for the ITU-T 8-kb/s 
standardization program. Their method makes use of the 
conjugate VQ technique [ 1781. 

A general review of the principal methods and techniques 
for low-delay coding is given in [48]. Finally, we note 
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that an excellent historical review of the development of 
the G.728 LD-CELP algorithm is given by Chen and Cox 
in [33]. This fascinating paper offers a unique insider’s 
perspective on speech coding by describing the four-year 
effort that led to the final algorithm. 

V. VARIABLE-RATE SPEECH CODING 
For digital transmission, a constant bit-rate data stream 

at the output of a speech encoder is usually needed. 
However, for digital storage and for some applications in 
telecommunications a variable bit-rate output is advanta- 
geous. Variable bit-rate (VBR) speech coders can exploit 
the pauses and silent intervals which occur in conversational 
speech and may also be designed to take advantage of 
the fact that different speech segments may be encoded 
at different rates while maintaining a given reproduction 
quality. Consequently, the average bit rate for a given 
reproduced speech quality can be substantially reduced if 
the rate is allowed to vary with time. Typically, VBR coders 
switch from one rate to another at intervals as short as 10 
ms. The rate may be controlled internally by the statistical 
character of the incoming speech signal and/or externally 
by the current traffic level in a multi-user communication 
network. For a recent review of variable rate coding, see 

Traditional applications that have motivated the study of 
variable-rate speech coding include speech storage, pack- 
etized voice, and digital speech interpolation (DSI) for 
digital circuit multiplication equipment (DCME). Multiple- 
access schemes for wireless communication, particularly 
code-division multiple access (CDMA) systems have lately 
become an important application for VBR coding. Recently, 
the TIA has adopted a CDMA digital cellular telephony 
standard, known as IS-95, as an alternative to the earlier 
time-division multiple-access (TDMA) standard IS-54. A 
variable rate coding algorithm known as QCELP has been 
evaluated by the TIA as a speech-coding standard for use 
with IS-95. For a description of the QCELP algorithm, see 
1731, 1601. 

Most of the literature in VBR coding report on older 
methods such as ADPCM [260], [182] or subband cod- 
ing [252], [ 1621. Recently, several interesting studies on 
variable-rate coding based on CELP have been reported 
[621, [641, [2431, 12511, [591, [1881, [ W .  

An important component in variable rate speech coding 
is voice activity detection (VAD) which is needed to dis- 
tinguish active speech segments from pauses, when the 
speaker is silent and only background acoustical noise 
is present. An effective VAD algorithm is critical for 
achieving low average rate without degrading speech qual- 
ity in variable rate coders. An example of a good VAD 
scheme for asynchronous transfer mode (ATM) digital 
transmission is the work of Nakada and Sat0 (Japan) [ 1821. 
The design of a VAD algorithm is particularly challenging 
for mobile or portable telephones due to vehicle noise or 
other environmental noise. An important contribution in this 
category is due to Freeman et al. [68] whose VAD technique 
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has been adopted as a part of the ETSI/GSM digital 
mobile telephony standard [220], [24]. More recently, a 
new VAD algorithm was reported which improves on the 
GSM algorithm in high-background-noise environments 
considering both vehicle and babble noise [221]. 

VI. VOCODERS 
Speech quality obtained by waveform coding methods 

including CELP coding is generally found to degrade 
rapidly as the bit rate drops below 4 kb/s. This is usu- 
ally explained by the fact that the sparsity of bits (less 
than 1 b for every two amplitude samples of speech) 
makes it impossible to adequately approximate the original 
waveform. Even though LPAS coders attempt to pay more 
attention to accuracy in reproducing the short-term spectral 
magnitude in the perceptually important regions, they still 
devote precious bits to reproducing the general shape of the 
waveform. Vocoders, on the other hand, make no attempt 
to reproduce a waveform similar to the original. They 
generally abandon any attempt to encode the phase of the 
short-term spectrum and provide only information about the 
spectral magnitude for the decoder to synthesize speech. 
Thus vocoders have greater potential for reproducing a 
signal perceptually similar to the original, while operating 
at bit rates in the region of 2 kb/s and below, where effective 
waveform reproduction is virtually impossible. 

A .  LPC Vocoders 
Among the various vocoders, the most widely studied in 

the past was the classical linear-prediction coding (LPC) 
vocoder due to Itakura and Saito [lo61 and Atal and 
Hanauer [lo]. A version of the LPC vocoder has been 
used for many years as a U.S. Government standard, 
Federal Standard 1015, for secure voice communication. 
This particular coder, known informally as LPC-10 be- 
cause it uses 10th-order linear prediction, is based on a 
simple model of speech production [241]. The decoder 
synthesizes speech by passing an excitation signal through 
an LP synthesis filter. However, unlike LPAS coders, the 
excitation is generated in the receiver only from a relatively 
crude specification of the general character of the current 
speech frame and without actually sending bits that specify 
the excitation waveform. Each frame is characterized as 
voiced or unvoiced and for voiced frames the pitch period 
is specified. The gain (or, equivalently, the energy) of the 
excitation is coded and transmitted. The receiver generates 
a random-noise excitation for unvoiced frames and a train 
of impulses with the given periodicity for voiced frames. 

While vocoders have been studied for many years [205], 
most of the classical methods are of little current interest 
because of their poor quality. Often the reproduced speech 
sounds artificial or “unnatural” with a “buzzy” character and 
the identity of the speaker is hard to recognize. These coders 
tend to degrade even further if the original speech contains 
acoustical background noise of various kinds. Recently, 
several new vocoder algorithms have emerged which appear 

to be competitive with CELP coders at 4 kb/s and superior 
to CELP at 2.4 kb/s. 

McCree and Barnwell have developed a very effective 
vocoder called the mixed-excitation vocoder, based on a 
number of substantive enhancements to the LPC vocoder 
concept [172], [173]. A mixed pulse and noise excitation 
signal is generated and applied to a synthesis filter. The 
excitation provides a frequency-dependent voicing strength 
which removes much of the buzzy quality of the standard 
LPC- 10. Separate voicing decisions for different subbands 
of the speech band are made, similar to that of the MBE 
coder [86] discussed below. An adaptive spectral enhance- 
ment technique, similar to the adaptive postfiltering method 
of [37], is included as the first (rather than last) stage of 
the synthesis filter. Subjective test results reported in [ 1731 
indicate that the quality at 2.4-kb/s approaches that of the 
4.8-kb/s Federal Standard 1016 CELP at 4.8 kb/s under 
clean speech conditions, and exceeds the 4.8-kbls standard 
for noisy speech. 

B .  Sinusoidal Coders 
An important class of vocoders, generically called si- 

nusoidal coders, has emerged in recent years as a viable 
alternative to CELP, particularly for rates of 2 4  kb/s. 
These coders characterize the evolving short-term spectra of 
the speech by extracting and quantizing certain parameters 
which specify the spectra, giving particular attention to 
the pitch harmonics present in voiced speech. The key 
feature of sinusoidal coders is that voiced speech is syn- 
thesized in the decoder by generating a sum of sinusoids 
whose frequencies and phases are carefully modified in 
successive frames to represent and track the evolving short- 
term spectral character of the original speech. Three main 
variants of sinusoidal coding have been studied: harmonic 
coding, sinusoidal transform coding (STC), and multiband 
excitation coding (MBE). In some versions, the phase 
information (as well as magnitude) of the sinusoids is 
obtained from the input speech spectrum and transmitted 
to the receiver. Other versions, operating at lower rates, do 
not transmit phase information. 

The conceptual introduction of this approach is due to 
Hedelin [91]. Later Almeida and Tribolet [5] developed 
harmonic coding algorithms and in subsequent papers re- 
ported very high quality at 6 to 8 kb/s. (See for example, 
[ 1671.) More recently, Marques, Almeida, and Tribolet 
studied critical issues needed to achieve high quality with 
harmonic coding at lower rates and they presented a 4.8- 
kb/s version of the algorithm [167]. 

Another version of sinusoidal coding, called sinusoidal 
transform coding (STC) was developed and extensively 
refined by McAuley and Quatieri [170], [171]. A third 
version of sinusoidal coding called multiband excitation 
coding (MBE) was developed by Griffin and Lim [86] 
and one version called improved MBE (IMBE), [23], was 
subsequently adopted by Inmarsat as a standard for satellite 
voice communications. A coder based on MBE is currently 
one of the finalists for the TIA half-rate TDMA digital 
cellular standardization [ 1831. 
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Both STC and MBE identify spectral peaks in each 
successive frame of speech and encode and transmit the 
amplitude (and in some cases the phase) of these peaks. 
The receiver synthesizes speech with similar time-varying 
spectra by controlling the magnitude and phase of a set 
of sine waves. In MBE, the selected spectral samples are 
harmonics of the pitch. 

Several studies have shown that more efficient quan- 
tization can allow the MBE coder to operate with little 
drop in quality at rates of 2.4 kb/s or below. Brandstein 
[22], Yeldener et al. [ 1971, [261]-[263], Garcia-Mateo et 
al. [72], and Rowe and Secker [198], have shown that 
the bit rate may be substantially reduced by replacing the 
spectral modeling with an LP modeling technique. Vector 
quantization of the spectral magnitudes without the use of 
LP models has been reported in [175] for 2.4 kb/s and 
in [183] for 3 kb/s. A different approach was taken by 
Hassenein et al. [89] for 2.4 kb/s, where the MBE analysis 
is followed by a postprocessor which selects three fixed 
bandwidth windows and sends spectral information only 
for these regions. They report comparable quality with full- 
band MBE for noise-free speech. Recently, a high-quality 
variable rate was reported, which combines MBE with 
phonetic classification and a novel spectral VQ technique 
[270]. 

Although the amount of work on sinusoidal coders has 
been very small compared to CELP, indications are that this 
is a promising approach and will lead to more efforts in fu- 
ture. The sinusoidal coders still retain some remnants of the 
traditional vocoder type of imperfections in the reproduced 
speech but generally give a cleaner, crisper reproduction 
than is available with CELP coders at comparable rates, 
i.e., 2.4-4 kb/s. An interesting comparison between CELP 
and sinusoidal coding by Trancoso et al. [240] suggests that 
these techniques are complementary and future work might 
lead to some merging of these two approaches. In fact, the 
PWI approach described earlier already performs a similar 
merger. 

VII. AUDIO AND WIDEBAND SPEECH COMPRESSION 
Audio coding usually refers to the compression of high- 

fidelity audio signals, i.e., with 15- or 20-kHz bandwidth 
for consumer hi-fi, professional audio including motion 
picture and HDTV audio, and various multimedia systems. 
Sometimes the term audio coding is also used to refer 
to wideband speech coding, the compression of 7-kHz 
bandwidth speech audio for videoteleconferencing and for 
future integrated subscriber digital network (ISDN) voice 
communication, where higher quality speech is feasible and 
desirable. 

Digital coding of audio probably began in the early 
1970’s. Initial efforts simply used uniform or nonuni- 
form (e.g., logarithmic) quantization of audio samples for 
digital transmission and storage. The British Broadcast- 
ing Corporation developed an audio compression scheme 
called nearly instantaneous companding audio multiplex 
(NICAM) for digital audio ,transmission. NICAM uses a 
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block adaptive-gain amplitude scale, where one of five 
scale factors is specified for every block of 32 samples 
represented with 10 b/ sample. Including overhead bits, 
the NICAM standard carries a stereo audio signal of 15- 
kHz bandwidth at a rate of 728 kb/s. For an overview of 
NICAM and its application to digital transmission, see, for 
example, [199]. 

Virtually all the current work in hi-fi audio coding relies 
on either subband or transform coding to achieve a spectral 
decomposition of the signal. A transform coding tech- 
nique with fully overlapping windows called time-domain 
alias cancellation (TDAC) was introduced by Princen and 
Bradley in 1986 11921 and combines features of both 
subband and transform coding. Scalar quantization and 
entropy coding are generally performed on the transformed 
signal components. Perceptual masking models determine 
adaptive bit allocations across the spectral components. 
Important contributions to transform-based audio coding 
with perceptual masking techniques include Brandenburg 
[18], Johnston [119], [120], Brandenburg et al. [19], [201, 
and the AC-2 coder of Davidson et al. [50], [5l]. A 
collaborative effort led to the ASPEC (adaptive spectral 
perceptual entropy coding) of high-quality music signals, a 
transform coding scheme 1201. 

Recently, a transform coding scheme called AC-3, de- 
veloped by Todd et al. [238] at Dolby Laboratories, was 
adopted for the multichannel audio portion of the forthcom- 
ing high-definition television (HDTV) terrestrial broadcast- 
ing standard of the U.S. Federal Communications Commi- 
sion (FCC). The algorithm operates at a range of bit rates 
as low as 32 kb/s per channel with up to 5.1 channels. 
(The 0.1 channel is a low-frequency effects (subwoofer) 
channel.) The coder uses TDAC filter banks and perceptual 
masking. Other features include the transmission of a 
variable-frequency resolution spectral envelope and hybrid 
backward/forward adaptive bit allocation. 

Subband coding has also been the basis of effective audio 
coding methods. An early example of subband coding is 
the ITU-T G.722 standard for 7-kHz audio which employs 
ADPCM to code each of two subbands. For wideband audio 
compression, a subband coding scheme called masking 
pattern adapted subband coding and multiplexing (MAS- 
CAM) was developed by Theile et al. [237]. Subsequently, 
a closely related algorithm called masking pattern adapted 
universal subband integrated coding and multiplexing (MU- 
SICAM) was adopted in Europe for use in digital audio 
broadcasting. See Dehery et al. [561. 

Most of the current intemational interest in audio com- 
pression algorithms is centered around the recently com- 
pleted ISOMPEG audio standardization. For an outline of 
the MPEG audio algorithm, see Brandenburg and Stoll [21] 
or No11 [77]. The standard supports sampling rates of 32, 
44.1, and 48 kHz and bit rates ranging from 32 to 448 
kb/s per monophonic or stereo channel. The ISOMPEG 
audio algorithm has three layers of coding, each of increas- 
ing complexity and quality, which offer different versions 
suited to distinct application needs. A polyphase filter bank 
of 32 equal-size bands is used. Layer 1 has the lowest com- 
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plexity: it performs a relatively simple perceptual weighting 
for bit allocation and is less adaptive to transitory material. 
Layer 2 is more flexible in sending gains for blocks of 
samples in one band or shared for two or more adjacent 
bands. Layer 2 is based on MUSICAM and layer 1 is a 
simplified version of layer 2. Block companding is used 
in each subband to quantize blocks of 12 samples each. 
Quantization resolution is determined by a masking model. 
Layer 2 differs from Layer 1 only in the joint quantization 
and coding of each triplet of scaling factors from three 
consecutive companding blocks in each subbarid. Layer 3 
has the highest complexity and best quality versus rate 
tradeoff and consists of a combination of the ASPEC 
transform coding algorithm and the MUSICAM filterbank: 
an overlap-DCT transform is performed in each subband to 
provide increased frequency resolution. An adaptive block 
size for transform coding, inspired by the work of Sugiyama 
e? al. [224], [log], mitigates “pre-echos,” the audible noise 
preceding the onset of a sound. Thus both temporal masking 
as well as the usual frequency-domain masking give an 
improved performance in Layer 3. Each layer of the MPEG 
standard also includes a technique for joint coding of two 
stereo channels. For examples of interesting recent research 
in stereo coding see 11201 and [951. 

Two new consumer hi-fi audio products both use audio 
coding. They are the DCC (digital compact cassette) and 
the MiniDisc. Both use compression based on perceptual 
masking methods. The DCC scheme is called precision 
adaptive subband coding or PASC, the MiniDisc system is 
called adaptive transform acoustic coding (ATRAC). The 
PASC algorithm is essentially the same as the ISO/MPEG 
Layer 1 algorithm. The ATRAC coder is reported by Tsutsui 
et al. [242] and PASC is described by Lockhoff [161]. 

There has been considerable interest in wideband coding 
of speech for ISDN and teleconferencing applications. 
Effective coding methods here are often based on CELP. 
(See for example, Laflamme er al. [ 1491, Salami eral. [201], 
Ordentlich and Shoham [184], Fuldseth et al. [69], and 
Paulus et al. [186].) In some cases, the perceptual weighting 
used in CELP is modified and low-delay constraints are 
imposed. Much of this work is quite similar in methodology 
to the coding of telephone speech. 

VIII. STATE OF THE ART 

The current state of speech and audio coding from the 
users perspective is best summarized by describing the 
performance achievable with established algorithms. We 
give here only a qualitative description of quality. 

The quality of a good connection in a normal wired 
network telephone call, i.e., wireline or toll quality, is 
achievable at 16 kb/s with the LD-CELP G.728 algorithm. 
The performance at this rate offers low delay and is suited 
to a large variety of applications. The coder is robust 
to moderate bit errors, moderate background acoustical 
noise, a reasonable range of input power levels, and to 
tandemed network connections where up to three separate 
encodingJdecoding stages may arise. 

GERSHO: ADVANCES IN SPEECH AND AUDIO COMPRESSION 

Speech coding at 8 kb/s with medium delay is now under 
study for ITU-T standardization. Based on the reported 
results obtained by two candidate algorithms [127], [154], 
it is likely that the emerging standard will achieve wireline 
quality for most operating conditions. 

At 4-6 kb/s, with the best current CELP algorithms, 
the speech exhibits noticeable coding noise, but the fea- 
tures of intelligibility, naturalness, and identifiability of the 
speaker’s voice are retained. This quality is sometimes 
described as digital cellular quality since it is typical of 
the performance of current standards for digital cellular 
telephony. Sinusoidal vocoders at this rate region have a 
different type of distortion but still belong to the same 
general category of quality. These coders generally suffer 
from a lack of robustness to nonspeech sounds, such as 
the noise in a moving vehicle or babble noise. They also 
introduce a codec delay in the region of 60 to 100 ms. 

At 2-3 kb/s, the quality of CELP is further degraded 
with noisy “hoarse” speech quality and the new generation 
of vocoders (sinusoidal and mixed-excitation), and PWI or 
TFI coders appear to offer better quality. The quality at this 
rate, described as communications quality, is intelligible 
with speaker intonation and identity preserved, but there 
is a slight loss of naturalness with some slight degree of 
buzziness in most coders. These coders generally have poor 
robustness to nonspeech sounds and they also introduce a 
relatively large coding delay. 

At rates below 1 kb/s, the available speech coders 
are generally vocoders that operate on large segments of 
speech. They range from barely intelligible to reasonably 
intelligible but distortion is substantial and speaker identity 
and naturalness are lost. The coders introduce a delay of 
hundreds of milliseconds. 

Wideband speech coding with 7 kHz based on CELP 
algorithms can achieve at 32 kb/s the same quality as the 
ITU-T G.722 algorithm at 64 kb/s. This provides roughly 
the quality of an FM radio announcer, with a richness 
notably greater than telephone bandwidth speech and with 
very high intelligibility, naturalness, and free from any 
noticeable distortion. 

Wideband audio coding in the range of 96 to 128 kb/s 
per channel for 15- to 20-kHz bandwidth music achieves 
nearly transparent quality. In other words, most casual 
listeners will find the music indistinguishable from the 
original CD audio output for most source materials. Some 
particularly difficult music segments can reveal an audible 
distortion when coded at rates of 128 kb/s at least with a 
more discriminating than average listener. The ISO/MPEG 
standard with its choice of bit rates represents the current 
state of the art in audio coding. 

IX. CONCLUDING REMARKS 
Speech coding in the last decade has been dominated 

by the extensive studies and advances in the LPAS ap- 
proach and more specifically with CELP algorithms. As 
the research frontier moves towards 2.4 kb/s and below, 
waveform coding with the best CELP techniques available 
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today appears to be inadequate to meet the increasing 
quality objectives. Consequently, vocoder studies are ex- 
periencing a resurgence today as the focus of research on 
speech compression is gradually moving to lower bit rates. 
Sinusoidal and mixed-excitation coders appear to offer the 
potential for meeting the needs of future standards for 
2.4-kb/s coding of speech. 

Nevertheless, there are considerable difficulties to sur- 
mount before these low-rate coders can become telecom- 
munication standards. In particular, adequate robustness of 
these coders in the presence of background noise and non- 
speech sounds or transmission errors is not easy to achieve. 
For wireless schemes, a very large increase in bit rate is 
essential to handle the high error rates that arise. Mobile 
environments also have high levels of background noise and 
sophisticated adaptive noise cancellation schemes may be 
needed to achieve adequate performance. There are indeed 
many challenges ahead for researchers in speech coding. 

Since ADPCM was standardized in 1984 (ITU-T G.721 
standard), research at 32 kb/s diminished rapidly. With the 
new 16-kb/s ITU-T G.728 standard, there is relatively little 
remaining research interest at this bit rate. The recently 
developed first generation of standards for TDMA digital 
cellular telephony concentrated on rates ranging from a high 
of 13 kb/s for the ETSI/GSM WE-LTP standard, to the 
(North American) Telephone Industry Association (TIA) 
IS-54 standard with VSELP at 8 kb/s, and the JDC standard 
at 6.7 kb/s. All of these cellular applications also provide 
channel error protection that add to the data rates needed for 
transmission, but which are not included in above bit-rate 
specifications. Most of the mobile applications of speech 
coding currently focus on the second-generation “half-rate’’ 
digital speech compression, where the rate is half of the first 
generation rates. In Japan, the JDC has already adopted 
a half-rate standard. The U.S. CDMA standard, IS-95, 
provides for alternative service options and a new variable- 
rate coding option is currently under study. Following the 
imminent “half-rate” standards for speech coding in Europe 
and in the U.S., future efforts in the next five years are likely 
to concentrate on coding algorithms for 2.4 kb/s with some 
continued activity at 4.8 and 8 kb/s for some specialized 
applications. 

Audio coding activities have been dominated by the 
work developed for the MPEG audio standardization. New 
research in wideband audio coding at lower rates is now in 
progress, stimulated by plans for future MPEG standards. 

There are many topics of importance in speech coding 
that have not been discussed in this paper due to length 
limitations. Progress in pitch and voicing detection (e.g., 
[98]), very-low bit-rate coding at 200 to 600 b/s (see, for 
example, [lOO]), coding for robustness to channel errors 
(e.g., 12681 1351, 1821 [44], [138]), improved perceptual 
error criteria for codebook searching (e.g., [249], [209]), 
objective measures of perceptual quality for evaluating 
coding algorithms [146], [129], [lo51 [185], [MI, 1451, [961, 
[ S I ,  [249], and the development of effective subjective 
testing methods are some of the additional topics actively 
being pursued but not covered here. 

Speech and audio compression is indeed a very active 
area of research and development and generally requires 
a high level of specialization which combines strength 
in digital signal processing with a good understanding of 
human psychophysics and modem quantization methods. 
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