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Section 2.2 Randomization 15

2.2 RANDOMIZATION

Inferential statistical methods use sample statistics to make predictions about pop-
ulation parameters. The quality of the inferences depends on how well the sample
represents the population. This section introduces an important sampling method
that incorporates randomization, the mechanism for achieving good sample repre-
sentation.

Simple Random Sampling

Subjects of a population to be sampled could be individuals, familics, schools, citics.
hospitals. records of reported crimes. and so on. Simple random sampling is a method
of sampling for which every possible sample has equal chance of selection.

Let n denote the number of subjects in the sample. called the sample size.

Simple Random Sample

A simple random sample of n subjects from a population is one in which each possible
sample of that size has the same probability (chance) of being selected.

For instance, suppose a researcher administers a questionnaire to one randomly
selected adult in each of several households. A particular household contains four
adults—mother. father, aunt, and uncle—identified as M. F, A.and U. For a simple
random sample of n = 1 adult. each of the four adults is equally likely to be
interviewed. You could select one by placing the four names on four identical ballots
and selecting one blindly from a hat. For a simple random sample of n = 2 adults.
each possible sample of size two is eq ually likely. The six potential samples are (M, F),
(M. A). (M. U), (F, A), (F. U). and (A, U). To select the sample, you blindly select
two ballots from the hat.

A simple random sample is often just called a random sample. The simple adjective
is used to distinguish this type of sampling from more complex sampling schemes
presented in Section 2.4 that also have elements of randomization.

Why is it a good idea to use random sampling? Because everyone has the same
chance of inclusion in the sample. so it provides fairness. This reduces the chance that
the sample is seriously biased in some way, leading to inaccurate inferences about
the population. Most inferential statistical methods assume randomization of the sort
provided by random sampling.

How to Select a Simple Random Sample

To select a random sample. we need a list of all subjects in the population. This list is
called the sampling frame. Suppose you plan to sample students at your school. The
population is all students at the school. One possible sampling frame is the student
directory.

The most common method for selecting a random sample is to (1) number the
subjects in the sampling frame, (2) generate a set of these numbers randomly. and (3)
sample the subjects whose numbers were gencrated. Using random numbers to select
the sample ensures that each subject has an cqual chance of selection.

Random Numbers I

Random numbers are numbers that are computer generated according to a scheme
whereby each digit is equally likely to be any of the integers 0,1,2.....9 and does not
depend on the other digits generated.




Section 5.3 Confidence Interval for a Mean 119

e For inference about a population mean. the degrees of freedom equal df =
n — 1, one less than the sample size.

e The ¢ distribution has thicker tails and is more spread out than the standard
normal distribution. The larger the df value. however, the more closely it
resembles the standard normal. Figure 5.4 illustrates. When df is about 30 or
more, the two distributions are nearly identical.

Standard normal distribution
{mean U, variance 1)

t distribution. df = 6

1 distribution. df = 2

FIGURE 5.4: t Distribution Relative to Standard Normal Distribution. The t gets closer to the normal
as the degrees of freedom (df) increase, and the two distributions are practically identical when
df > 30.

o A r-score multiplied by the estimated standard error gives the margin of error
for a confidence interval for the mean.

Table B at the end of the text lists 7-scores from the ¢ distribution for various
right-tail probabilities. Table 5.1 is an excerpt from that table. The column labelled
t g25 has probability 0.025 in the right tail and a two-tail probability of 0.05. This is the
t-score used in 95% confidence intervals.

To illustrate, when the sample size is 29, the degrees of freedom are df =n — 1 =
28. With df = 28, we see that 7 g5 = 2.048. This means that 2.5% of the ¢ distribution
falls in the right tail above 2.048. By symmetry, 2.5% also falls in the left tail below
—lLg2s = —2.048. See Figure 5.5. When df = 28. the probability equals 0.95 between

TABLE 5.1: Part of Table B Displaying t-Scores. The scores have
right-tail probabilities of 0.100, 0.050, 0.025, 0.010, 0.005, and

0.001.
Confidence Level
80% 9% 95% 98% 99% 99.8%
df Lo Loso 1025 Lot Loos f oot
1 3.078 6314 12706 31.821 63.657 3183
10 1.372 1812 2.228 2.764 3.169 4.144
28 1.313  1.701 2.048 2.467 2.763 3.408
30 1.310 1.697 2.042 2.457 2.750 3.385
100 1.290 1.660 1.984 2.364 2.626 3.174

infinity 1.282 1.645 1960 2326 2576 3.090
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154 Chapter 6 Statistical Inference: Significance Tests

The a-Level: Using the P-Value to Make a Decision

A significance test analyzes the strength of the evidence against the null hypothesis,
Hy. We start by presuming that Hp is true. We analyze whether the data would
be unusual if Hy were true by finding the P-value. If the P-value is small, the data
contradict Hy and support H,. Generally, researchers do not regard the evidence k-
against Hy as strong unless P is very small, say, P < 0.05or P < 0.01. | Y

Why do smaller P-values indicate stronger evidence against Hy? Because the data
would then be more unusual if Hg were true. When Hy is true, the P-value is roughly
equally likely to fall anywhere between 0 and 1. By contrast, when Hy is false, the »
P-valuc is more likely to be near 0 than near 1.

In practice, it is sometimes necessary to decide whether the evidence against Hy is :
strong cnough to reject it. The decision is based on whether the P-value falls below j
a prespecified cutoff point. It's most common to reject Hy if P < 0.05 and conclude
that the evidence is not strong enough to reject Hy if P > 0.05. The boundary value  §il.
0.05 is called the a-level of the test. E

a-Level 3
The a-level is a number such that we reject Hy if the P-value is less than or equal to it. The ‘ }
a-level is also called the significance level. In practice, the most common c-levels are 0.05 i E
and 0.01. B

Likce the choice of a confidence level for a confidence interval. the choice of

« rcflects how cautious you want to be. The smaller the a-level, the stronger the
evidence must be to reject Hy. To avoid bias in the decision-making process, you
- sclect a before analyzing the data. R

EXAMPLE 6.5 Adding Decisions to Previous Examples

Let’s use o = 0.05 to guide us in making a decision about Hy for the examples of this
section. Example 6.2 (page 149) tested Hy: u = 4.0 about mean political ideology.
With sample mean ¥ = 4.075, the P-value was 0.50. The P-value is not small, so if 4
truly 4 = 4.0. it would not be unusual to observe ¥ = 4.075. Since P = 0.50 > 0.05,
there is insufficient evidence to reject Hy. It is believeable that the population mean

ideology was 4.0. 3

o Example 6.4 tested Hy: u = 0 about the mean weight gain for leenage girls
sulfering from anorexia. The P-valuec was 0.017. Since P = 0.017 < 0.05, there is ' 3
‘ sufficicnt evidence to reject Hy in favor of H,: u > 0. We conclude that the treatment -

results in an increase in mean weight. Such a conclusion is sometimes phrased as,
“The increase in the mean weight is statistically significant at the 0.05 level.” Since
P = 0.017 is nor less than 0.010. the result is not significant at the 0.010 level. In
fact, the P-value is the smallest level for a at which the results are significant. So, with
. P-value = 0.017. we reject Hy if a = 0.02 or 0.05 or 0.10. but not if @ = 0.015 or 0.010
: or 0.001. ]

Table 6.3 summarizes significance tests for population means.

Robustness for Violations of Normality Assumption

The 1 test for a mean assumes that the population distribution is normal. This ensures
that the sampling distribution of the sample mean ¥ is normal (even for small n) and,
after using s to estimate o in finding the se, the 1 test statistic has the ¢ distribution.
As the sample size increases. this assumption of a normal population becomes less
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