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In preparing the sixth edition we have kept in mind the two purposes
this book has served during the past thirty years. Prior editions have been
used extensively both as texts for introductory courses in statistics and as
reference sources of statistical techniques helpful to research workers in
the interpretation of their data.

As a text, the book contains ample material for a course extending
throughout the academic year. For a one-term course, a suggested list
of topics is given on the page preceding the Table of Contents. As in
past editions, the mathematical level required involves little more than
elementary alg~bra. Dependence on mathematical symbols has been
kept to a minimum. We realize, however, that it is hard for the reader to
use a formula with full confidence until he has been given proof of the
formula or its derivation. Consequently, we have tried to help the reader's
understanding of important formulas either by giving an algebraic proof
where this is feasible or by explaining on common-sense grounds the roles
played by different parts of the formula.

This edition retains also one of the characteristic features of the
book-the extensive use ofexperimental sampling to familiarize the reader
with the basic sampling distributions that underlie modern statistical
practice. Indeed, with the advent of electronic computers, experimental
sampling in its own right has become much more widely recognized as a
research weapon for solving problems beyond the current skills of the
mathematician.

Some changes have been made in the structure of the chapters, mainly
at the suggestion of teachers who have used the book as a text. The former
chapter 8 (Large Sample Methods) has disappeared, the retained material
being placed in earlier chapters. The new chapter 8 opens with an intro
duction to probability, followed by the binomial and Poisson distributions
(formerly in chapter 16). The discussion of multiple regression (chapter
13) now precedes that of covariance and multiple covariance (chapter 14).
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FIG. 2.15.1-Distribution of t with 4 degrees of freedom. The shaded areas comprise
5% of the total area. The distribution is more peaked in the center and has higher tails

than the normal.

as "Student's" t-distribution, this result was discovered by W. S. Gosset
in 1908 (7) and perfected by R. A. Fisher in 1926 (8). This distribution
has revolutionized the statistics of small samples. In the next chapter you
will be asked to verify the distribution by the same kind of sampling
process you used for chi-square; indeed, it was by such sampling that
Gosset first learned about it.

-The quantity t is given by the equation,

X-J.l
t=--

s/Jn

That is, t is the deviation of the estimated mean from that of the popula
tion, measured in terms of s/~n as the unit. We do not know J.l though
we may have some hypothesis about it. Without J.l, t cannot be calcu
lated; but its sampling distribution has been worked out.

The denominator, s/~n, is a useful quantity estimating (J/~n, the
standard error of X.

The distribution of t is laid out in table A 4, p. 549. In large samples
it is practically normal with J.l = 0 and (J = 1. It is only for samples of less
than 30 that the distinction becomes obvious.

Like the normal, the t-distribution is symmetrical about the mean.
This allows the probability in the table to be stated as that of a larger
absolute value, sign ignored. For a sample of size 5, with 4 degrees of
freeedom, figure 2.15.1 shows such values of t inthe shaded areas; 2.5%
of them are in one tail and 2.5% in the other. Effectively, the table shows
the two halves of the figure superimposed, giving the sum of the shaded
areas (probabilities) in both.

EXAMPLE 2.15.1-In the vitamin C sampling of table 2.8.1, Sx = 3.98/JI7 = 0.965
mg./l00 gm. Set up the hypothesis that J.1 = 17.954 mg.jl00 gm. Calculate t. Ans.2.12.

EXAMPLE 2.15.2-For the vitamin C sample, degrees of freedom = 17 - 1 = 16, the
denominator of the fraction giving S2. From tabl~ A 4, find the probability of a value of t
larger in absolute value than 2.12. Ans.0.05. ThIs means that, among random samples of
n = 17 from normal populations, 5% of them are expected to have t-values below - 2.12 or
above 2.12.

EXAMPLE 2.15 .3-Ifsamples of n = 17 are randomly drawn from a normal population
and have t calculated for each, what is the probability that t will fall between - 2.12 and
+2.12? Ans. 0.95.

EXAMPLE 2. 15.4---If random samples of n = 17 are drawn from a normal population,
what is the probability of t greater than 2.12? Ans. 0.025. '"

\ -L\ '7 rJ-

EXAMPLE 2.15.5-What size of sample would have ~~in 5% of all random
samples from normal populations? Ans.61. (Note the symbol for "absolute value," that is,
ignoring signs.)

EXAMPLE 2.15.6-Among very large samples (df. = (0), what value of t would be
exceeded in 2.5% of them? Ans. 1.96.
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2.1~Confidence limits for J.l based on the t-distribution. With (J
known, the 95% limits for J.l were given by the relations

X - 1.96(Jj~n S J.l S X + 1.96(Jj~n

When (J is replaced by s, the only change needed is to replace the number
1.96 by a quantity which we call to .05' To find to .05' read table A 4 in the
column headed 0.050 and find the value of t for the number ofdegrees of
freedom in s. When the df. are infinite, to.05 = 1.960. With ~O df.,.to.os
has increased to 2.021, with 20 df. it has become 2.086, and It contInues
to increase steadily as the number of df. decline.

'\ The inequalities giving the 95% confidence limits then become

X - to.ossj~n S Jl S X + to.ossj~n

As illustration recall the vitamin C determinations in table 2.8.1 ; n = 17,
X = 20 and s; = 0.965 mg.jl00 gm. To get the 95% confidence interval
(interval estimate):

1. Enter the table with df. = 17 - 1 = 16 and in the column headed
0.05 take the entry, to.os = 2.12.

2. Calculate the quantity,

to.ossx = (2.12)(0.965) = 2.05 mg.jl00gm.

3. The confidence interval is from

20 - 2.05 = 17.95 to 20 + 2.05 = 22.05 mg.jl00 gm.

If you say that /llies inside the interval from 17.95 to 22.05 mg.jl00 gm.,
you will be right unless a l-in-20 chance has occurred in the sampling.

The point and 95% interval estimate of J.l may be summarized this
way: 20 ± 2.05 mg.jl00gm.

Chapter 2: Sampling From a Normally Distributed Population60




