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Plaintiff Netlist, Inc. (“Netlist” or “Plaintiff”} as and for its Complaint against
Defendant Google Inc. (“Google” or “Defendant”) alieges as follows:
JURISDICTION AND VENUE .
1. This Complaint arises under the patént laws of the United States, 35 U.S.C. §

1, et seq., including but not limited to 35 U.S.C. § 271,

2. This Court has subject matter jurisdiction over this action pursuant to 28
U.S.C. §§ 1331 and 1338(a).

3. Venue is proper in this district pursuant to 28 U.S.C. §1400(b) because the
defendant has a regular and established place of business in this District and the acts of
infringement occurred in this District and elsewhere.

PARTIES

4. Netlist is a corporation organized and existing under the laws of the state of
Delaware, authorized to do business in the state of California, with its principal place of
business at 51 Discovery in Irvine, California 92618.

5. On information and belief, Google is a corporation organized and existing
under the laws of the state of Delaware, authorized to do business in the state of California,
with its principal place of business at 1600 Amphithcatre Parkway, Mountain View,
California 94043,

INTRADISTRICT ASSIGNMENT |
6. Under Civil Local Rules 3-2(c) and 3-5, this action, being an action for

patent infringement, is appropriate for assignment on a district-wide basis.

FACTS RELEVANT TO THE CLAIM

7. Netlist provides computer memory modules and technology to major

computer manufacturers and users. Netlist pioneered ideas such as embedding passives

into printed circuit boards to free up board real estate, doubling densities via 4-rank double
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data rate (DDR) technology, and other off-chip technology advances that result in
improved performance and lower costs compared to conventional memory.

8. Prior to 2004, Netlist invested significant research and development time and
money in technology that would make computer memory modules less expensive and
more energy-efficient. In mid-2005, realizing that it had made significant advances on
both fronts, Netlist filed the application that led to the issuance of United States Patent No.
7,619,912 (the “‘912 Patent”), entitled Memory Module Decoder on November 17, 2009.
The ‘912 Patent is directed to memory modules with a logic element that overcomes
computer system limitations that would otherwise constrain the memory module

architectures with which the computer system can operate. As a result, the claimed

‘memory modules effectively increase the memory capacity and improve the energy

efficiency of the computers in which they reside. Netlist is the owner of the entire right,
title, and interest in and to the ‘912 Patent. A true and correct copy of the ‘912 Patent is
attached hereto as Exhibit 1.

9. Google has sold, offered to sell, made, and/or used computer memory
modules that incorporate the Netlist technology claimed in the ‘912 Patent, and has
contributed to the infringement of the ‘912 Patent claims by othérs and/or induced others
to infringe the ‘912 Patent claims. Google’s acts of infringement of the ‘912 Patent
include without limitation its use of 4-Rank Fully Buffered Dual In-Line Memory Modules
(4-Rank FBDIMMSs) in its server computers. |

CLAIM FOR PATENT INFRINGEMENT
(35 US.C. §271)

10.  Plaintiff realleges the allegations of Paragraphs 1 through 9 as though fully

set forth herein,
11.  Inviolation of 35 U.S.C. § 271, Google has infringed and continues to

infringe; has contributorily infringed and continues to contributorily infringe; and/or has

induced and continues to induce others to infringe, one or more claims of the ‘912 Patent.

-
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Google’s infringing activities in the United States and this District include its use of 4-
Rank FBDIMMs in its server computers and contributing to and/or inducing others to
make, ﬁSe, sell, and/or offer for sale such 4-Rank FBDIMMSs, and/or components thereof
which lack any substantial non-infringing use.

12.  Oninformation and belief, Google’s infringement has been, and continues to
be, willful and deliberate, and has caused substantial damage to Netlist.

13, Oninformation and belief, Google’s infringement is in violation of the patent

laws and will continue to injure Netlist unless otherwise enjoined by this Court. |

_ 7 PRAYER FOR RELIEF
WHEREFORE, Netlist prays for the following relief:

L. That the Court render judgment declaring that Google has infringed,
contributorily infringed and induced the infringement of the ‘912 Patent in violation of 35
US.C. §271;

2. That the Court render judgmént declaring that Google’s inﬁ‘ingément of the
‘912 patent is willful and deliberate;

3. That Netlist be awarded damages adequate to compensate Netlist for
Google’s infringement of the ‘912 Patent;

4, That the Court preliminarily and permanently enjoin Google, its successofs,
assigns, subsidiaries and transferees, officers, diréctors, agents and employees as follows:

a. from selling or offering for sale any product falling within the scope
of the claims of the ‘912 Patent; |
b. from importing any product into the United States which falls within

the scope of the ‘912 Patent;

C. from manufacturing any product falling within the scope of the claims

of the ‘912 Patent;

Complaint for Patent Infringement
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d. from using any product or method falling within the scope of any of

the claims of the ‘912 Patent;

e. from inducing others to infringe any of the claims of the ‘912 Patent;

f. from engaging in acts constituting contributory infringement of any of

the claims of the ‘912 Patent; and

g. from all other acts of infringement of any of the claims of the ‘912

Patent. _

5. That the Court award treble damages to Netlist for the unlawful practices
described in this Complaint;

6. That thé Court enter judgment against Google for the maximum penalties

determined by the Court to be just and proper;

That the Court render judgment declaring this to be an exceptional case;

7.
8. That Netlist be awarded its costs of suit, including reasonable attorneys’ fees;
and
0. That Netlist be awarded such other and further relief as the Court deems just
and proper.
DATED: December 3, 2009 PRUETZ LAW GROUP LLP
By:
Y r&h /77 @Vw 04
Adrian M. Pruetz
Attorneys for Plaintiff
Nethist, Inc.
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JURY TRIAL DEMAND

Plaintiff requests a trial by jury on all issues and claims so triable.

DATED: December 3 , 2009 PRUETZ LAW GROUP LLP

Adrian M. Pruetz
Attorneys for Plaintiff
Netlist, Inc.

by: @/4:«_/2 r&@?@é
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az» United States Patent
Bhakta et al.

LT

US 7,619,912 B2
Nov. 17, 2009

(10) Patent No.:
(45) Date of Patent:

(54) MEMORY MODULE DECODER

(75) Inventors: Jayesh R.DBhakta, Cerdtos, CA (US);
Jeffrey C. Solomon, Irvine, CA (US)

(73) Assignee: Netlist, Inc., Irvine, CA (US)

(*) Notice:
patent is extended or adjusted under 35
U.S.C. 154(b) by 307 days.

(21) Appl. No.: 11/862,931

(22) Filed: Sep. 27, 2007
(65) Prior Publication Data
Mar, 20, 2008

US 2008/0068900 Al

Related U.S, Application Data

(63) Continuation of application No, 11/173,175, filed on
Tul. 1, 2005, now Pat. No. 7,289,386, and a continua-
tion-in-part of application No. 11/075,395, filed on
Mar. 7, 2005, now Pat. No. 7,286,436.

(60) Provisional application No. 60/588,244, filed on Jul. -

15, 2004, provisicnal application No. 60/550,668,
filed on Mar, 5, 2004, provisional application No.
60/575,595, filed on May 28, 2004. '

(51) Int.CL :
GIIC 15/02 (2006.01)
(52) US.CL oo 365/51; 365/230.06; 365/233.1;

365/233.13; 711/105; 711/115

(58) Field of Classification Search ..........cor....  365/51,
365/230.06, 233.1, 233.13; 711/105,115
See application file for complete search history.
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MEMORY MODULE DECODER

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application is a continuation of U.S. patent
application Ser. No. 11/173,175, filed Jul. 1, 2005, now U.S.
Pat. No. 7,289,386 incorporated in its entirety by reference
herein, which claims the benefit of U.S. Provisional Applica-
tion No. 60/588,244, filed Jul. 15, 2004, incorporated in its
entirely by reference herein, and which is a continuation-in-
partof U.S, patent application Ser. No. 11/075,395, filed Mar.
7,2005 now U.S. Pat. No. 7,286,436, which claims the benefit
of U.S. Provisional Application No. 60/550,668, filed Mar. 5,
2004 and U.S. Provisional Application No. 60/575,595, filed
May 28, 2004.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to memory mod-
nles of a computer system, and more specifically to devices
and methods for improving the performance, the memory
capacity, or both, of memory modules.

2. Description of the Related Art

Certain types of memory modules comprise a plurality of
dynamic random-access memory (DRAM) devices mounted
on a printed circuit board (PCB). These memory modules are
typically mounted in a memory slot or socket of a computer
system (e.g., a server system or a personal computer) and are
accessed by the processor of the computer system. Memory
modules typically have a memory configuration with aunique
combination of rows, columns, and banks which result in a
total memory capacity for the memory module.

For example, a 512-Megabyte memory module (termed a
“512-MB” memory module, which actually has 2*° or 536,
870,912 bytes of capacity) will typically utilize eight 512-
Megabit DRAM devices (each identified as a “512-Mb”
DRAM device, each actually having 22 or 536,870,912 bits
ofcapacity). The memory cells {or memory locations) of each
512-Mb DRAM device can be arranged in four banks, with
each bank having an array of 2** (or 16,777,216) memory
locations arranged as 2'* rows and 2*! columns, and with each
memory location having a width of 8 bits. Such DRAM
devices with 64 M 8-bit-wide memory locations (actually
with four banks of 2*7 or 134,217,728 one-bit memory cells
arranged to provide a total of 2%° or 67,108,864 memory
locations with 8 bits each) are identified as having a “64
MbxB” or*'64 Mx8-bit” configuration, or as having a depth of
64 M and abit width of 8. Furthermore, certain commercially-
available 512-MB memory modules are termed to have a 64
Mx38-byte” configuration or a “64 Mx64-bit” configuration
with a depth of 64 M and a width of 8 bytes or 64 bits.

Similarly, a 1-Gigabyte metmory module (termed a “'1-GB"
memory module, which actually has 230 or 1,073,741,824
bytes of capacity) can utilize eight 1-Gigabit DRAM devices
(each identified as a “1-Gb"” DRAM device, each actually
having 230 or 1,073,741,824 bits of capacity). The memory
locations of each 1-Gb DRAM device can be arranged in four
banks, with each bank having an array of memory locations
with 2'% rows and 2'! columns, and with each memory loca-
tion having a width of 8 bits. Such DRAM devices with 128
M 8-bit-wide memory locations (actually with a total of 227 or
134,217,728 memory locations with 8 bits each) are identi-
fied as having a “128 Mbx8" or “128 Mx8-bit” configuration,
or as having a depth of 128 M and a bit width of 8, Further-
more, certain commercially-available 1-GB memory mod-
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vles are identified as having a “128 Mx8-byte” configuration
ora “128 Mx64-bit” configuration with a depth of 128 Mand
a width of 8 bytes or 64 bits.

- The commercially-available 512-MB (64 Mx38-byte)
memory modules and the 1-GB (128 Mx8-byte} memory
modules described above are typically used in computer sys-
tems (e.g., personal computers) which perform graphics
applications since such “x8” configurations are compatible
with data mask capabilities often used in such graphics appli-
cations. Conversely, memory modules with “x4"* configura-
tions are typically used in compuler systems such as servers
which are not as graphics-infensive. Examples of such cora-
mezcially available *x4" memory modules include, but are
not limited to, 512-MB (128 Mx4-byte) memory modules
comprising ight 512-Mb (128 Mbx4) memory devices.

The DRAM devices of 2 memory module are generally
arranged as ranks or rows of memory, each rank of memory
generally having a bit width. For example, 2 memory module
in which each rank of the memory module is 64 bits wide is
described as having an “x64” organization. Similarly, a
memory module having 72-bit-wide ranks is described as
having an “x72" organization.

The memory capacity of a memory module increases with
the number of memory devices. The number of memory
devices of a memory module can be increased by increasing
the number of memory devices per rank or by increasing the
number of ranks. For example, a memory module with four
ranks has double the memory capacity of a memory module
with two ranks and four times the memory capacity of a
memory module with one rank. Rather than referring to the
memory capacity of the memory module, in cerfain circum-
stances, the memory density of the memory module is
referred fo instead.

During operation, the ranks of a memory module are
selected or activated by control signals that are received from
the processor. Examples of such control signals include, but
are not limited to, rank-select signals, also called chip-select
signals. Most computer and server systems suppott one-rank
and two-rank memory madules. By only supporting one-rank
and two-rank memory modules, the memory density that can
be incorporated in each memory slot is limited.

SUMMARY OF THE INVENTION

In certain embodiments, a memory module is connectable
10 a computer sysiem. The memory module comprises a
printed circuit board, a plurality of memory devices coupled
to the printed circuit board, and a logic element coupled to the
printed cirenit board. The phurality of memory devices has a
first number of memory devices. The logic element receives a
set of input control signals from the computer system. The set
of input contro! signals corresponds to a second number of
memory devices smaller than the first number of memory
devices. The logic element generates a set of output confrol
signals in response to the set of input control signals, The set
of output control signals corresponds to the first number of

memory devices.

50

In cerlain embodiments, a method utilizes a memory mod-
ule in a computer system. The method comprises couplingthe
memory module to the computer system. The memory mod-
ule comprises a plurality of memory devices arranged in a
first number of ranks. The method further comprises inputting
a first set of control signals to the memory module, The first
setof control signals corresponds to a second number of ranks
smaller than the first number of ranks. The method further
comprises generating a second set of control signals in




Case4:09-cv-05718-SBA Documentl Filed12/04/09 Page30 of 47

US 7,619,912 B2

3

response to the first set of conirol signals. The second set of
control signals corresponds to the first number of ranks.

In certain embodiments, 2 memory module is connectable
to a computer system. The memory module comprises a plu-
rality of memory devices arranged in a first number of ranks,
The memory module comprises means for coupling the
memory module to the computer system. The memory mod-
ule further comprises means for inputting a first set of control
signals to the memory module. The first set of control signals
corresponds to a second number of ranks smaller than the first
number of ranks. The memory module firther comprises
means for generating a second set of control signals in
response to the first set of control signals. The second set of
control signals corresponds to the first number of ranks.

In certain embodiments, a memory module is connectable
to a computer system. The memory module comprises a first
memory device having a first data signal line and a first data
strobe signal line. The memory module further comprises a
second memory device having a second data signal lineand a
second data strobe signal line. The memory module further
comprises a cornmon data signal line connectable to the com-
puter system. The memory module further comprises an iso-
lation device electrically coupled to the first data signal line,
to the second data signal line, and fo the common data signat
line. The isolation device selectively alternates between elec-
trically coupling the first data signal line to the common data
signal line and electrically coupling the second data signal
line to the common data signal line.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A schematically illustrates an exemplary memory
module with four ranks of memory devices compatible with
certain embodiments described herein.

FIG. 1B schematically illustrates an exemplary memeory
module with two ranks of memory devices compatible with
certain embodiments described herein, '

FIG. 1C schematically illustrates another exemplary
memory module in accordance with certain embodiments
described herein. .

FIG. 2A schematically illusirates an exemplary memory
module which doubles the rank density in accordance with
cerfain embodiments described herein.

FIG. 2B schematically illustrates an exemplary logic ele-
" ment compatible with embodiments described herein.

FIG. 3A schematically illustrates an exemplary memory
module which doubles number of ranks in accordance with
certain embodiments described herein.

FIG. 3B schematically illusirates an exemplary logic efe-
ment compatible with embodiments described herein.

FIG. 4A shows an exemplary timing diagram of a gapless
read burst for a back-to-back adjacent read condition from
one memory device,

FIG. 4B shows an exemplary timing diagram with an extra
clock cycle between successive read commands issued to
different memory devices for successive read accesses from
different memory devices.

FIG. 5§ shows an exemplary timing diagram in which the
last data strobe of memory device “a” collides with the pre-
amble time interval of the data strobe of memory device “b.”

FIG. 6A schematically illustrates a circuit diagram of a
conventional memory module showing the interconnections
between the DQ data signal lines of two memory devices and
their DQS data strobe signal lines.

FIG. 6B schematically illustrates a ¢ircuit diagram of an
exemplary memory module comprising an isclation device in
accordance with certain embodiments described herein,

4

FIG. 6C schematically illustrates an isolation device com-
prising a logic element which multiplexes the DQS data
strobe signal lines from one another.

FIG. 6D schematically illustrates anisolation device which
multiplexes the DQS data strobe signal lines from one another
and which multiplexes the D(Q data signal lines from one

. another.

FIG. 6B schematically illustrates an isolation device which
comprises the logic element on the DQ data signal lines but
not a corresponding logic element on the DQS data strobe
signal lines.

FIG. 7 schematically fllustrates an exemplary memory
module in which a dafa strobe (DQS) pin of a first memory
device is electrically connected to 2 DQS pin of a second
memaory device while both DQS pins are active.

FIG. 8 is an exemplary timing diagram of the voltages
applied to the twe DQS pins due fo non-simultaneous switch-
ing.

FIG. 9 schematically illusirates another exemplary
memory module in which a DQS pin of a first memory device
is connected to a DQS pin of a second memory device.

FIG. 10 schematically illustrates an exemplary memory
module in accordance with certain embodiments described
herein.

FIGS. 11A and 11B schematically illustrate a first side and
a second side, respectively, of a memory module with eigh-
teen 64 Mx4 bit, DDR-1 SDRAM FBGA memory devices on

* each side of a 184-pin glass-epoxy printed circuit board.
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FIGS. 12A and 12B schematically illustrate an exemplary
embodiment of a memory module in which a first resistor and
a second resistor are used to reduce the current flow between
the first DQS pin and the second DQS pin.

FIG. 13 schematically illustrates another exemplary
memory module compatible with certain embodiments
described herein.

FIG. 14 schematically illustrates a particular embodiment
of the memory module schematically fllustrated by FIG. 13.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

Most high-density memory modules are currently built
with 512-Megabit (*512-Mb")memory devices wherein each
memory device has a 64 Mx8-bit configuration. For example,
a 1-Gigabyte (“1-GB™) memory module with error checking
capabilities can be fabricated using eighteen such 512-Mb
memory devices. Alternatively, it can be economically advan-
tageous to fabricate a 1-GB memory module using lower-
density memory devices and doubling the number cf memory
devices used to produce the desired word width. For example,
by fabricating a 1-GB memory module using thirty-six 256-
Mb memory devices with 64 Mx4-bit configuration, the cost
of the resulting 1-GB memory module can be reduced since
the unit cost of each 256-Mb memory device is typically
lower than one-half the unit cost of each 512-Mb memory
device. The cost savings can be significant, even though twice
as many 256-Mb memory devices are used in place of the
512-Mb memory devices.

Market pricing factors for DRAM devices are such that
higher-density DRAM devices (e.g., 1-Gb DRAM devices)
are much more than twice the price of lower-density DRAM
devices (e.g., 512-Mb DRAM devices). In other words, the
price per bit ratio of the higher-density DRAM devices is
greater than that of the lower-density DRAM devices. This
pricing difference often lasts for months or even years after
the introduction of the higher-density DRAM devices, until
volume production factors reduce the cosis of the newer
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higher-density DRAM devices. Thus, when the cost of a
higher-density DRAM device is more than the cost of two
lower-density DRAM devices, there is an economic incentive
for utilizing pairs of the lower-density DRAM devices to
replace individual higher-density DRAM devices.

FIG. 1A schematically illustrates an exemplary memory
module 10 compatible with certain embodiments described
herein. The memory module 10 is connectable to a computer
system (not shown). The memory module 10 comprises a
printed circuit board 20 and a plurality of memory devices 30
coupled to the printed circuit board 20. The plurality of
memory devices 30 has a first number of memory devices.
The memory module 10 firrther comprises a logic element 40
coupled to the printed circuit board 20. The logic element 40
receives a set of input control signals from the computer
system. The set of input control signals correspond fo a sec-
ond number of memory devices smaller than the first number
of memory devices. The logic element 40 generates a set of
output control signals in respopse to the set of input contro)
signals. The set of output control signals corresponds to the
first mumber of memory devices.

In certain embodiments, as schematically illustrated in
FIG. 1A, the memory module 10 further comprises a phase-
lock loop device 50 coupled to the printed circuit board 20
and a register 60 coupled to the prinfed circuit board 20. In
certain embodiments, the phase-lock loop device 50 and the
register 60 are each mounted on the printed circuit board 20.
In response to sigoals received from the computer system, the
phase-lock loop device 50 transmits clock signals to the plu-
rality of memory devices 30, the logic element 40, and the
register 60. The register 60 receives and buffers a plurality of
conirol signals, including address signals {e.g., bank address
signals, row address signals, column address signals, gated
column address strobe signals, chip-select signals), and trans-
mits corresponding signals to the appropriate memory
devices 30. In certain embodiments, the register 60 comprises
a plurality of register devices. While the phase-lock loop
device 50, the register 60, and the logic element 40 are
described herein in certain embodiments as being separate
components, in ¢ertain other embodiments, two or more of
the phase-lock loop device 50, the register 60, and the logic
element 40 are portions of a single component. Persons
skilled in the art are able fo select a phase-lock loop device 50
and a register 60 compatible with embodiments describe
herein. :

In certain embodiments, the memory module 10 further
comprises electrical components which are electrically
coupled to one another and are surface-mounted or embedded
on the printed circuit board 20. These electrical components’
can include, but are not limited to, eleclrical conduits, resis-
tors, capacitors, inductors, and transistors. In certain embodi-
ments, at least some of these electrical components are dis-
crete, while in other certain embodiments, at least some of
these electrical components are constituents of one or more
integrated circuits.

Various types of memory moduies 10 are compatible with
embodiments described herein. For example, memory mod-
ules 10 having memory capacities of 512-MB, 1-GB, 2-GB,
4.GB, 8-GB, as well as other capacities, are compatible with
embodiments described herein. In addition, memory modules
10 having widths of 4 bytes, 8 bytes, 16 bytes, 32 bytes, or 32
bits, 64 bits, 128 bits, 256 bils, as well as other widths (in
bytes or in bits), are compatible with embodiments described
herein. Furthermore, memory modules 10 compatible with
embodiments described herein include, but are not limited to,
single in-line memory modules (SIMMs), dual in-line
memory modules (DIMMs), small-outline DIMMs (SO-
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6
DIMMs), unbuffered DIMMs (UDIMMs), registered
DIMMs (RDIMMs), fully-buffered DIMM (FBDIMM),
mini-DIMMSs, and micro-DIMMs,
In certain embodiments, the printed circuit board 20 is

'mountable in a moduie slot of the computer system. The

printed circuit board 20 of certain such emboediments has a
plurality of edge connections electrically coupled to corre-
sponding contacts of the module slot and fo the various com-
ponents of the memory module 10, thereby providing elec-
trical connections between the computer system and the
components of the memory module 10.

Memory devices 30 compatible with embodiments
described herein include, but are not limited to, random-
access memory (RAM), dypamic random-access memory
(DRAM), synchronous DRAM (SDRAM), and double-data-
rate DRAM (e.g., DDR-1, DDR-2, DDR-3). Tn addition,
memory devices 30 having bit widths of 4, 8, 16, 32, as well
as other bit widths, are compatible with embodiments
described herein. Memoty devices 30 compatible with
embodiments described herein have packaging which
include, but are not limited to, thin small-outline package
(TSOP), ball-grid-array (BGA), fine-pitch BGA (FBGA),
micro-BGA (UBGA), mini-BGA (mBGA), and chip-scale
packaging (CSP). Memory devices 30 compatible with
embodiments described herein are available from a number of
sources, including but not limited to, Samsung Semiconduc-
for, Iné. of San Jose, Calif., Infireon Technologies AG of San
Jose, Calif., and Micron Technology, Inc. of Boise, Id. Per-
sons skilled in the art can select appropriate memory devices
30 in accordance with certain embodiments described herein.

In certain embodiments, the plurality of memory devices
30 are arranged in a first number of ranks. For example, in
certain embodiments, the memory devices 30 are arranged in
four ranks, as schematically illustrated by FIG. 1A. In other
embodiments, the memory devices 30 are arranged in two
ranks, as schematically illustrated by FIG. 1B. Othernumbers
of ranks of the memory devices 30 are also compatible with
embodiments described herein.

In certain embodiments, the logic element 40 comprises a
programmable-logic device (PLD), an application-specific
integrated circuit (ASIC), a field-programmable gate array
(FPGA), a custom-designed semiconductor device, ora com-
plex programmable-logic device (CPLD). In certain embodi-
ments, the logic element 40 is a custom device. Sources of
logic elements 40 compatible with embodiments described
herein include, but are not limited to, Lattice Semiconducior
Corporation of Hillsboro, Oreg., Altera Corporation of San
Jose, Calif., and Xilinx Incorporated of San Jose, Calif. In
certain embodiments, the logic element 40 comprises various
discrete electrical elements, while in certain other embodi-
ments, the logic element 40 comprises one or more integrated
circuits. Persons skilled in the art can select an appropriate
logic element 40 in accordance with certain embodiments
described herein.

As schematicallyillustrated by F1GS. 1A and 1B, in certain
embodiments, the logic clement 40 receives a set of input
control signals, which includes address signals (e.g., bank
address signals, row address signals, column address signals,

- gated column address strobe signals, chip-select signals) and

command signals (e.g., refresh, precharge) from the com-
puter system. In response to the set of inpui conirol signals,
the logic element 40 generates a set of output control signals
which includes address signals and command sipnals.

In certain embodiments, the set of output control signals
corresponds to a first number of ranks in which the plurality of
memory devices 30 of the memory module 10 are arranged,
and the set of input contro] signals corresponds to a second
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number of ranks per memory module for which the computer
system is configured. The second number of ranks in certain
embodiments is smaller than the first number of ranks. For
éxample, in the exemplary embodiment as schematically
illustrated by FIG. 1A, the first number of ranks is four while
the second number of ranks is two. In the exemplary embodi-
ment of FIG. 1B, the first number of ranks is two while the
second number of ranks is one. Thus, incertain embodiments,
even though the memory module 10 actually has the first
number of ranks of memory devices 30, the memory module
10 simulates a virtual memory module by operating as having
the second number of ranks of memory devices 30. In certain
embodiments, the memory module 10 simulates a virtual
memory module when the number of memory devices 30 of
the memory module 10 is larger than the number of memory
devices 30 per memory module for which the computer sys-
tem is configured to utilize.

In certain embodiments, the computer system is configured
for a number of ranks per memory module which is smaller
than the number of ranks in which the memory devices 3¢ of
the memory module 10 are arranged. In certain such embodi-
menfs, the computer system is configured for two ranks of
memory per memory module (providing two chip-select sig-
nals CS,, CS,)and the plurality of memory modules 30 of the
memory module 10 are arranged in four ranks, as schemati-
cally illustrated by FIG. 1A, In certain other such embodi-
ments, the computer system is configured for one rank of
memory per memory module (providing one chip-select sig-
nal CS;) and the plurality of memory modules 30 of the
memory module 10 are arranged in two ranks, as schemati-
cally illustrated by FIG. 1B.

In the exemplary embodiment schematically illustrated by
FIG. 1A, the memory module 10 has four ranks of memory
devices 30 and the computer system is configured for two
ranks of memory devices per memory module. The memory
module 10 receives row/column address signals or signal bits’
(Ag-A,,.1), bank address signals (BAg-BA,,), chip-select sig-
nals (CS, and CS,), and command signals (e.g,, refresh, pre-
charge, etc.) from the computer system. The Ag-A | row/cal-
umn address signals are received by the register 60, which
buffers these address signals and sends these address signals
to the appropriate ranks of memory devices 30. The logic
element 40 receives the two chip-select signals (CS,, CS;)
and one row/column address signal (A,,,, ) from the computer
system. Both the logic element 40 and the register 60 receive
the bank address signals (BA,-BA,,) and at least one com-
mand signal (e.g., refresh, precharge, etc.) from the computer
system. '

Logic Tables

Table 1 provides a logic table compatible with cerfain
embodiments described herein for the selection among ranks
of memory devices 30 using chip-select signals.

TABLE 1
State €S, CS; A, Command €Sy, CSpp GSpe CSp
1 0 1 0 Active o 1 1 1.
2 0 1 1 Active 1 o 1 1
3 o 1 x  Active o 0o 1 1
4 1 0 0 Active 1 1 0 1

20

25

30

40

50

55

63

TABLE 1-continued
State €S, CS, A, Command CSg CSes CSyy CSyp
5 1 0 1 Active 1 1 1
6 1 0 % Active 1 I 0 0
1 1. X X 1 1 1
Note:

1. CSy, C8,, C804, CSpa, C8,.1, and C8, 5 are active low signals,
2. A, isan active high signal. )
3. 'x’ is a Don't Care condition.

4, Command invalves a number of command signals that define operations
stich as refresh, precharge, and other operations.

In Logic State 1: CS, is active low, A,,,,, Is non-active, and
Command is active. CS,, is pulled low, thereby selecting
Rank 0.

In Logic State 2: CS, is active low, A,,,, is active, and
Command is active. CSy; is pulled low, thereby selecting
Rank I.

In Logic State 3: C8, isactive low, A,,,, is Don’t Care, and
Command js aciive high. CS,, and CS,, are pulled low,
thereby selecting Ranks O and 1.

In Logic State 4: CS, is active low, A,,,,, is non-active, and
Command is active. CS,,; is pulled low, thereby selecting
Rank 2.

In Logic State 5: C8, Is active low, A, is active, and
Command is active. CS, 5 is pulled low, thereby selecting
Rank3.

InLogic State 6: C8, is active low, A,,,, is Don’t Care, and
Command is active. C8, , and CS, are pulled low, thereby
selecting Ranks 2 and 3.

In Logic State 7: CS, and CS, are pulled non-active high,
which deselects all ranks, i.e., CSq,, CSyp, C8, , and C8,,
are pulled high. .

The “Command” column of Table 1 represents the various
commands that a memory device (e.g., a DRAM device) can
execute, examples of which include, but are not limited to,
activation, read, wrile, precharge, and refresh. In certain
embodiments, the command signal is passed through to the
selected rank only (e.g., state 4 of Table 1). In such embodi-
ments, the command sigoal (e.g., read) is sent to only one
memory device or the other memory device so that data is
supplied from cne memory device at a time. In other embodi-
ments, the command signal is passed through to both associ-
gted ranks (e.g., state 6 of Table 1). In such embodiments, the
command signal {e.g., refresh)is sent to both memory devices
to ensure that the memory content of the memory devices
remains valid over time. Certain embodiments utilize a logic
table such as that of Table 1 fo simulate a single memory
device from two memory devices by selecting two ranks
concurrently.

Table 2 provides a logic table compatible with certain
embodiments described herein for the selection among ranks
of memory devices 30 using gated CAS signals.
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TABLE 2
C5* RAS* CAS* WE® DensityBit A, Command CASO* CAS1*
L X X X x x NOP b x
1] 1 L 1 x x* NOP 1 L
0 1] 1 1 0 %  ACTIVATE 1 1
0 0 1 1 1 x ACTIVATE L 1
0 1 0 1 [0} x READ L] 1
0 1 0 1 1 X READ i 0
0 1 0 0 0 x WRITE Q 1
0 1 i) 1] 1 X WRITE 1 0
0 0 1 0 0 0 PRECHARGE 1 1
0 0 1 0 1 0 PRECHARGE 1 1
0 0 1 0 x 1 PRECHARGE -1 1
0 [} 0 0 x x MODE REG SET 0 0
0 0 0 1 X x REFRESH 0 0

In certain embodiments in which the density bit is a row
address bit, for readfwrite commands, the density bit is the
value latched during the activate command for the selected

bank,

Serial-Presence-Detect Device

Memory modules typically include a serial-presence detect
(SPD) device 70 (e.g.,, an electrically-erasable-program-
mable read-only memory or EEPROM device) comprising
data which characterize various attributes of the memory
module, including but not limited to, the number of row
addresses the number of column addresses, the data width of
the memory devices, the number of ranks, the memory den-
sity per rank, the number of memory devices, and the memory
density per memory device. The SPD device 70 communi-
cates this data to the basic input/output system (BIOS) of the
computer system so that the compufer system is informed of
the memory capacity and the memory configuration available
for use and can configure the memory controller properly for
maximum reliability and performance. .

For example, for a commercially-available 512-MB (64
MxB-byte) memory module utilizing eight 512-Mb memory
devices each with a 64 Mx8-bit confipuration, the SPD device
contains the following SPD data (in appropriate bit fields of
these bytes):

Byte 3: Defines the number of row address bits in the

DRAM device in the memory module [13 for the 512-
Mb memory device].

Byte 4: Defines the number of column address bits in the
DRAM device in the memory module [11 for the 512-
Mb memory device].

Byte 13: Defines the bit width of the primary DRAM
device used in the memory module [8 bits for the 512-
Mb (64 Mx8-bif) memory device]. : .

Byte 14: Defines the bit width of the error checking DRAM
device used in the memory module {8 bits for the 512-
Mb (64 Mx8-bit) memory device].

Byte 17. Defines the number of banks internal to the
DRAM device used in the memory module [4 for the
512-Mb memory device].

In a further example, for 2 commercially-available 1-GB
(128 MxR®-byte) memory module utilizing eight 1-Gb
memory devices each with a 128 Mx8-bit configuration, as
described above, the SPD device contains the following SPD
data (in appropriate bit flelds of these bytes):

Byte 3: Defines the number of row address bits in the

DRAM device in the memory module [14 for the 1-Gb
memory device].

55

a5

Byte 4: Defines the number of column address bits in the
DRAM device in the memory module [11 for the 1-Gb
memory device].

Byte 13: Defines the bit width of the primary DRAM
device used in the memeory module [8 bits for the 1-Gb
(128 Mx3-bif) memory device].

Byte 14: Defines the bit width ofthe error checking DRAM
device used in the memory module [8 bits for the 1-Gb
(128 Mx8-bit) memory device].

Byte 17: Defines the number of banks internal fo the
DRAM device used in the memory module [4 for the
1-Gb memory device].

Incertain embodiments, the SPD device 70 comprises data
which charactenize the memory module 10 as having fewer
ranks of memory devices than the memory module 10 actu-
ally has, with each of these ranks having more memory den-
sity. For example, for a memory module 10 compatible with
cerlain embodiments described herein having two ranks of
memory devices 30, the SPD device 70 comprises data which
characterizes the memory module 10 as having one rank of
memory devices with twice the memory density per rank.
Similarly, for a memory module 10 compatible with certain
embodiments described herein having four ranks of memory
devices 30, the SPD device 70 comprises data which charac-
terizes the memory module 10 as having two ranks of
memory devices with twice the memory density per rank.-In
addition, in certain embodiments, the SPD device 70 com-
prises data which characterize the memory module 10 as
having fewer memory devices than the memory module 10
actually has, with each of these memory devices having more
memory density per memory device. For example, for a
memory module 10 compatible with certain embodiments
described herein, the SPD device 70 comprises data which
characterizes the memory module 10 as having one-half the
number of memory devices that the memory module 10 actu-
ally has, with each of these memory devices having twice the
miemory density per memory device.

FIG. 1C schematically illustrates an exemplary memory
module 10 in accordance with certain embodiments
described herein. The memory module 10 comprises a pair of
substantially identical memory devices 31, 33. Bach memory
device 31, 33 has a first bit width, a firsi number of banks of
memory locations, a first number of rows of memory loca-
tions, and a first number of columns of memory locations. The
memory module 10 further comprises an SPD device 70
comprising data that characterizes the pairof memory devices
31, 33. The data characterize the pair of memory devices 31,
33 as avirtual memory device having a second bit width equal
to twice the first bit width, a second number of banks of




Case4:09-cv-05718-SBA Documentl Filed12/04/09 Page34 of 47

UsS 7,619,912 B2

11

memory locations equal to the first number of banks, asecond
number of rows of memory locations equal to the first number
of rows, and a second number of columns of memory loca-
tions equal to the first number of columns.

In certain such embodiments, the SPD device 70 of the
memory module 10 is programmed to describe the combined
pair of lower-density memory devices 31, 33 as one virtual or
pseudo-higher-density memory device. In an exemplary
embodiment, two 512-Mb memory devices, each with a 128
Mx4-bit configuration, are used fo simulate one 1-Gh
memory device having a 128 Mx8-bit configuration. The
SPD device 70 of the memory module 10 is programmed to
describe thepair of 512-Mb memory devices as one virtual or
pseudo-1-Gb memory device.

For example, to fabricate a 1-GB (128 Mx8-byte) memory
module, sixteen 512-Mb (128 Mx4-bit) memory devices can
be used. The sixteen 512-Mb (128 Wix4-bit) memory devices
are combined in eight pairs, with each pair serving as a virtual
or pseudo-1-Gb (128 Mx8-bit) memory device. In certain
such embodiments, the SPD device 70 contains the following
SPD data (in appropriate bit flelds of these bytes):

- Byte 3: 13 row address bits.

Byte 4: 12 column address bits.

Byte 13: 8 bits wide for the primary virtual 1-Gb (128

Mx8-bit) memory device.
Byte 14: 8 bits wide for the error checking virtual 1-Gb
(128 Mx8-bit) memory device.

Byte 17: 4 banks.

In this exemplary embodiment, bytes 3, 4, and 17 are
programined to have the same values as they would have for
2 512-MB (128 Mxd4-byte) memory module utilizing 512-Mb
(128 Mx4-bit) memory devices. However, bytes 13 and 14 of
the SPD data are programmed to be equal to 8, corresponding
to the bit width of the viriual or pseudo-higher-density 1-Gb
(128 Mx8-bit) memory device, for a total capacity of 1-GB.
Thus, the SPD data does not describe the actual-lower-den-
sity memory devices, but instead describes the virtual or
pseudo-higher-density memory devices. The BIOS accesses
the SPD data and recognizes the memory module as having 4
banks of memory locations arranged in 2'* rows and 2!
columns, with each memory location having a width of 8 bits
rather than 4 bits.

Incertain embodiments, when such a memory module 10is
inserted in a computer system, the computer system’s
memory controller then provides to the memory module 10 a
set of input control signals which correspond to the number of
ranks or the number of memory devices reported by the SPD
device 70. For example, placing a two-rank memory module
10 compatible with certain embodiments described herein in
a computer system compatible with one-rank memory mod-
ules, the SPD device 70 reports to the computer system that
the memery module 10 only has one rank. The logic element
40 then receives a set of input control signals corresponding
to a single rank from the computer system’'s memory control-
ler, and generates and transmits a set of output control signals
corresponding to two ranks to the appropriate memory
devices 30 of the memory module 10, Similarly, when a
two-rank memory module 10 compatible with certain
embodiments described herein is placed in a computer system
compatible with either one- or two-rank memory modules,
the SPD device 70 reports fo the computer system that the
memory module 10 only has one rank. The logic element 40
then receives a set of input control signals corresponding to a
single rank from the computer system’s memory controller,
and generates and transmits a set of output control signals
corresponding to two ranks to the appropriate memory
devices 30 of the memory module 10. Furthermore, a four-
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rank memory module 10 compatible with certain embodi-
ments described herein simulates a two-rank memory module
whether the memory module 10 is inserted in a computer
system compatible with two-rank memory modules or with
two- or four-rank memory modules. Thus, by placing a four-
rank memory module 10 compatible with certain embodi-
ments described herein in a module slot that is four-rank-
ready, the computer system provides four chip-select signals,
but the memory module 10 only uses two of the chip-select
signals,

Memory Density Multiplication

In cerfain embodiments, two memory devices having a
memory density are used to simulate a single memory device
having twice the memory density, and an additional address
signal bit is used to access the additional memory. Similarly,
in certain embodiments, two ranks of memory devices having
a memory density are used to simulate a single rank of
memory devices having twice the memory density, and an
additional address sighal bit is used to access the additional
memory. As used herein, such simulations of memory devices
of ranks of memory devices are termed as “memory densily
muliiplication,” and the term “density transition bit™ is-used to
refer to the additional address signal bit which is used to
access the additional memory.

In certain embodiments ulilizing memory density multipli-
cation embodiments, the memory module 10 can have various
types of memory devices 30 (e.g., DDR1, DDR2, DDR3, and
beyond). The logic element 40 of certain such embediments
utilizes implied translation logic equations having variations
depending on whether the density trapsition bit is a row,
column, or interial bank address bit. In addition, the transla-
tion logic equations of cerfain embodiments vary depending
on the type of memory module 10 (e.g,, UDIMM, RDIMM,
FBDIMM, etc.). Furthennore, in certain embodiments, the
translation logic equations vary depending on whether the
implementation multiplies memory devices per rank or mul-
tiplies the number of ranks per memory module.

Table 3A provides the numbers of rows and columns for
DDR-1 memory devices, as specified by JEDEC standard
JESD79D, “Double Data Rate (DDR) SDRAM Specifica-
tion,” published February 2004, and incorporated in its
entirety by reference herein.

TABLE 3A

128-  255-

Mb  Mb 5i2-Mb 1-Gb
WNumber of banks 4 4 4 4
Number of row address bits 12 13 13 14
Number of column address bits for “x 4" 11 11 12 12
configuration
Number of column address bits for "x 8" 0o 10 1l 1
configuration
Number of column eddress bits for "x 16" 9 L) 10 jul
configuration

As described by Table 3A, 512-Mb (128 Mx4-bit) DRAM
devices have 2'% rows and 2'? columns of memory locations,
while 1-Gb (128 M>eB-bit) DRAM devices have 2 rows and
2! columns of memory locations. Because of the differences
in the number of rows and the number of columns for-the two
types of memory devices, complex address translation pro-
cadures and structures would typically be needed to fabricate
a 1-GB (128 Mx8-hyte) memory module using sixteen 512-
Mb (128 Mx4-bif) DRAM devices.

Table 3B shows the device configurations as a function of
memory density for DDR2 memory devices.
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TABLE 3B
Numberof  NWumber of Number of Page Size
Rows Columns Internal Banks  (xdsorxfs)
256 Mb 13 10 4 1KB
512 Mb 14 10 L] 1KB
1 Gb 14 10 8 1KB
2 Gb 15 10 B LKB
4 Gb to be to B 1KB 10

determined  be deternined

Table 4 lists the corresponding density fransition bit for the
density transitions between the DDR2 memory densities of 15
Table 3B.

TABLE 4

14

Because the standard memory configuration of 4-Gb DDR2
SDRAM modules is not yet determined by the appropriate
standards-selting organization, Tables 3B and 4 have “io be
determined” in the appropriate table entries.

In certain embodiments, the logic translation equations are
programmed in the logic element 40 by hardware, while in
certain other embodiments, the logic translation equations are
programmed in the logic element 40 by software. Examples 1
and 2 provide exemplary sections of Verilog code compatible
with certain embodiments described herein. As described
more fully below, the code of Examples 1 and 2 includeslogic
fo reduce potential problems due fo “back-to-back adjacent
read commands which cross memory device boundaries or
“BBARX” Persons skilled in the art are able to provide
additional logic translation equations compatible with
embodiments described herein.

An exemplary section of Verilog code compatible with
memory density multiplication from 512 Mb to 1 Gb using
DDR2 memory devices with the BA, density transition bit is

Density Transition Density Transition Bit 20 listed below inExample 1. The exemplary code of Example 1
256 Mb 1o 532 Mb " An carresponds to a fogic element 40 which receives one chip-
512Mbto 1 Gb BA, select signal from the computer system and which generates
1Gbto2Gb A two chip-select signals.
2Gbto4Gb to be determined
EXAMPLE 1
\
elweys @(posedge clk_jn)
begin
1s0N_R «=rs0_in_N; /0
1asN_R <= ras_Jn_N;
casN_R <=cas_in_N;
weN_R <= we_jin_N;
end
1 (Gated Chip Selects
Bssign pesOa_1 ={~1s0_in_N & ~mas_in_N & ~cas_in_N) /f ref;md reg set
| (~rs0_in_ N &ras_in_ N ces_in N) # 1ef exit, pwrdn
| (~rs0_in_N & ~ras_in_ N & cas_in_N&-~we_in N &eld_n) # pchg all
| {~rs0_in_N & ~ras_in_N & cas_in_N & ~we_in_N &~al0_in & ~ba2_in)f pehg single bnk
| {~rs0_in_N &-ms_jn Né&cas in W&we in N & ~ba2_in} /f activate
1 {~1s0_in_N & ras_in_N & ~cas_jn_ N & ~ba2__in) i xfe
assign pesOb_1 = {~rs0_in_N& ~ras_in_N & ~cas_in N) M 1ef,md reg set
| {=rs0_in N&ms_in N&ces in N) 1 1ef exit, pwrdn
| (~rs0_in N &~ras_in_N&caes in_N&~we_in N & al0_in) / pehg all
| (~rsO_iin_N&~ras_in Né&cas in N&~we_jin N &~al0_in & ba2_in)7 pehg single bnk
| {~rs0_in_ N & ~res_in N &cas_in_N&we in N &ba2_jin}  #activate
| (~rs0_in_N & ras_in N & ~cas_in_N & ba2_in) / xfr
- ves )
slways @(posedge clk_in)
begin
2d_ r<uagd_jn:
a5_r<=a5_in;
ab_r<=a6_in;
ald_r<=gl0_jin;
baQ_r <=bal_in;
bal_r <= bal_in;
ba2_r <= baZ_in;

g mrs_cmd_cyel <=q_mrs cmd;

end
e i

{I determine the cas [aten
e e

assigng_mrs_cmd_r=(lrasN_R & lcasN_R & lweN_R})

& IsON_R.
& (1ba0_r & thal_1x)
H /1 md reg set cmd
always @(posedpe clk_in)
if (~reset_N) 1 lme
cld <=1%1;

else if (@_mrs_cmd_cycl)
begin

1 load mode reg cmd
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cfd <o (~a6_r&aS_r&ad_r);
end
always @(posedpe clk_in)
iF {~reset_N} M teset
612 <=1%90;
else if (_mmrs_cmd_cycl) # load mode regg emd
begin
cl2 <= (~a6_r&p5_r&~ad r);
end .
afways @(posedge clk_ in)
F{~resst_2) i reset
cld <= I'b0;
else if (g_mrs_emd_cycl) # lozd mode reg emd
begin
cld <= (ab_x & ~a5_r&~ad_r);
end
elways @(posedgs clk__in)
IF (~zeset_M} el «=1%0;
else if (g_mrs_emd_cycl) /f load mode reg cmd
begin
clS<={ab_r&~aS5_r&ad r);
end
assign pre_cyc?_enfet = (wr_emd_cycl & acs_eycl & cld) #f wr brst ¢13 preamble
’
assign pre_cyad_enfet= (rd cmd _cyc2 & c13) //rd brst ¢l3 preamble
| (wr_cmd_cyc2 & cl3) Jiwr brst cl3 1st pair
| (wr_cmd_cye2 & cl4) /f wr brst cl4 preamble
1]
assign pre_cycd_enfet = (wr_cmd_cye3 & c13) /{ wr brst 13 2nd pair
- | {wr_cmd_cye3 & cld) M wr brst ¢l4 Lst pair
| (td_emd_cyc3 &cl3) {/ rd brst ¢13 Ist pair
| (ed_cmd_cyed & cl4) {/ 1d brst cl4 preamble
assign pre_cyc5_enfet = (rd_cmd_cycd & cl3) Ji rd brst ¢13 2nd pair
| (wr_emd__cycd & cld) 1/ wr brst cl4 2nd pair
1 (rd_cmd_cycd & ol4) 1f rd brst cl4 1st pair
idg !
assign pre._dq_oyo = pre_cyc2_enfet
| pre__cyc3_enfet
| pre_cycd_enfet
| pre_syc5_enfet
essign pre_dq_ncye =enfet_cyc2
| enfet__cyc3
| enfet_cycd
| enfet_cycs
I/ dgs
assign pre_dgsa_cyc = (pre_cyc2_enfet & ~ba2_r)
| (pre_cyc3d__enfet & ~bad_cye)
| (pre_cycd_enfet & ~ba2_cyc3)
| {pre_cyc5_enfet & ~ba2_cycd)
assign pre._dqsb_oye = {pre_cyc2 enfet & bal 1)
I (pre._cyc3d_enfet & ba2_cye2)
I (pre_cycd_enfet & ba2_cyed)
| (pre_cyc5__enfet & ba2_cycd)
L}
assign pro_dgsa_meye = (enfet_cyc2 & ~ba2_cyc2)
| {enfet _cyc3 & ~ba2_cyed)
| fenfet_cyod & ~ba2  oycd)
| {enfet_cyes & ~ba2_cyc5)
assipn pre_dqsb_ncye = (enfet_cyc2 & ba2__cye2)
| {enfet_cycd & ba2_cyed)
| (enfet_cyed & bed_cyed)
| {enfet_cycS & ba2_cye5)
always (@(posedge clk_in)
begin

acs__cyc2 <= acs_cyel ; 7 ¢s active
ba?_cyc? <= ba2 r;

ba?_cycd <= ba2_cyc2;

ba2_eyod <=ba2_cyeld;

ba2_cye§ <=ba2_cycd;

d_cmd_cyc2 «=rd_cmd_cycl & acs_ cycl;
_cmd_cys3 «<=rd_cmd._cyel;
1d_emd_cyed «=rf_cmd_cycd;
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rd_emd__cyeS <= _emd__cyed ;
rd_emd_eyeb <o rd__emd__cyes ;
_cmd_cyc? <=md_cmd_cye6 ;
wr_cmd_cye2 <= wr_cmd__cycl & acs_cycl;
wr_cmd_cyed <=wr_cmd_cyc? ; - _
wr_cmd_cycd <=wr_emd__cyc3 ;
wr_cmd_cye) <=wr._cmd_cycd ;
end
always @(negedge clk__in)
begin
dq_ncye <= dq_cye;
dqgs_ncye_a <=dqs_cyc_8;
dgqs_pcye_b <= dgs_cyc_b;
end
1 DQ FET enables
assign eng_fetl = dq_cye | dg_ncye H
assign enq_fet2=dq_oye 1dg_neye;
assign enq_ferd =dq_cyc|dg_ncye H
asslgn enq fetd =dg cye [dg_ncye;
assign enq fet5 =dq_cyc | dqg._noye;
/1 DQS FET ensbles ,
assipn cns_fetla=dqs_cyc_aldgs_meye_a; .
assign ens fet2a = dgs_cyc_e |ldgs_ncyc_a;
assipn ens_fetdn=dqs_eyc_aldqs_neye_a;
assign ens_Tfetlb = dgs_cyc_b | dgs_neye_b;
assign ens_fet2b = dgs_cye b ldgs_ncyc_b;
assign ens_fet3b = dags_cye_b | das_roye_b;

Another exemplary section of Verilog code compatible element 40 which receives one gated CAS signal from the
with memory density multiplication from 256 Mbto 512Mb  compuier system and which generates two gated CAS sig-
using DDR2 memory devices and gated CAS signals with the 39 Dals.
row A, , density transition bit is listed below in Example 2.

The exemplary code of Example 2 comresponds to a logic EXAMPLE 2

/ latched al3 flags <0, banks (-3
always @(posedge clk_in)
if (retv_cmd_R & ~sO0N_ R & ~bokl R & ~bnk0__R ) /f activate
begin )
1_al3_00==4813_r;
end
always @(posedge clk_in)}
if (2ctv_emd_R & ~rsON_R & ~bnk!_R & buk0_R) A activate
begin
1_al3_0l <aal3_r;
end
slways @(posedge cli in)
if (actv_cmd_R & ~mON_R & bnkl_ R &~buk0__R) # activate
begin
1_£13_10<=al3_r;
end N
always @(posedge clk_ in)
if (actv_emd_R & ~rsON_R & bokl_R & bokd R) / activate
begin
1_al3_11<=ald_r;
end -
/I gated cas
assign cas_j = ~(casN_R});
assign cas0_o = (~rasN_R & cas_ i)
I {rasM._R &~1. 813 00 & ~bnkl R &-~bok0 R &cas i)
|{rasN_R &~1_813_01 &~bukl R &bnk0 R &cas i)
| {rasN_Ré&~1_a13_ 10 & bokl R & ~bnk0_R & cas_i)
| (rasN_R & ~1_2g13_11 &bnkl_R & bnk0_ R & cas_1I)
assign ¢asl_o = ( ~1asN_R & cas_i}
I(rasN_R& 1_al3_00 & ~bnkl_R & ~bnk0_R, & cas__i)
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-continued

assign
assign
assign
Bssign
essign,

[(rasN_R &1_s13_01 & ~bnkl R & bnk0_R & cas_i)
I (rasN_R &1 13 10 &bokl. R &~bok0 R & ces ji)
| (rasN_R & 1_a13_11 &bokl R &bok0_ R & cas_i)

i
peas_0_N =~cas0_o;

peas_1_No-~cesl_o;

rd0_o_R1=rasN_R &casO_o & weN_R & ~rsON_R; // rak0 rd cmd eye
rdl_o_ Rl wrasN_R &casl_ o & weN_R & ~rsON_R; // rokl rd emd cye
wr)_o_RI=msN_R & casl_o & ~weN_R & ~s0N__R; /¥ rak0 wr cmd cye
wrl_o_ RI=rasN_R & casl__o& ~woN_R & ~rsON_R ; // mkl wr cmd cyc

assign
always @{(posedge clk_in}
begin
© odd_p_R2<=rd)_o_R1;
rdd_o_R3 «=1d0_o_R2;
d0_o_R4 <=rd0_o_R3;
md0_o_RS <=nd0_o_R4;
ml_o_R2<=rdl_o Ri;
dl_o _R3<=rdl_o_R2;
rdl_o_R4 «=rdl_o_R3;
rdl_o RS <=rdl_o_R4;
wi)_o R2<=wil_o Rl;
wi0_o R3<=wi)_o R2;
wi0_o_R4 <=wi0_o R3;
wrl_o R2<=wrl_o Rl
wil__o_R3 <= wil_o_ R2;
wrl_o_ R4 <=wrl_o_R3;
end
always @(posedge clk_in)
begin
e
(rd0_o_R2 & ~rdl_o_R4)
1rd0_o_R3
| rd0_o_R4
1{rd0_o_RS &~rdl_o_R2&~rdl_o R3)
| (wr0_o_R1)
lwid_o_R}lwrd_o RI
[ (mr0_o_R4)
Iwrl_o Rllwrl o R2|wrl_o_R3Iwrl_o_ R4/ mukl (chgefd)
)

else

en_fet a<=1bl;

en_fet a <=1h0;
ead
always @(posedge clk__im)
begin
if(
(rdi_o_R2 & ~rd0_o_Rd)
lrdi_o_R3
Irdl_o R4
I(rdl_o_RS5 &~rd)_o_R2 & ~rd0_o_R3)
| (wrl_o_R1)
Iwrl_o_R2 |wrl_o_R3
| (wrl_o_R4)
Iwrd_o_R1 Iwri0_o_R2|wrd_o_R3 |wrl_o_R4
) .

else

en_fet b «<=1bl;

en_fet b <=110;
end

/f pre-am rd if no ped on ok 1
i 1st cye of rd brst

H 2nd cycofrd brst

/f post-rd cye if no ped on mk 1
i pre-am wr

H wr brst 1st & 2nd cye

I post-wr cye (chgel®)

/f enable fet

I disable fet

If (chgef8)

i post-wr cyc (chgel9)
#f rank O (chgefd)

7

FIG. 2A schematically illustrates an exemplary memory
module 10 which doubles the rank density in accordance with
certain embodiments described herein. The memory module
10 has a first memory capacity. The memory module 10
comprises a plurality of substantially identical memory
devices 30 configured as a first rank 32 and a second rank 34.
In certain embodiments, the memory devices 30 of the first
rank 32 are configured in pairs, and the memory devices 30 of
the second rank 34 are also configured in pairs. In certain
embodiments, the memory devices 30 of the first rank 32 are
configured with their respective DQS pins tied together and
the memory devices 30 of the second rank 34 are configured
with their respective DQS pins tied together, as described
more fully below. The memory module 10 further comprises

a logic element 40 which receives a first set of address and
contro] signals from a memory coniroller (not shown) of the
computer system. The first set of address and contro] signals
is compatible with a second memory capacity substantially
equal fo one-half of the first memory capacity. The logic
element 44 translates the first set of address and control sig-
nals into a second set of address and control signals which is
compatible with the first memory capacity of the memory
module 10 and which is transmitted to the firstrank 32 and the
second rank 34. ‘
The first rank 32 of FIG. 2A has 18 memory devices 30 and
the second rank 34 of FIG. 2A has 18 memory devices 30.
Other numbers of memory devices 30 in each of the ranks 32,
34 are also compatible with embodiments deseribed herein.

60
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In the embodiment schematically illustrated by FIG. 24,
the memory module 10 has a width of 8 bytes (or 64 bits) and
each of the memory devices 30 of FIG. 2A has a bit width of
4 bits. The 4-hit-wide (“x4") memory devices 30 of FIG. 2A
have one-half the width, but twice the depth of 8-bit-wide
(“x8") memory devices. Thus, each pair of “x4"” memory
devices 30 has the same density as a single “x8"” memory
device, and pairs of "x4” memory devices 30 can be used
instead of individual “x8" memory devices to provide the
memory density of the memory module 10, For example, a
pair of 512-Mb 128 Mx4-bjt memory devices has the same
memory density as a 1-Gb 128 Mx8-bit memory device.

For two “x4” memory devices 30 to work in tandem to
mimic a “x8” memory device, the relative DQS pins of the
two memory devices 30 in certain embodiments are advanta-
geously tied together, as described more fully below. In addi-
tion, to access the memory density of a high-density memory
module 10 comprising pairs of “x4” memory devices 30, an
additional address line is vsed. While a high-density memory
module comprising individual “x8” memory devices with the
next-higher density would alsc utilize an additional address
ling, the addifional address lines are different in the two
memory module configurations.

For example, a 1-Gb 128 Mx8-bit DDR-1 DRAM memory
device uses row addresses A | ;-A, and column addresses A,
and Ag-A,. A pair of 512-Mb 128 Mx4-bit DDR-1 DRAM

.memory devices uses row addresses A,,-A, and column
addresses A, A;,, and Ag-A,. In cerfain embodiments, a
memory controller ofacomputer system utilizing a 1-GB 128
Mx8 memory module 10 comprising pairs of the 512-Mb 128
Mx4 memory devices 30 supplies the address and control
signals including the extra row address (A,;) to the memory
module 10. The logic element 40 receives the address and
control signals from the memory controller and converts the
extra row address (A, ) into an extra column address (A},).

FIG. 2B schematically illustrates an exemplary logic ele-
ment 40 compatible withembodiments described herein. The
logic element 40 is used for a memory module 10 comprising
pairs of “x4” memory devices 30 which mimic individual
“x8" memory devices. In certain embodiments, each pair has
the respective DQS pins of the memory devices 30 tied
together. In certain embodiments, as schematically illustrated
by FIG. 2B, the logic element 40 comprises a programmable-
logic device (PLD) 42, a first multiplexer 44 clectrically
coupled to the first rank 32 of memory devices 30, and a
second multiplexer 46 electrically coupled fo the second rank
34 of memory devices 30. In certain embodiments, the PLD
42 and the first and second multiplexers 44, 46 are discrete
elements, while in other certain embodiments, they are inte-
grated within a single integrated circuit. Persons skilled in the
artcan select anappropnate PLD 42, first multiplexer 44, and
second multiplexer 46 in accordance with embodunents
described herein.

In the exemplary logic element 40 of FIG. 2B, during arow
access procedure (CAS is high), the first multiplexer 44
passes the A, address through to the first rnk 32, the second
multiplexer 46 passes the A |, address through to the second
rank 34, and the PLID> 42 saves or latches the A, , address from
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the memory controller. In certain embodiments, a copy of the

A5 address is saved by the PLD> 42 for each of the internal
banks (e.g., 4 internal banks) per memory device 30, During
a subsequent column access procedure {CAS is low), the first
multiplexer 44 passes the previously-saved A, address
through to the first rank 32 as the A, address and the second
multiplexer 46 passes the previously-saved A,; address
through to the second rank 34 as the A, address. The first
rank 32 and the second rank 34 thus interpret the previously-
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saved A, row address as the current A, , column address. In
this way, in certain embodimenis, the logic element 40 trans-
lates the extra row address into an extra colurmn address in
accordance with certain embodiments described herein,

Thus, by allowing two lower-density memory devices to be
used rather than one higher-density memory device, certain
embodiments described herein provide the advantage of
using lower-cost, lower-density memory devices to build
“next-generation” higher-density memory modules. Certain
embodiments advantagecusly allow the use of lower-cost
readily-available 512-Mb DDR-2 SDRAM devices to replace
more expensive 1-Gb DDR-2 SDRAM devices. Certain
embodiments advantageously reduce the total cost of the
resultant memory module,

FIG. 3A schematically illustrates an exemplary memory
module 10 which doubles number of ranks in accordance
with cerfain embodiments described herein. The memory
module 10 has a first plurality of memory locations with a first
memory density. The memory module 10 comprises a plural-
ity of substantially identical memory devices 30 configured as
a first rank 32, a second rank 34, a third rank 36, and a fourth

rank 38. The memory module 10 further comprises a logic -

element 40 which receives a first set of address and control
signals from a memory controller (not shown). The first set of
address and control signals is compatible with a second plu-
rality of memory locations having a second memory density.
The second memory density is substantially equal to one-half
of the first memory density. The logic element 40 translates
the first set of address and control signals into a second set of
address and control signals which is compatible with the first
plurality of memory locations of the memory module 10 and
which is transmitted to the first rank 32, the second rank 34,
the third rank 36, and the fourth rank 38.

Bach rank 32, 34, 36, 38 of FIG. 3A has 9 memory devices
30. Other numbers of memory devices 30 in each of the ranks
32, 34, 36, 38 arc also compatible with embodiments
described herein.

In the embodiment schematically illustrated By FIG. JA,
the memory module 10 has a width of 8 bytes (or 64 bits) and
each of the memory devices 30 of FIG. 3A has a bit width of
§ bits. Because the memory module 10 has twice the number
of 8-bit-wide (“x8'") memory devices 30 as does a standard
8-byte-wide memory module, the memory module 10 has
twice the density as dees a standard 3-byte-wide memory
module. For example, a 1-GB 128 Mx8-byte memory module
with 36 512-Mb 128 Mx8-bit memory devices (arranged in
four ranks) has twice the memory density as a 512-Mb 128
Mx8-byte memory module with 18 512-Mb 128 Mx8-bit
memory devices (arranged in two ranks).

To access the additional memory density of the high-den-
sity memory module 10, the two chip-select signals (C3,,
CS,) are used with other address and control signals to gate a
set of four gated CAS signals. For example, to access the
additional ranks of four-rank 1-GB 128 Mx8-byte DDR-1
DRAM memory module, the CS; and CS, signals along with
the other address and control signals areused fo gate the CAS
signal appropriately, as schematically illustrated by FIG. 3A.
FIG. 3B schematically illustrates an exemplary logic element
40 compatible with embodiments described herein. Incertain
embodiments, the logic element 40 comprises a program-
mable-logic device (PLD) 42 and four “OR” logic elements
52,54, 56, 58 electrically coupled to corresponding ranks 32,
34, 36, 38 of memory devices 30.

In certain embodiments, the PLD 42 comprises anASIC
an FPGA, a custom~esigned semiconductor device, or a
CPLD. In certain embodiments, the PLD 42 and the four
“OR” logic elements 52, 54, 56, 58 are¢ discrete elements,
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while in other certain embodiments, they are integrated
within a single integrated circuit. Persons skilled in the art can
select an appropriate PLD 42 and appropriate “OR” logic
clements 52, 54, 56, 58 in accordaice with embodiments
described herein.

In the embodiment schematically illustrated by FIG. 3B,
the PLD 42 transmits each of the four “enabled CAS”
(ENCAS,a, ENCAS.b, ENCAS,a, ENCAS,b) signals to a
corresponding one of the “OR” logic elements 52, 54, 56, 58.
The CAS signal is also transmitted to each of the four “OR™
logic elements 52, 54, 56, 58. The CAS signal and the
“enabled CAS" signals are “low” true signals. By selectively
activating each of the four “‘enabled CAS™ signals which are
inputted into the four “OR” logic elements 52, 54, 56, 58, the

" PLD 42 js able to select which of the four ranks 32, 34, 36,38

is active.

In certain embodiments, the PLD 42 usés sequential and
combinatorial logic procedures to produce the gated CAS
signals which are each transmitted to a corresponding one of
the four ranks 32, 34, 36, 38. In certain other embodiments,
the PLD 42 instead uses sequential and combinatorial logic
procedures to produce four gated chip-select signals {e.g.,
C8,a, CS,b, C8,a, and CS,b) which are each transmifted to a
corresponding one of the four ranks 32, 34, 36, 38.

Back-to-Back Adjacent Read Commands

Due to their source synchronous nature, DDR SDRAM
(e.g., DDR1, DDR2, DDR3) memory devices operate with a
data transfer protocol which surrounds each burst of dafa
strobes with a pre-amble time interval and a post-amble fime
interval, The pre-amble time interval provides a timing win-
dow for the receiving memory device to enable its dafa cap-
ture circuilry when aknown valid level is present on the strobe
signal to avoid false triggers of the memory device’s capture
circuit, The post-amble time interval provides extra time after
the last strobe for this data capture to facilitate good signal
integrity. In certain embodiments, when the computer system
accesses two consecutive bursts of data from the same
memory device, termed berein as a “back-to-back adjacent
read,” the post-amble time interval of the first read command
and the pre-amble time inferval of the second read command
are skipped by design protocol to increase read efficiency.
FIG. 4A shows an exemplary timing diagram of this “gap-
less” read burst for a back-to-back adjacent read condition
from one memory device.

In certain embodiments, when the second read command
accesses data from a different memory device than does the
first read command, there is at least one time interval (e.g.,
clock cycle) inserfed between the data strobes of the two
memory devices. This inserted time interval allows both read
data bursts to occur without the post-amble time interval of
the first read data burst colliding or otherwise interfering with
the pre-amble time interval of the second read data burst. In
certain embodiments, the memory controller of the computer
system inserts an extra clock cycle between successive read
commands issued to different memory devices, as shown in
the exemplary timing diagram of FIG. 4B for successive read
accesses from different memory devices.

In typical computer systems, the memory controller is
informed of the memory boundaries between the ranks of
memory of the memory maodule prior to issuing read con-
mands to the memory module. Such memory controllers can
insert wait time intervals or clock eycles to avoid collisions or
interference between back-to-back adjacent read commands
which cross memory device boundaries, whichare referred to
herein as “BBARX.”
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In certain embodiments described herein in which the
number of ranks of the memory module is doubled or qua-
drupled, the logic element 40 generates a set of output control
signals so that the selection decoding is transparent fo the
computer system. However, in certain such embodiments,
there are memory device boundaries of which the computer
system is unaware, so there are occasions in which BBARX
oceurs without the cognizance of the memory controller of
the computer system. As shown in FIG, 5, the last data strobe
of memory device “a” collides with the pre-amble time inter-
val of the data strobe of memory device “b,” resulting in a
“collision window.”

FIG. 6A schematically illustrates a circuit diagram of a
conventional memory module 100 showing the interconnec-
tions between the DQ data signal lines 102 of the memory
devices “a™ and “b” (not shown) and their DQS data strobe
signal lines 104. In certain embodiments, the electrical signal
lines are etched on the printed circuit board. As shown in FIG.
6A, each of the memory devices has their DQ data signal lines
102 electrically coupled to a common DQ line 112 and the
DQS data strobe signal lines 104 electrically coupled to a
common DQS line 114,

In certain embodiments, BBARX collisions are avoided by
a mechanism which electrically isolates the DQS data strobe
signal lines 104 of the memory devices from one ancther
during the transition from the first read data burst of one rank
of memory devices to the second read data burst of another
rank of memory devices. FIG. 6B schematically illustrates a
circuit diagram of an exemplary memory module 10 compris-
ing an isolation device 120 in accordance with cerain
embodiments described herein. As shown in FIG. 6B, cach of
the memory devices 30 otherwise involved in a BBARX
collision have their QS data strobe signal lines 104 electri-
cally coupled to the common DS line 114 through the jso-
lation element 120. The isolation device 120 of certain
embodiments multiplexes the DQS data strobe signal lines
104 of the two ranks of memory devices 30 from one another
to avoid a BBARX collision.

In certain embodiments, as schematically illustrated by
FIG. 6B, the isolation device 120 comprises a first switch 122
electrically coupled to a first data strobe signal line (e.g.,
DQSa) of a first memory device (rot shown) and a second
switch 124 electrically coupled to a second data strobe signal
line (e.g., DQ8b) of a second memory device (not shown).
Exemplary switches compatible with embodiments
described herein include, but are not limited to field-cffect
transistor (FET) switches, such as the SN74AUCIG66 single
bilateral analog switch available from Texas Instruments, Inc.
of Dallas, Tex. In certain embodiments, the time for switching
the first switch 122 and the second switch 124 is between the
two read data bursts (e.g., after the last DQS data strobe of the
read data burst of the first memory device and before the first
DQS data strobe of the read data burst of the second memory
device). During the read data burst for a first memory device,
the first switch 122 is enabled, After the last DQS data strobe
of the first memory device and before the first DQS data
strobe of the second memory device, the first switch 122 is
disabled and the second switch 124 is enabled.

In cerlain embodiments, as schematically illustrated by
FIG. 6C, the isolation device 120 comprises a logic element
140 which multiplexes the DQS data strobe signal lines 104
from one another, Exemplary logic elements compatible with
embodiments described herein include, but are not limited to
multiplexers, such as the SN74AUC2GS3 2:1 analog multi-
plexer/demultiplexer available from Texas Instruments, Inc.
of Dallas, Tex. The logic element 140 receives a first DQS
data strobe signal from the first memory device and a second
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DQS data strobe signal from a second memory device and
selectively switches one of the first and second DQS data
strobe signals to the common DQS data strobe signal line 114,
Persons skilled in the art can select other types of isolation
devices 120 compatible with embodiments described herein.

In certain embodiments, as schematically illustrated by
FIG. 6D, the isolation device 120 also multiplexes the DQ
data signal lines 102 of the two memory devices from one
another. For example, in certain embodiments, the isolation
device 120 comprises a pair of switches on the DQ data signal
lines 102, similar o the switches 122, 124 on the DQS dafa
strobe signal lines 104 schematically illustrated by FIG. 6B.
In certain other embodiments, the isolation device 120 com-
prises a logic element 150, as schematically illustrated by
FIG. 6D. In certain embodiments, the same types of switches
and/or logic elements are used for the DQ data signal lines
102 a5 for the DQS data strobe signal Iines 104. The logic
element 150 receives a first DQ data signal from the first
memory device and a second DQ data signal from the second
memory device and selectively switches one of the first and
second DQ data signals to the common D data signal line
112. Persons skilled in the art can select other types of isola-
tion devices 120 compatible with embodiments described
herein.

In certain embodiments, the isolation device 120 advanta-
geously adds propagationdelays to the DQQ data signals which
mateh the DQS strobe signals being multiplexed by the iso-
Tation device 120. In certain embodiments, the isolation
device 120 advantsgeously presents a reduced impedance
load to the computer system by selectively switching between
the two ranks of memory devices to which it is coupled. This.
feature of the isolation device 120 is used in certain embodi-
ments in which there is no memory density multiplication of
the memory module (e.g., for a computer system with four
chip-select signals), but where the impedance load of the
memory module may otherwise limit the number of ranks or
the number of memory devices per memory module. As scite-
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Tied Data Strobe Signal Pins

For proper operation, the computer system advantageously
recognizes a 1-GB memory module comprising 256-Mb
memory devices with 64 Mx4-bit configuration as a 1-GB
memory modulé having 512-Mb memory devices with 64
Mx8-bit configuration (e.g., as a 1-GB memory module with
128 Mx8-byte configuration). This advantageous result is
desirably achieved in certain embodiments by electrically
connecting together two output signal pins (e.g., DQS or data
strobe pins) of the twoe 256-Mb memory devices such that
both output signal pins are concurrently active when the two -
meinory devices are concurrently enabled. The DQS or data
strobe is a bi-directional signal that is used during both read
cycles and write cycles to validate or latch data. As used
herein, the terms “tying together” or “tied together” refer to a
configuration in which corresponding pins (e.g., DQS pins) of
two memory devices are electrically connected together and
are concurrently active when the two memory devices are
concurrently enabled (e.g., by a common chip-select or CS
signal). Such a configuration is different from standard

. memory module configurations in which the output signal
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matically illustrated by FIG. 6E, the isolation device 120 of 4¢

certain such embodiments comprises the logic element 150
on the DQ data signal lines but not a corresponding logic
element on the DQS data strobe signal lines.

In certain embodiments, the conirol and timing of the iso-
lation device 120 is performed by an isolation-confrol logic
element (e.g., application-specific integrated circuit, custom
programmable logic device, field-programumable gate array,
etc.) which is resident on the memory module 10. In certain
embodiments, the isolation-control logic element is the same
- logic element 40 as schematically fllustrated in FIGS. 1A and

1B, is part of the isolation device 120 (e.g., logic element 140
orlogic element 150 as schematically illustrated by FIG. 6D),
or is a separate component. The isolation-control logic ele-
ment of certain embodiments controls the isolation device
120 by monitoring commands received by the memory mod-
ule 1¢ from the computer system and producing “windows"
of operation wherehy the appropriate components of the iso-
lation device 120 are switched to enable and disable the DQS
data strobe signal lines 104 to mitigate BBARX collisions. In
certain other embodiments, the isolation-control logic ele-
_ment monitors the commands received by the memory mod-
ule from the computer system and selectively enables and
disables the DQ data signal lines 102 to reduce the load
impedance of the memory module 10 on the computer sys-
ten. In still other embodiments, this logic element performs
both of these functions together.
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pins (e.g., DQS pins) of two memory devices are electrically
coupled to the same source, but these pins are not coneur-
rently active since the memory devices are not concurrently
enabled. However, a general guideline of memory module
design warns against tying together two cutput signal pins in
this way.

FIGS. T and 8 schematically illusirate a problem which
may arise from tying together two output signal pins. FIG. 7
schematically illustrates an exemplary memory modufe 205
in which a first DQS pin 212 of a first memory device 210 is
electrically connected to a second DQS pin 222 of a second
memory device 220. The two DQS ping 212, 222 are both
elecirically connected to a memory controller 230.

FIG. 8 is an exemplary timing diagram of the voltages
applied to the two DQS pins 212, 222 due to non-simulta-
neous switching. As illustrated by FIG. B, at time t,, both the
first DQS pin 212 and the second DQS pin222 are high, so no
current flows between them. Similarly, at timet,, both the first
DQS pin 212 and the second DQS pin 222 are low, so no
current flows between them. However, for times between
approximately t, and approximately t,, the first DQS pin212
is low while the second DQS pin 222 is high. Under such
conditions, a current will flowbetween the two DQS pins 212,
222. This condition in which one DQS pin is low while the
other DQS pin is high can occur for fractions of a second (e.g.,
0.8 nanoseconds) during the dynamic random-access
memory (DRAM) read cycle. During such conditions, the
current flowing between the two DQS pins 212, 222 can be
substantial, resulting in heating of the memory devices 210,
220, and contributing to the degradation of reliability and
eventual failure of these memory devices.

A second problem may also arise from tying together two
output signal pins. FIG. 9 schematically illustrates another
exemplary memory module 205 in which a first DQS pin 212
of a first memory device 210 is elecirically connecled to a
second DQS pin 214 of a second memory device 220. Thetwo
DQS pins 212, 214 of FIG. 9 are both electrically connected
to a memory controller (not shown). The D{} (data input/
output) pin 222 of the first memory device 210 and the cor-
responding DQ pin 224 of the second memory device 220 are
each electrically connected to the memory controller by the
DQ bus (not shown). Typically, each memory device 210, 220
will have a plurality of DQ pins (e.g., eight DQ pins per
memory device), but for simplicity, FIG. 9 only shows one
DQ pin for each memory device 210, 220,
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Bach of the memory devices 210, 220 of FIG. 9 utilizes a
respective on-die termination or "ODT” circuit 232, 234
which has termination resistors (¢.g., 75 ohms) internal to the
memory devices 210, 220 to provide signal termination. Bach
memory device 210,220 has a corresponding ODT signal pin
262, 264 which is electrically connected to the memory con-
troller via an ODT bus 240. The ODT signal pin 262 of the
first memory device 210 receives a signal from the ODT bus
240 and provides the signal to the ODT circuit 232 of the first
memory device 210. The ODT circuit 232 responds to the
signal by selectively enabling or disabling the internal termi-

_ nation resistors 252, 256 of the first memory device 210. This
behavior is shown schematically in FIG. 9 by the switches
242, 244 which are either closed (dash-dot line) or opened
(solid line). The ODT signal pin 264 of the second memory
device 220 receives a sigoal from the ODT bus 240 and
provides the signal to the ODT circuit 234 of the second
memory device 220. The ODT circuit 234 responds to the
signal by selectively enabling or disabling the internal termi-
nation resistors 254, 258 of the second memory device 220.
This behavior is shown schematically in FIG. 9 by the
switches 246, 248 which are either closed (dash-dot line) or
opened (solid line). The switches 242, 244, 246, 248 of FIG.
9 are schematic representations of the operation of the ODT
circuits 232, 234, and do not signify that the ODT circnits
232, 234 necessarily include mechanical switches.

Examples of memory devices 210, 220 which include such
QDT circuits 232, 234 include, but are not limited to, DDR2
memory devices. Such memory devices are configured to
selectively enable or disable the termination of the memory
device in this way in response to signals applied to the ODT
signal pin of the memory device. Forexample, when the ODT
signal pin 262 of the first memory device 210 is pulled high,
the termination resistors 252, 256 of the first memory device
210 are enabled. When the ODT signal pin 262 of the first
memory device 210 is pulled low (e.g., grounded), the termi-
nation resistors 252, 256 of the first memory device 210 are
disabled. By selectively disabling the termination resistors of
anactive memory device, while leaving the termination resis-
tors of inactive memory devices enabled, such configurations
advantageously preserve signal strength on the active
memory device while continuing to eliminate signal reflec-
tions at the bus-die interface of the inactive memory devices.

In certain configurations, as schematically illustrated by
FIG. 9, the DQS pins 212, 214 of each memory device 210,
220 are selectively connected to a voltage VTT through a
corresponding termination resistor 252, 254 internal. to the
corresponding memory device 210, 220. Similarly, in certain
configurations, as schematically illustrated by FIG. 9, the DQ
pins 222, 224 are selectively connected to a voltage VIT
through a corresponding termination resistor 256, 258 inter-
nal to the corresponding memory deyice 210, 220. In certain
configurations, rather than being connected to a voltage VIT,
the DQ pins 222, 224 and/or the DQS pins 212, 214 are
selectively connected {o ground through the corresponding
termination resistors 252, 254, 256, 258. The resistances of
the internal termination resistors 252, 254, 256, 258 are
selected to clamp the voliages so as to reduce the signal
reflections from the corresponding pins. In the configuration
schematically illustrated by FIG. 9, each internal termination
resistor 252, 254, 256, 258 has a resistance of approximately
75 ohms.

When connecting the first memory device 210 and the
second memory device 220 together to form a double word
width, both the first memory device 210 and the second
memory device 220 are enabled at the same time (e.g., by a
common CS signal). Connecting the first memory device 210
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and the second memory device 220 by tying the DQS pins
212, 214 together, as shown in FIG. 9, results in a reduced
effective termination resistance for the DQS pins 212, 214,
For example, for the exemplary configuration of FIG. 9, the
effective termination resistance for the DQS pins 212, 214 is
approximately 37.5 ohms, which is one-half the desired ODT
resistance (for 75-ohm internal termination resistors) to
reduce signal reflections since the internal termination resis-
tors 252, 254 of the two memory devices 210, 220 are con-
nected in parallel. This reductjon in the termination resistance
can result in signal reflections causing the memory device to
malfunction.

FIG. 10 schematically illustrates an exemplary memory
module 300 in accordance with certain embodiments
described herein. The memory module 300 comprises a first
memory device 310 having a first data strobe (DQS) pin 312
and a second memory device 320 having a second data strobe
(DQS) pin 322. The memory module 300 further comprises a
first resistor 330 elecirically coupled to the first DQS pin 312.
The memory module 300 further comprises a second resistor
340 electrically coupled to the second DQS pin 322 and to the
first resistor 330. The first DQS pin 312 is elecirically coupled
to the second DQS pin 322 through the first resister 330 and
through the second resistor 340.

In certain embodiments, the memory module 300 isa 1-GB
unbuffered Double Data Rate (DDR) Synchronous Dynamic
RAM (SDRAM) high-density dual in-line memory module
(DIMM). FIGS. 11A and 11B schemalically illustrate a first
side 362 and a second side 364, respectively, of such a
memory module 300 with eighteen 64 Mx4-bif, DDR-1
SDRAM FBGA memory devices on each side of a 184-pin
glass-epoxy printed circuit board (PCB) 360. In certain
embodiments, the memory module 300 further comprises a
phase-lock-loop (PLL) clock driver 370, an EEPROM for
serial-presence detect (SPD) data 380, and decoupling
capacitors (not shown) mounted on the PCB in parallel to
suppress switching noise on VDD and VDDQ power supply
for DDR-1 SDRAM. By using synchronous design, such
memory modules 300 allow precise control of data transfer
between the memory module 300 and the system controlfer.
Data transfer can take place on both edges of the DQS signal
at various operating frequencies and programming Iatencies.
Therefore, certain such memory modules 300 are suitable for
a variety of high-performance system applications.

In cerlain embodiments, the memory module 300 com-
prises a plurality of' memory devices configured in pairs, each
pair having a first memory device 310 and a second memory
device 320. For example, in certain embodiments, a 128
Mx72-bit DDR. SDRAM high-density memory module 300
comprises thirty-six 64 Mx4-bit DDR-1 SDRAM integrated
circuits in FBGA packages configured in eighteen pairs. The
first memory device 310 of each pair has the first DQS pin 312
electrically coupled to the second DQS pin 322 of the second
memory device 320 of the pair. In addition, the first DQS pin
312 and the second DQS pin 322 are concurrently active
when the first memory device 310 and the second memory
device 320 are concurrently enabled.

In certain embodiments, the first resistor 330 and the sec-
ond resistor 340 each has a resistance advantageously
selected ta reduce the current flow between the first DQS pin
312 and the second DQS pin 322 while allowing signals to
propagate between the memory controller and the DQS pins
312, 322. In cerlain embodiments, each of the first resistor
330 and the second resistor 340 has a resistance in a mnge
between approximately 5 chms and approximately 50 chms.

- Forexanple, in certain embodiments, each of the first resistar

330 and the second resistor 340 has a resistance of approxi-
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mately 22 ohms. Other resistance values for the first resistor
330 and the second resistor 340 are also compatible with
embodiments described herein. In certain embodiments, the
first resistor 330 comprises a single resistor, while in other
embodiments, the first resistor 330 comprises a plurality of
resistors electrically coupled together in series and/or in par-
altel, Similarly, in certain embodiments, the second resistor
340 comprises a single resistor, while in other embodiments,
the second resistor 340 comprises a plurality of resistors
electrically coupled fogether in series and/or in paratlel.

FIGS. 12A and 12B schematically illustrate an exemplary
embodiment of a memory module 300 in which the first
resistor 330 and the second resistor 340 areused to reduce the
current flow between the first DQS pin 312 and the second
DQS pin 322. As schematically illustrated by FIG. 124, the
memory module 300 is part of a computer system 400 having
a memory controller 410, The first resistor 330 has a resis-
tance of approximately 22 ohms and the second resistor 340
has a resistance of approximately 22 ohms. The first resistor
330 and the second resistor 340 are electrically coupled in
parallel to the memory controller 410 through a signal line
420 having a resistance of approximately 25 ohms. The first
resistor 330 and the second resistor 340 are also electrically
coupled in parallel to a source of a fixed termination voltage
(identified by VTT in FIGS. 12A and 12B) by a signal line 440
having a resistance of approximately 47 ohms. Such an
embodiment can advantageously be used to allow two
memory devices having Iower bit widths (e.g., 4-bit) to
behave as a single vittual memory device having a higher bit
width (e.g., 8-bit).

FIG. 12B schematically illustrates exemplary current-lim-
iting resistors 330, 340 in conjunction with the impedances of
the memory devices 310, 320. During an exemplary portion
of a data read operation, the memory controller 410 is in a
high-impedance condition, the first memory device 310
drives the first DQS pin 312 high (e.g., 2.7 volts), and the
second memory device 320 drives the second DQS pin 322
low (e.g., 0 volts). The amount of time for which this condi-
tion occurs is approximated by the time between t, and t, of
FIG. 8, which in certain embodiments is approximately twice
the tDQSQ (data sirobe edge to oulput data edge skew time,
e.g., approximately 0.8 nanoseconds). At least a portion of
this time in certain embodiments is caused by simultanecus
switching output (SSQ) effects.

In certain embodiments, as schematically illustrated by
FIG. 12B, the DQS driver of the first memory device 310 has
a driver impedance R, of approximately 17 obms, and the
DQS driver of the second memory device 320 has a driver
impedance R, of approximately 17 chms. Because the upper
network of the first memory device 310 and the first resistor
330 (with a resistance R, of approximately 22 ohms) is
approximately equal to the lower network of the second
memory device 320 and the second resistor 340 (with a resis-
tance R, of approximately 22 ohms), the voltage at the mid-
point is approximately 0.5%(2.7-0)=1.35 volts, which equals
VTT, such that the current flow across the 47-ohm resistor of
FIG. 12B is approximately zero.

The voltage at the second DQS pin322in FIG. 12B is given
by Vpon 2. T*R (R, +R54+R 44+R,)=0.59 volts and the cur-
rent flowing through the second DQS pin 322 is given by
I5052=0.5%R =34 milliamps. The power dissipation in the
DQS driver of the second memory device 320 is thus
Ppgsy 34 mA®0.59 V=20 milliwatts. In contrast, without the
first resistor 330 and the second resistor 340, onty the 17-ohm
impedances of the two memory devices 310, 320 would limit
the current flow between the two DQS pins 312, 322, and the
power dissipation in the DQS driver of the second memory
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device 320 would be approximately 107 milliwatts. There-
fore, the first resistor 330 and the second resistor 340 of FIGS.
12A and 12B advantageously limit the current fiowing
between the two memory devices during the time that the
DQS pin of one memory device is driven high and the DQS
pin of the other memory device is driven low.

In cerfain embodiments in which there is overshoot or
undershoot of the voltages, the amount of current flow can be
higher than those expected for nominal voltage values. There-
fore, in certain embodiments, the resistances ofthe first resis-
tor 330 and the second resistor 340 are advantageously
selected to account for such overshoot/undershoot of volt-
ages.

For certain such embodiments in which the voltage at the
second DQS pin 322 i5 V;55=0.59 volts and the duration of
the overdrive condition {s approximately 0.8 nanoseconds at
maximum, the total surge is approximately 0.59¥¥1.2 ns=0.3
V-ns. For comparison, the JEDEC standard for overshoot/
undershoot is 2.4 V-ns, s0 certain embodiments described
herein advantageously keep the total surge within predeter-
mined standards (e.g., JEDEC standards). .

FIG. 13 schematically illusirates another exemplary
memory module 500 compatible with certain embodiments
described herein. The memory module 500 comprises a ter-
mination bus 505, The memory module 500 further com-
prises a first memory device 510 having a first data strobe pin
512, a first termination signal pin 514 electrically coupled to
the termination bus 505, a first termination circuit 516, and at
least one data pin 518, The first termination circuit 516 selec-
tively electrically terminating the first data strobe pin 512 and
the first data pin 518 in response to a first signal received by
the first termination signal pin 514 from the termination bus
505. The memory module 500 further comprises a second
memory device 520 having a second data sirobe pin 522-
electrically conpled to the first data strobe pin 512, a second
termination signal pin 524, a second termination circuit 526,
and at least one data pin 528. The second termination signal
pin 524 is electrically coupled to a voltage, wherein the sec-
ond termination circuit 526 is responsive to the voltage by not
terminating the second data strobe pin 522 or the second data
pin 528. The memory module 500 further comprises at least
one termination assembly 530 having a third termination
signal pin 534, a third termination circuit 536, and at least one
termination pin 538 electrically coupled to the data pin 528 of
the second memory device 520. The third termination signal
pin 534 is electrically coupled to the termination bus 505, The
third termination circuit 536 selectively electrically termi-
nates the data pin 528 of the second memory device 520
through the termination pin 538 in response to a second signal
received by the third termination signal pin 534 from the
termination bus 505.

FIG. 14 schematically illustrates a particular embodiment
of the memory module 500 schematically illustrated by FIG.
13. The memory module 500 comnprises an on-die termination
(ODT) bus 505. The memory module 500 comprises a first
memory device 510 having a first data strobe (DQS) pin 512,
a first ODT signal pin 514 electrically coupled to the ODT bus
505, a first ODT circuit 516, and at least one data (DQ) pin
518, The first ODT circuit 516 selectively electrically termi-
nates the first DQS pin 512 and the D{) pin 518 of the first
memory device 510 in response to an ODT signal received by
the first ODT signal pin 514 from the QDT bus 505. This
behavior of the first ODT circuit 516 is schematically illus-
trated in FIG. 14 by the switches 572, 576 which are selec-
tively closed (dash-dot line) or opened (solid line).

' The memory module 500 further comprises a second
memory device 520 having asecond DQS pin 522 electrically
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coupled to the first DQS pin 512, a second ODT signal pin
524, a second QDT circuit 526, and at least one DQ pin 528.
The first DQS pin 512 and the second DQS pin 522 are
concurrently active when the first memory device 510 and the
second memory device 520 are concurrently enabled. The
second ODT signal pin 524 is electrically coupled to a voltage
(e.g., ground), wherein the second ODT circuit 526 is respon-
sive to the voltage by not terminating the second DQS pin 522
or the second DQ pin 524. This behavior of the second ODT
circuit 526 is schematically illustrated in FIG. 14 by the
switches 574, 578 which are opened.

The memory module 500 further comprises at least one
termination assembly 530 having a third ODT signal pin 534
eleclrically coupled to the ODT bus 505, a third ODT circuit
536, and at least one termination pin 538 electrically coupled
to the DQ pin 528 of the second memory device 520. The third
ODT circuit 536 sclectively electrically terminates the DQ
pin 528 of the second memory device 520 through the termi-
nation pin 538 in response to an ODT signal received by the
third ODT signal pin 534 from the ODT bus 505. This behav-
ior of the third ODT circuit 536 is schematically illustrated in
FIG. 14 by the switch 580 which is either closed (dash-dot
line) or opened (solid ling).

In certain embodiments, the termination assembly 530
comprises discrete electrical components which are surface-
mounted or embedded on the printed-circuit board of the
memory module 500, In certain other embodjments, the ter-
mination assembly 530 comprises an integrated circuit
mounted on the printed-cireuit board of the memory module
500. Persons skilled in the art can provide a termination
assembly 530 in accordance with embodiments described
herein.

Certain embodiments of the memory module 500 sche-
matically illustrated by FIG. 14 advantageously avoid the
problem schematically iltustrated by FIG. 7 of electrically
connecting the infernal {ermination resistances of the DQS
pins of the two memory devices in parallel. As described
above in relation to FIG. 9, FIGS. 13 and 14 only show one
DQ pin for each memory device for simplicity. Other embodi-
ments have a plurality of DQ pins for each memory device. In
cerfain embodiments, each of the first ODT circuit 516, the
second ODT circuit 526, and the third ODT circuit 536 are
responsive fo a high voltage or signal level by enabling the
corresponding termination resistors and are responsive fo a
low voltage or signal level {e.g., ground) by disabling the
corresponding termination resistors. In other embodiments,
each ofthe first ODT circuit 5186, the second ODT circuit 526,
and the third ODT circuit 536 are responsive fo a high voltage
or sighal level by disabling the corresponding fermination
resistors and are responsive to a low voltage or signal level
(e.g., ground) by enabling the corresponding termination
resistors. Furthermore, the switches 572, 574, 576, 578, 580
of FIG. 14 are schematic representations of the enabling and
disabling operation of the ODT circuits 516, 526, 536 and do
not signify that the ODT circuits 516, 526, 536 necessatily
include mechanical switches.

The first ODT signal pin 514 of the first memory device
510 receives an ODT signal from the ODT bus 505. In
response to this ODT signal, the first ODT circuit 516 selec-
tively enables or disables the termination resistance for both
the first DQS pin 512 and the DQ pin 518 of the fist memory
device 510. The second ODT signal pin 524 of the second
memory device 520 is tied (e.g., directly hard-wired) to the
voltage (e.g., ground), thereby disabling the internal termina-
tion resistors 554, 558 on the second DQS pin 522 and the
second DQ pin 528, respectively, of the second memory
device 520 (schematically shown by open switches 574, 578
in FIG. 14). The second DXQS pin 522 is electrically coupled
to the first DQS pin 512, so the termination resistance for both
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the first DQS pin 512 and the second DS pin 522 is provided
by the termination resistor 552 internal fo the first memory
device 510,

The termination resistor 556 of the DQ pin 518 of the first
memory device 510 is enabled or disabled by the ODT signal
received by the first ODT signal pin $14 of the first memory
device 510 from the ODT bus 505. The termination resistance
of the DQ pin 528 of the second memory device 520 is
enabled or disabled by the ODT signal received by the third
ODT signal pin 534 of the fermination assembly 530 which is
external to the second memory device 520. Thus, in certain
embodiments, the first ODT signal pin 514 and the third ODT
signal pin 534 receive the same ODT signal from the ODT bus
505, and the termination resistances for both the first memory
device 510 and the second memory device 520 are selectively
enabled or disabled in response thereto when these memory
devices are concurrently enabled. In this way, certain embodi-
ments ofthe memory module 500 schematically illustrated by
FIG. 14 provides external or off-chip termination of the sec-
ond memory device 520,

Certain embodiments of the memory module 500 sche-
matically illusirated by FIG. 14 advantageously allow the use
of two lower-cost readily-available 512-Mb DDR-2 SDRAM
devices to provide the capabilities of a more expensive 1-GB
DDR-2 SDRAM device. Certain such embodiments advan-
tageously reduce the total cost of the resuliant memory mod-
ule 500.

Certain embodiments described hercin advantageously
increase the memory capacity or memory density per
memory slot or socket on the system board of the computer
system. Certain embodiments advantageously allow for
higher memory capacity in systems with limited memory
slots. Certain embodiments advantageously allow for flex-
ibility in system board design by allowing the memory mod-
ule 10 to be used with computer systems designed for differ-
ent numbers of ranks (e.g., either with compuier systems
designed for two-rank memory modules or with computer
systems designed for four-rmok memory modules). Certain
embodiments advantageously provide lower costs of board
designs. ‘

In certain embodiments, the memory density of a memory
module is advantageously doubled by providing twice as
many memory devices as would otherwise be provided, For
example, pairs of lower-density memory devices can be sub-
stituted for individual higher-density memory devices to
reduce costs or to increase performance. As another example,
twice the number of memory devices can be used to produce
3 higher-density memory configuration of the memory mod-
ule. Bach of these examples can be limited by the number of
chip select signals which are available from the memory
controller or by the size of the memory devices. Certain
embodiments described herein advantageously provide a
fogic mechanism (o overcome such limitations.

Various embodiments of the present invention have been
described above. Although this invention has been described
with reference to these specific embodiments, the descrip-
tions are intended to be illustrative of the invention and are not
intended to be limiting. Various modifications and applica-
tions may occur to those skilled in the art without departing
from the true spirit aed scope of the invention.

What is claimed is: . )

1. A memory module connectable to a computer system,
the memory module comprising:

a printed circuit board;

a plurality of double-data-rate (DDR) memory devices
mounted to the printed circuit board, the plurality of
DDR memory devices having a first natnber of DDR
memory devices arranged in a first number of ranks;-

a circuit mounted to the printed circuit board, the circuit
comprising a logic element and a register, the logic
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element receiving a set of input control signals from the
computer system, the set of input control signals com-
prising at least one row/column address signal, bank
address signals, and at least one chip-select signal, the
set of input control signals corresponding to a second
number of DDR memory devices arranged in a second
number of ranks, the second number of DDR memory
devices smaller than the first rumber of DDR memory
devices and the second numberof ranks less than the first
number of ranks, the circuit generating a set of output
control signals in response to the set of input control
signals, the set of output control signals corresponding
to the first number of DDR memory devices arranged in
the first number of ranks, wherein the circuit further
responds to a first command signal and the set of input.
control signals from the computer system by generating
and fransmiffing a second command signal and the set of
output control signals to the plumlity of memory
devices, the first command signal and the set of input
conirol signals corresponding to the second number of
tanks and the second command signal and the set of
oulput control signals corresponding to the first number
of ranks; and )

a phase-lock loop device mounted to the printed circuit
board, the phase-lock loop device operatively coupled to
the plurality of DDR memory devices, the logic element,
and the register,

2. The memory module of claim 1, wherein the circuit is
configured to store an input control signal of the set of input
" control signals during a row access procedure and fo transmit
the stored input control signal as an output control signal of
the set of output control signals during a colunm access pro-
cedure. )

3. The memory module of claim 1, wherein the set of input
control signals comprises a first number of chip-select signals
and wherein the set of output control signals comprises a
second number of chip-select signals greafer than the first
number of chip-select signals.

4. The memory module of claim 3, wherein the first number
of chip-select signals is two and the second number of chip-
select signals is four.

5. The memory medule of claim 1, wherein the circuit
receives and buffers a plurality of row/column address signals
of the input control signals during a row access procedure and
sends the buffered plurality of row/column address signals to
the plurality of DDR memory devices during a subsequent
column access procedure.

6. The memory module of claim 1, wherein the logic ele-
ment comprises an application-specific integrated circuit, a
field-programmable gate array, a custom-designed semicon-
ductor device, or a complex programmable-logic device.

7. The memory module of claim 1, wherein the bank
address signals of the set of input control signals are received
by both the logic element and the register.

8. The memory module of claim 1, wherein two or more of
the phase-lock loop device, the register; and the logic element
are portions of a single component.

9. The memory module of claim 1, wherein the register
comprises a plurality of register devices.

10. The memory module of claim 1, wherein the plurality
of DDR memory devices is arranged as a first set of DDR
memory devices on a first side of the printed circuit board, a
second set of DDR memory devices on the first side of the
printed circuit board, a third set of DDR memory devices on
a second side of the printed circuit board, and a fourth set of
DDR memory devices on the second side of the printed circuit
board, the DDR memory devices of the second set spaced

15

20

45

55

60

34
from the DDR memory devices of the first set, the DDR
memory devices of the fourth set spaced from the DDR
memory devices of the third set.

11. The memory module of claim 10, wherein the DDR
memory devices of the second set are spaced from the DDR
memory devices of the first set in a direction along the first
side and the memory devices of the fourth set are spaced from
the memory devices of the third set in a direction along the
second side.

12. The memory module of ¢claim 1, wherein the plurality
of DDR memory devices comprises a plurality of DDR2
memory devices arranged in afirst rank, a second rank, athird
rank, and a fourth rank, the first rank and the second rank on.
a first side of the printed circuit board, the third rank and the
fourth rank on a second side of the printed circuit board, the
second side different from the first side.

13. The memory module of claim 12, wherein the first rank
i3 spaced from the second rank and the third rank is spaced
from the fourth rank. )

14. The memory module of claim 1, wherein the set of
input control signals corresponds fo a first memory density,
and the set of output control signals corresponds to a second
memory density, the second memory density greater than the
first memory density.

15. A memory module connectable to a computer system,
the memory module comprising;:

a printed cirfcuit board,

a plurality of double-data-rate (DDR) memory devices
.coupledto the printed circuit board, the plurality of DDR.
memory devices having a first number of DDR memory
devices arranged in a first number of ranks;

a circuit coupled to the printed cirenit board, the circuit
comprising a logic element and a register, the logic
clement receiving a set of input signals from the com-
puter system, the set of input signals comprising at least
one row/column address signal, bank address signals,
and at leastone chip-select signal, the setofinput signals
configured fo control a second number of DDR memory
devices arranged in a second number of ranks, the sec-
ond number of DDR memory devices smaller than the
first oumber of DDR memory devices and the second
number of ranks less than the first number of mnks, the
circult generating a set of output signals in response to
the set of input signals, the st of oufput signals config-
ured to control the first nunber of DDR memory devices
arranged in the first number of ranks, wherein the circuit
furtherresponds fo a command signal and the set of input
signals from the computer system by selecting one or
two ranks of the first number of ranks and transmitting
the command signal to at least one DDR memory device
of the selected one or two ranks of tie first number of
ranks; and

a phase-Jock loop device coupled to the printed circuit
board, the phase-lock loop device operatively coupled to
theplurality of DDR memory devices, the logic element,
and the register.

16. The memory module of claim 15, wherein the com-
mand signal is transmitted to only cne DDR memory device
at a time.

17. The memory module of claim 16, wherein the com-
mand signal comprises a read command signal.

18. The memory module of claim 15, wherein the com-
mand signal s transmitted to two ranks of the first number of
ranks at a lime.

19. The memory module of claim 18, wherein the com-
mand signal comprises a refresh command signal.
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20. The memory moduie of claim 18, wherein the com-
mand signal is transmifted to the two ranks of the first number
of ranks concurrently.
21. The memory module of ¢claim 15, wherein the circuitis
configured fo store an input signal of the set of input signals 5
during a row access procedure for subsequent use during a
column access procedure. )
22. The memory module of claim 15, wherein the com-
mand signal comprises a read command signal or a write
command signal, the set of input signals comprises a density
bit which is a row address bit, and the circuit is configured to
store the row address bit during an activate command for a

selected bank.

23. The memory module of claim 15, wherein the circuit is
configured to store an input signal of the set of input signals
during a row access procedure and 1o transmit the stored input
signal as an output signal of the set of output signals during a
subsequent column access procedure.

24. The memory module of claim 15, wherein the logic
element comprises an application-specific integrated circuit,
a field-programmable gate array, a custom-designed semi-
conductor device, or a complex programmable-logic device.
25. The memory module of claim 15, wherein the set of
input signals comprises a plurality of row/column address
signals received and buffered by the register and sent from the
register to the plurality of DDR memory devices.

26. The memory module of claim 25, wherein the logic
element receives the bank address signals and the command
signal from the computer system and the register receives the
bank address signals and the command signal from the com-

25

puter system.

27. The memory module of ciaim 15, wherein two or more
of the phase-lock loop device, the register, and the logic
element are portions of a single component.

28. A memory module connectable to a computer system,

the memory module comprising:

a printed circuit board;

a plurality of double-data-rate (DDR) dynamic random-
access memory (DRAM) devices coupled to the printed
circuit boatd, the plurality of DDR. DRAM devices hav-

* ing a first number of DDR DRAM devices arranged in a
first number of ranks;

a circuit coupled to the printed circuit board, the circuit
comprising a logic element and a register, the logic
element receiving a set of input control signals from the
computer system, the set of input control signals com-
prising a row/column address signal, bank address sig-
nals, a chip-select signal, and an input command signal,
the set of input control signals configured to control a
second number of DDR. DRAM devices arranged in a
second number of ranks, the second number of DDR
DRAM devices smaller than the first number of DDR
DRAM devices, the second number of ranks smaller
than the first nuinber of ranks, the circoit generating a set
of output confrol signals in response 1o the set of input
control signals, the set of output control signals com-
prising an output command signal, the set of output
control signals configured fo control the first number of 60
DDR DRAM devices arranged in the first number of
ranks, wherein the circuit further responds to the set of
input control signals from the computer system by
selecting at least one rank of the first number of ranks
and transmitting the set of output control signals to at
least one DDR DRAM device of the selected at least one
rank; and
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a phase-lock loop device coupled to the printed circuit
board, the phase-lock loop device operatively coupled to
the plurality of DDR DRAM devices, the logic element,
and the register.

29, The memory module of claim 28, wherein the logic
element comprises an application-specific integrated circuit,
a field-programmable gate array, a custom-designed semi-
conductor device, or a complex programmable-logic device.

30. The memory module of claim 29, wherein the circuit is
configured to store an inpuf control signal of the set of input
contro] signals during a row access procedure and to transmit
the stored input control signal as an output control signal of
the set of output contro] signals during a column access pro-
cedure.

31. The memory module of claim 28, wherein the set of
input control signals comprises fewer chip-select signals than
does the set of output control signals.

32. The memory medule of claim 31, wherein the set of
input control signals comprises two chip-select signals and
the set of output control signals comprises four chip-select
signals.

33. The memory module of claim 28, wherein the register
receives the bank address signals and the input command
signal of the sef of input confrol signals.

34. The memory module of claim 28, wherein the first
number of ranks is four and the second number of ranks is
two.

35, The memory module of claim 28, wherein the first
number ofranks is two and the second number of ranks is one.

36. The memory module of claim 28, wherein the input
command signal is a refresh signal and the output command
signal is a refresh signal.

37. The memory module of claim 28, wherein the input
command signal is a precharge signal and the output com-
mand signat is a precharge signal.

38. The memory module of claim 28, wherein the input
command signal is a read signal or a write signal and the
output command signal 13 a read signal or a write signal.

39. A memory module connectable to a computer system,
the memory module comprising:

a printed circuit board having a first side and a second side;

a plurality of double-data-rate (DDR) memory devices
mounted to the printed circuit board, each DDR memory
device comprising one or more banks, the plurality of
DDR memory devices arranged in two or more ranks
which are selectable by a first number of chip-select
signals; and )

at least one integrated circuit element mounted to the
printed circuit board, the at least one integrated circuit
element comptising a logic element, a register, and a
phase-lock loop device operationally coupled to the plu-
rality of DDR memory devices, the logic element, and
the register, the at least one integrated circuit efement
receiving a plurality of input signals from the computer
system, the plurality of input signals comprising row
address signals, column address signals, bank address
signals, command signals, and a second number of chip-
select signals less than the first number of chip-select
signals, wherein the logic element receives the bank
address signals and at least one command signal of the
pharality of input signals, the at least one integrated
circuit element generating a plurality of cutput signals in
response to the plurality of input signals, the plurality of
output signals comprising row address signals, column
address signals, bank address signals, command signals,
and the first number of chip-select signals, the at least
one infegrated circuit element further responsive to the
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plurality of input signals by selecting at least one rank of
the two or mare ranks and transmitting the plorality of
output signals to at least one DDR memory device of the
selected at least one rank.

-40. The memory module of claim 39, wherein the plurality
of output signals corresponds to a first number of DDR
memory devices arranged in the two or more ranks which are
selectable by the first number of chip-select signals and
wherein the plurality of input signals corresponds to a second
numberof DDR memory devices arranged inranks which are
selectable by the second number of chip-select signals,
wherein the memory module simulates a virtual memory
module having the second number of DDR memory devices.

41. The memory module of ¢laim 39, wherein the at least
one integrated circuit element comprises one or more inte-
grated circuit elements selected from the group consisting of:
an application-specific integrated circuit, a field-program-
mable gate array, a custom-designed semiconductor device,
and a complex programmable-logic device.

42. The memory module of claim 39, wherein the row
address signals and the column address signals of the plural-
ity of input signals are received and buffered by the register
and are sent from the register to the plurality of DDR memory
devices.

43. The memory module of claim 42, wherein the logic
element receives the second munber of chip-select signals.

44. The memory module of claim 43, wherein both the
register and the logic element receive the bank address signals
and at least one command signal of the plurality of input
sipnals.

45, The memory module of claim 39, wherein two or more
of the logic element, the register, and the phase-lock loop
device are portions of a single component.

46. The memory module of claim 39, wherein the plurality
of DDR memory devices is arranged as the first rank of DDR
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memory devices on the first side of the printed cireuit board,
the second rank of DDR memory devices on the first side of
the printed circuit board, a third rank of DDR memory devices
on the second side of the printed circuit board, and a fourth
rank of DDR memory devices on the second side of the
printed circuit board, the DDR memory devices of the fourth
rank spaced from the DDR memery devices of the third rank.

47. The memory module of claim 39, whercin the DDR
memory devices of the second rank are spaced from the DDR
memory devices of the first rank in a direction along the first
side.
~ 48. The memory module of claim 39, wherein the plurality
of DDR memory devices comprises a plurality of DDR2
memory devices arranged in the first rank, the second rank, a
third rank, and a fourth rank, the third rank and the fourth rank
on the second side of the printed circuit board.

49. The memory module of claim 39, wherein the plurality
of input signals corresponds to a first memory density, and the
plurality of output signals corresponds to a second memory
density, the second memory density greater than the first
memory density.

50. The memory module of claim 39, wherein the at least
one integrated circuit element is configured to respond to the
plurality of input signals by selecting at least one rank of the
two or more ranks and transmitting a command signal to at
least one DDR memory device of the selected at least one
rank. :

51. The memory module of claim 39, wherein the at least
one integrated circuit elenrent is configured to store a signal of
the plurality of input signals during z row access procedure
and to transmit the stored signal as an output signal of the
plurality of output signals during a column access procedure.
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