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A Method for the Construction of
Minimum-Redundancy Codes*
DAVID A, HUFFMAN", ASSOCIATE, IRE

Summary~—An optimum method! of coding an ensemble of mes-
sages consigting of a finite number of members is developed, A
minimum-redundancy ¢code is one canbtructed in such a way that the
average number of coding digits per mesr.age is minimized.

INTRODUCTION

NE IMPORTANT METHOD of transmitting
@ messages is to transmit in their place sequences

of symbols, If there ar¢ more messages which
might be sent than there are kinds of symbols available,
then some of the messages must use more than one sym-
bol. If it is assumed that each symbol requires the same
time for transmission, then the time for transmission
(length) of a message is directly proportional to the
number of symbols associated with it, In this paper, the
symbot or sequence of symbols associated with a given
message will be called the “message code.” The entire
number of messages which might be transmitted will be
called the “message ensemble,” The mutual agreement
between the transmitter and the receiver about the
meaning of the code for each message of the enscmble
will be called the “ensemble code.”

Probably the most familiar ensemble code was stated
in the phrase “one if by land and two if by sea.” In this
case, the message ensemble consisted of the two indi-
vidual messages “by land” and *by sea”, and the message
codes were “one” and ®two.”

In order to formalize the requirements of an ensemble
code, the coding symbols will be represented Ly num-
bers, Thus, il there are D different types of symbols to
be used in coding, they will be represented by the digits
0,1,2, ++ +,(D—1), For example, u ternary code will be
constructed using the three digits 0, 1, und 2 as coding
symbols,

The numbsr of messages in the ensemble will be called
N. Let P(3) be the probability of the /th message. Then

N
Z‘ P = 1. n

‘The length of a message, L(7}, is the number of coding
digits assigned to it. Therefnre, the average message
length is

Lay == EN: P(#)LG). (2

T ]

The term “redundancy” has been defined by Shannon?
as a proputy of codes, A “minimum-redundancy codce”

* Decimal classification: R331.1, Qriginal menuseript received Ly
the In-mu‘n Decamber 6, 1931,
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will he defined here as an ensemble eode which, for a
message ensemble consisting of a finite number of mem.
bers, &, and for a given number of coding digits, D,
yields the lowest possible average message length, In
order to avoid the use of the lengthy torm “minimum.
redundancy,” this term will be replaced here by “opti-
mum.” It will be understood then that, in this paper,
“optimum code” means “minimum-redundancy code,”

The fallowing hasic restrictions will be imposed on an
ensemble code:

(a) No two messages will consist of idenlical arrange-

ments of coding digits,

(b) The message codes will be constructed in such a
way that no additional indication is necessary to
specify where a message code begins and ends
once the starting point of a sequence of messages
is known,

Restriction (h) necessitates that no message be coded
in such a way that its code appears, digit for digit, as the
first part of any message code of greater length, Thus,
01, 102, {11, and 202 are valid message codes for an en-
semble of four members. For instanre, a sequence of
these messages 1111022020101111102 can be broken up
into the individual messages 111-102 202-0£-01-111-102,
All the receiver need know is the enscmble code. How-
ever, if the ensemble has individual message codes in-
cluding 11, 111, 102, and 02, then when a message se-
quence starts with the digits 11, it is not tmmediatcly
certain whether the message 11 has been received or
whether it is only the first two digits of the message 111,
Morecver, even if the sequence turns out to be 11102,
it is still not certain whether 111-02 or 11-102 was trans-
mitted, In this example, change of one of the two mes-
sage codes 111 or 11 is indicated,

C. E. Shannon' and R. M. Fano® have developed en-
semble coding procedures for the purpose of proving
that the average number of binary digits required per
message approaches (rom above the average amount of
information per message. Their coding procedures are
not optimum, hutapproach the optimum behavior when
N approaches infinity. Some work has been done by
Kraft? toward deriving a coding method which gives an
average code length as close as possible to the jdeal when
the ensemble contains a finite number of members.
ITowever, up to the present time, no definite procedure
has heen suggested for the construction of such a code

t R, M. Fano, “The Transmission of Irformation,” l'echnical
Report No. 65, Research Laboratory of Electronics, M.1.T., Cam-
bndgc, \135& 1949,

L. (mfl. “A Deviee for Quantizi
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Cam' vidge, Mass,; 1949,
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to the knowledge of the author. Tt is the purpose of this
paper to derive such a progedure.

DEerrvep CopING REQUIREMENTS

Foranoptimum code, the lengthof a given message code
can never be less than the length of a more probable
message code, If this requirement were not met, then a
reduction in average message length could be obtained
byinterchanging thecodesfor the twomessagesinquestion
in such a way that the shorter code becomes associatcd
with the more probable message. Also, if there ave sev-
eral messages with the same probability, then it is pos-
sible that the codes for these messages may differ in
length: However, the codes for these messages may he
interchanged in any way without affecting the average
code length for the message ensemble. Therefore, it may
be assumed that the messages in the ensemble have been
ordered in a fashion such that

)z P2z 2 PN —1) 2 PN) 3)
«nd that, in addition, for an optimum code, the condition
L) SLE) £« SLWV—1) £ LW €Y

halds, This requirement is assumed to be satisfied
throughout the following discussion. .

It might be imagined that an ensemble code could
assign ¢ more digits to the Nth message than to the
(N ~—1)st message. However, the first L(N -1} digits of
the Nth message must not be used as the code for any
other message. Thus the additional ¢ digits would serve
no useful purpose and would unnecessarily increase

L.». Thercfore, for an optimum cade it is necessary that

L(N) be equal to L(N—1).

The kth prefix of a message code will be defined as the
first & digits of that message code, Basic restriction (b)
conld then be restated as: No message shall be coded
in such a way that its code is a prefix of any other mes-
sage, or that any of its prefixes arc used elsewhere as a

essage code,

Imagine an optimum code in which no two of the mes-
sages coded with length L{V) have identical prefixes of
order L{N)—1. Since an optimum code has heen as-
samed, then none of these messages of length L(N) can
have codes or prefixes of any order which correspond to
other codes. Tt would then he possible to drop the last
digit of all of this group of messages and thereby reduce
the value of L.y Therelore, in an optimum code, it is
necessary that at least two (and no more than 2) of the
codes with length L{¥) have identical prefixes of order
L(N)—1.

One additional requirement can be made for an opti-
mum code. Assume that there exists a combination of
the D different types of coding digits which is less than
L{N) digits in length and which is not used as a message
cede or which is not a prefix of a message code. Then
this combination of digits could be used to replace the
code for the Nth message with a consequent reduction
of L. Therefore, all possible sequences of L{N)--1

dijyits must be used either as message codes, or must
have one of their prefixes vsed as message codes.

The devived restrictions for an optimum code arce
summarized in condensed form below and considered in
addition to restrictions (a) and (b) miven in the first
part of this paper:

© LMSLDOS - sLN-1)=LWN).

(1) Atleast two aml nout more than D of the messages
with code length L(N) have codes which are alike
except for their final digits,

(e) Each possible sequence of L(V)—1 digits must be
used ecither as © message code or must have one of
its prefixes used as a message code.

QOrrivum Bryary Cone

For case ol development of the nptimum coding pro-
cedure, let us now restrict ourselves to the problem of
binary coding. Later this procedure will be extended to
the general case of D digits.

Restriction (c) makes it necessary that the two least
probable messages have codes of equal length, Re-
striction (d) places the requirement that, for I equal
to two, there be only two of the messages with coded
length L(N) which are identical except for their lust
digits, The final digits of these two codes will be one
of the two binary digits, 0 and 1, It will be necessary to
assign these two message codes to the Nth and the
(V—1)st messages since at this point it is not known
whether or not other codes of length L(N) exist. Once
this has been done, these two messages are equivalent
to a single composite message. 1ts code (as yet undeter-
mined) will he the common prefixes of order L{V)—~1 of
these two messages, [ts probability will be the sum of
the probabilities of the two messages from which it was
created. The ensemble containing this composite mes-
sage in the place of its two component messages will be
called the first auxiliary message enscmble,

This newly created ensemble containg one less mes-
sage than the original. Its members should be rearranged
if necessary so that the messages are again ordered ac-
cording to their probabilities. Jt may be considered ex-
actly as the original ensemble was, The cotles for each of
the two least probable messages in this new ensemble
are required to bo identical except in their final digits;
0 and 1 are assigned as these digits, one for each of the
two messages, Each new auxiliary ensemble contains
one less message than the preceding cosciuble, Each
auxiliary ensemble represents the original ensemble with
full use made of the accumulated necessary coding re-
quirements,

The procerdure is applied again and again until the

number of members in the most recently formed auxili-
ary message ensemble is reduced to two. One of each of
the binary digits is assigned to each of these two com-
posite messages, These messages are then combhined to
form a single composite message with probability uaity,
and the coding is complete,
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; TABLE I
! Oeriguy Binary Coping PROCEDURE
Message Probahilities
Original Auxiliary Message Ensembles
x‘l[m‘nge
Ensemble 1 2 3 4 5 [ 7 8 9 10 11 12
~1.00
0.60) |
l—»0.40 0,40/~
—0.36 0.36
0,24 0,24 0.24)—
0.20 0.20 0.20 0.20 0.20 0.20 0.20 0,20 0,20 0.201
0.20 | 0.20 | 0.20}
0.18 0,18 .18 0,18 0.18 0.18 0.18 0.18 0.18
0,18 0,18 0.18)—
—0.14 0.14 Q.14

g.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10f~

0.10 0.10 0,10 0,10 0.10 0.10 Q.10

2.10 0.10 0.10 0.10 0.10 0,10/—

—0. 10 0.10
—0.08 0.08 0.08 0.08,
—0.08 0‘08}

0,06 0.06 0.06 0,06 0.06]—

.05 0.06 0.06 0,06

0,04 0.04 0,04 0.04/—

*0.04 0.04 0,04»}

0.04 0.04 0,04~

0.04 1,04

(.04
0,03 r
0.01)—

Now let us examine Table [. The left-hand column
contains the ordered message probabilities of the ensem-
ble to be coded. ¥ is equal to 13. Since each combination
of two messages (indicated by a bracket) is accompanied
by the assigning of a new digit to each, then the total
number of digits which should be assigned to each origi-
nal message is the same as the number of combinations
indicated for that message. For example, the message
marked *, or a composite of which it is a part, is com-
bined with others five times, and therefore should be
assigned a codle length of five digits,

When there is no alternative in choosing the two least
probable messages, then it s clear that the require-
ments, established as necessary, are also sufficient for
deriving an optimum code. There may arise situations
in which a cholce may be made hetween two or more
groupings of least likely messages. Such a casc arises, for
example, in the fourth auxiliary ensemble of Table I,
Either of the messages of probability 0.08 could have
been combined with that of probability 0.06. However,
it is possible to rearrange codes in any manncr among
equally likely messages without affecting the average
code length, and so a choice of either of the alternatives
could have been made. Therefore, the procedure given is
always sufficient to establish an optimum binary code,

The lengths of all the encoded messages derived from
Table I are given in Table 11,

Having now determined proper lengths of code for
each muoysage, the problem of specifying the actual
digits remains, Many alternatives exist. Since the com-
bining of messages into thelr composites is ¢imilar to the
succossive confluences of trickles, rivildets, brooks, and

-

crecks into a final large river, the procedure thus far de-
scribed might be considered analogous to the placing of
signs by a water-borne insect at each of these junctions
as he journeys downstream. It should be remembered
that the code which we desire is that one which the in-
sect must remember in order to worlk his way back up-
stream, Since the placing of the signs need not follow
the same rule, such as “zero-right-returning,” at each
junction, it can be seen that there are at least 2'¢ dil-
ferent ways of assigning code digits for our example,

TABLE Il
Resurrs or OrriauM Bivarv CopinGg PROCEDURE

¢ P(f) L) PEHLE) Cods
i 0.20 2 0.40 10

2 0.18 3 0.54 o

3 Q.10 3 0.30 011

4 0.10 3 0,30 110

5 0,10 3 0,30 i

6 0.06 4 0,24 0101

7 0,06 5 0.30 00100
8 0.04 5 0.20 00101
9 0.04 3 9.20 01000
10 0.04 5 0,20 01001
11 0.04 S D.20 00110
12 0.03 6 0.18 001110
13 0.01 6 0.06 ool11

Leo=3.42

The code in Table 11 was obtained by using the digit
0 for the npper message and the digit 1 for the lower
message of any bracket. [tis important to note in Table
1 that coding restriction (e) is automatically met as long
as two messages (and not one) are placed in each
bracket,

Exhibit Page / %

(RS




1952 PROCEEDINGS OF T'HIE ILRE, 1108

GENERALIZATION OF THE METHOD

Optimum coding of an ensemble of messages using
three or more types of digils is similar to the binary
coding procedure, A table of auxiliary message enscm-
bics similar to Table [ will be used, Brackets indicating
messages combined to torm composite messages will be
used in the sume wav, as was done in Table 1. However,
in order to satisfy rustriction (r), it will be required that
all these brackets, with the possihle exception of one com-
bining the least probable messages of the original cnsem-
ble, always combinc a number of messages cqual to D.

Tt will be noted that the terminating auxiliary ensem-
ble always has one unity probability message. Each pre-
ceding ensemble is increased in number by D—1 until
the first auxiliary ensemble is reached, Therefore, if Ny
is the number of messages in the first auxiliary ensemble,
then (Ny—1)/(D—1) must be an integer. Ilowever
Ny=N-—no+1, where ng is the number of the least prob-
able messages combined in a bracket in the original en-
semble, Therefore, ng (which, of course, is at least two
and no more than D) must be of such a value that
(N—n0)/(D—1) is an integer,

In Table 111 an example is considered using an en-
semble of eight messages which is to be coded with four

digits; ng is found to be 2. The code listed in the table is
ohtained by assigning the four digits 0,1,2,and 3, in or-
der, to cach of the brackets.

TABLE 111
Orrivus CopivG PROCEOURE FOR D=4

Message Vrobabilities
Original !
Message Auziliary Fusembles L@ | Code
Ensemble )
|
-+1.00 !
~+0, 40
02 om | om 1 1
0.20 0.20 ' 0.20(— 1 2
0.18 0.18 0.18] L 3
0.15 0.15 2 [
0.10 0.10 2 | m
0.08 0,08~ 2 02
—0.,07
0.05 3 030
.02 3 031
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