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Pursuant to 28 U.S.C. § 1746, I hereby declare and state as follows: 

1. I am an attorney admitted to practice in the State of California and represent 

Plaintiffs in the above-titled action. I am over the age of eighteen and am fully competent to make 

this declaration. This declaration is based upon my personal knowledge, except where expressly 

noted otherwise. 

2. This declaration is made in support of Plaintiffs’ Motion for Preliminary Approval 

of the Class Action Settlement, Docket No. 52 (“Motion”) and as directed by the Court at the 

August 23, 2013 hearing on the Motion. 

3. Attached hereto as Exhibit I is Plaintiffs’ proposed Request for Exclusion. 

4. Attached hereto as Exhibit J is Plaintiffs’ proposed Objection Form. 

5. Attached hereto as Exhibit K is Plaintiffs’ amended proposed Notice of Class 

Action and Proposed Settlement. 

I. BACKGROUND 

6. This settlement, and the cy pres component of it, is the result of an extended arms’-

length negotiation between the Parties, with the assistance of mediator Randall Wulff. 

7. In connection with several previous settlement negotiations in the Gaos matter (in 

January 2011, February 2011, and June 2012), Michael Aschenbrener and I began discussing 

potential selection methods and potential cy pres recipients.  At the June 2012 Gaos negotiation, 

the Gaos parties exchanged proposals for possible cy pres recipients.  Ultimately, however, those 

discussions did not result in settlement of the litigation, and neither the cy pres selection process 

nor any specific cy pres recipient was agreed upon at that time. 

II. CY PRES RECIPIENT SELECTION PROCESS 

A. Negotiations at the Mediation 

8. At the January 28, 2013 mediation with Mr. Wulff, the Parties agreed on the 

material terms of this settlement.  Negotiated terms included a methodology for determining the 

entities eligible to receive cy pres funds under the settlement.  With Mr. Wulff’s assistance, the 

Parties agreed on the following process:  
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 the Parties would simultaneously exchange lists of five proposed cy pres recipients; 

 the Parties would identify mutually agreeable candidates from those lists; 

 the Parties would engage in successive rounds of further exchanges in each of 

which the Parties would simultaneously exchange lists of five additional names; 

 the rounds would continue until the Parties agreed on at least five recipients. 

9. Considering the amount of the common fund that would likely be available for cy 

pres distribution the Parties agreed that approximately 5 recipients should be selected and 

presented as part of the settlement submitted for approval by the Court.   

10. The Parties agreed that as a condition to receiving the payment, each cy pres 

Recipient must agree to devote the funds to promote public awareness and education, and/or to 

support research, development, and initiatives, related to protecting privacy on the Internet. 

B. Following the Mediation 

11. Immediately following the January 28 mediation, Plaintiffs’ counsel began to 

compile and consider potential cy pres recipients to propose to Google.  Plaintiffs’ counsel 

discussed criteria for selection, which were derived from Ninth Circuit precedent, and as described 

more fully below.  Generally, Plaintiffs’ counsel agreed that cy pres recipients should be 

independent and free from conflict, have an established track record in matters concerning internet 

privacy, and be capable of using cy pres funds to advance the interests of the Class. 

12. Plaintiffs’ counsel applied these criteria to a broad pool of potential recipients, 

including potential recipients large, small, established, new to the field, well-known, and not well-

known.  Potential recipients were identified by, among other things, the work Mr. Aschenbrener 

and I had done in connection with of our previous research for the Gaos matter and original 

research and investigation performed by counsel for the consolidated actions.  The initial pool 

included organizations selected to receive cy pres funds in previous privacy class action 

settlements, including	In re Netflix Privacy Litigation, Case No. 11-cv-379-EJD (N.D. Cal.), 

Fraley v. Facebook, Case No. 11-cv-1726-RS (N.D. Cal.), Lane v. Facebook, Case No. 08-cv-
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3845-RS (N.D. Cal.), and In re Google Buzz User Privacy Litigation, Case No. 10-cv-672-JW 

(N.D. Cal.). 

13. Plaintiffs compiled information about these organizations, including their histories, 

mission statements, previous work in similar privacy cases, staff resumes, and current projects.  

Plaintiffs’ counsel shared this information amongst themselves and had numerous conference calls 

before selecting the organizations to present to Google for approval.  Applying criteria described 

below, Plaintiffs eventually culled from the broader list those organizations best suited to advance 

the interests of the Class.  Each organization ultimately selected satisfies Ninth Circuit precedent 

and is, in Plaintiffs’ opinion, well qualified to use cy pres funds to benefit the Class. 

14. All in all, I am aware of at least twenty-two specific potential cy pres recipients 

discussed among counsel for the Parties.  These twenty-two include organizations well known for 

their privacy-related work, and many have been court-approved and received cy pres funding in 

previous privacy class action settlements.1 

15. For more than 10 weeks, counsel researched, vetted and negotiated these 

organizations until the Parties reached agreement on the final seven proposed cy pres recipients on 

April 17, 2013. 

III. THIS CY PRES REMEDY EASILY SATISFIES NINTH CIRCUIT PRECEDENT 

A. Ninth Circuit Precedent 

16. For purposes of the cy pres doctrine, a class-action settlement fund is “non-

distributable” when “the proof of individual claims would be burdensome or distribution of 

damages costly.” Nachshin v. AOL, LLC, 663 F.3d 1034, 1038 (9th Cir. 2011) (quoting Six 

Mexican Workers v. Ariz. Citrus Growers, 904 F.2d 1301, 1305 (9th Cir.1990)). “The district 

court’s review of a class-action settlement that calls for a cy pres remedy is not substantively 

different from that of any other class-action settlement except that the court should not find the 

settlement fair, adequate, and reasonable unless the cy pres remedy ‘account[s] for the nature of 

the plaintiffs’ lawsuit, the objectives of the underlying statutes, and the interests of the silent class 

                                                 
1 Counsel also considered lesser known, newer and smaller organizations. 
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members....’” Lane v. Facebook, Inc., 696 F.3d 811, 819-20 (9th Cir. 2012) (quoting Nachshin, 

663 F.3d at 1036).  The “cy pres remedy must account for the nature of the plaintiffs’ lawsuit, the 

objectives of the underlying statutes, and the interests of the silent class members.” Id. at 821 

(internal quotations and citations omitted). 

17. Although a cy pres remedy must provide the “next best distribution” absent a direct 

monetary payment to absent class members, the Ninth Circuit does not require “that settling 

parties select a cy pres recipient that the court or class members would find ideal. On the contrary, 

such an intrusion into the private parties’ negotiations would be improper and disruptive to the 

settlement process.”  Id. 

B. Plaintiffs’ Criteria for Selection of Cy pres Recipients 

18. In this case, Plaintiffs allege that Google disclosed individual search queries to 

third parties via referrer headers and without user knowledge or consent.  Plaintiffs claim, among 

other things, that Google violated its own privacy policy and the Stored Communications Act of 

1986, 18 U.S.C. § 2702 (“SCA”).  (Consolidated Complaint ¶¶ 130-41.)  Plaintiffs seek 

preliminary approval of a single Settlement Class defined as follows: 
 
“Class” means all Persons in the United States who submitted a search 
query to Google at any time during the period commencing on October 
25, 2006, up to and including the date of the Notice of Proposed Class 
Action Settlement pursuant to the Notice Plan. 

(Motion at 4.) 

19. Plaintiffs estimate the proposed Settlement Class consists of over 100 million 

persons located all throughout the country. 

20. The SCA’s purpose, in relevant part, is to prevent unauthorized disclosure of 

private communications.  Plaintiffs have contended that the SCA is, like other privacy protections, 

based on a “notice and choice” approach.  “Notice” requires companies to state what data they 

collect and how they use it.  Users may then make informed “choices” about what to share with 

those companies and whether to allow those companies to share user data with third parties.  

Effective notice is a precursor to effective choice.  The notice and choice approach is challenged 

by (1) incomplete disclosures about what data is collected and how it is used; (2) misuse or 
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deliberate breach of a company’s own privacy policies; (3) third party collection, processing and 

redistribution of individual consumer data; and (4) consumers’ insufficient understanding of 

numbers (1) through (3).2 

21. With Ninth Circuit precedent in mind, Plaintiffs selected the proposed cy pres 

recipients according to the following criteria.  Cy pres recipients must: 

a. be independent and free from conflict; 

b. be qualified organizations with exemplary service records, and they must promote 

public awareness and education, and/or to support research, development, and 

initiatives, related to protecting privacy on the Internet, with an emphasis on 

consumer-facing efforts; 

c. reach and target internet users of all demographics across the country3; 

d. willing and able to provide detailed written proposals to the Court and the Class, 

and publish results of their efforts to the Court and the Class; 

e. be capable of using the funds to educate the Settlement Class about risks attendant 

with disclosing personal information to internet service providers like Google; or 

inform policy makers (both private and public) about the challenges associated with 

internet privacy and possible solutions; or develop tools allowing consumers to 

understand and control the flow of their personal information to third parties; or 

develop tools to prevent third parties from exploiting consumer data. 

22. Each of the seven proposed cy pres recipients received an email from Plaintiffs’ 

counsel substantially in the form attached hereto as Exhibit A.  The MacArthur Foundation 

declined to respond with a proposal and has dropped out of consideration.  Each of the remaining 

six proposed cy pres recipients has provided Plaintiffs’ counsel with detailed draft proposals.  In 

accordance with proposed Class Notice, when those proposals are final, they will be published on 

                                                 
2 Anecdotal evidence of this is abundant.  People’s level of awareness is not keeping up with the new ways that data is 
collected and used.  The scale of data collection or relationships that can be determined from it are not always obvious 
or adequately explained to the people who feature in the data.  A number of legislative efforts are underway to address 
these problems, including the proposed Consumer Privacy Bill of Rights.  See “Consumer Data Privacy in a 
Networked World” attached hereto as Exhibit B. 
3 This criteria applies to all the cy pres recipients taken together as a group. 
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the settlement website and available to the Court and the Class.  (Motion at 22.)  This date is 

calculated to give Class members at least thirty days before the opt-out deadline, and at least 

thirty-nine days before the deadline to submit objections, to consider the detailed proposals. 

23. For the purposes of this supplemental declaration, each proposed cy pres recipient 

has submitted a brief executive summary, attached hereto as Exhibits C-H.4 

24. Once the proposed cy pres distribution is approved, no representative of either 

Party, Plaintiffs or Defendant, or their respective counsel, will have any involvement whatsoever 

with the programs.  At that point, the cy pres organizations themselves will have full discretion, 

within the confines of the settlement and their approved proposals, to use the cy pres funding as 

they deem appropriate. 

C. The Six Cy Pres Recipients Have Exemplary Track Records 

25. Each of the six entities proposed to receive cy pres funding has a record of service 

in addressing the types of wrongs alleged, and in advancing the SCA.   

26. Each cy pres recipient has demonstrated a high degree of independence and 

possesses a background geared towards advancing internet privacy. 

27. The proposed recipients are located throughout the country, and many have a 

national presence and scope. 

D. The Proposals Are Closely Related to the Subject Matter of the Complaint and 

the Interests of the Class 

28. The executive summaries attached hereto reflect a diverse and thoughtful response 

to the problems posed in this litigation by some of the leading institutions in online privacy.  Each 

of the proposed recipients reviewed the complaint and crafted specific proposals aimed at 

remedying the wrongs alleged, and reaching the Settlement Class. 

29. Education is a key component of the proposals. Educating members of the class 

about when, how and how often information they submit to internet service providers is disclosed 

to third parties is an important first step in arming consumers with the knowledge necessary to 

                                                 
4 Because they are not yet finalized, the proposals are subject to change. 
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protect privacy.  In the case of search engines like Google, consumers who understand that their 

search queries may be disclosed and identifiable may modify their behavior, either by exercising 

care when entering search queries or by not using search engines at all.5 

30. Policy work is another key component of the proposals.  Privacy statutes must 

balance the right to privacy with the business opportunities presented by recent technological 

advancements and consumer adoption.  And privacy statutes must be accompanied by effective 

enforcement options.  Bringing together lawmakers, business leaders, academics and consumer 

advocates will give stakeholders an important platform to create a better blueprint for privacy in 

the information age. 

31. Technology is also a key component of the proposals.  Consumers need easy-to-use 

tools that help them understand the “who, what, when, where and why” related their personal 

information.  Armed with specific knowledge of what is happening with their data, sometimes on 

a real-time basis and with specificity, consumers can make better decisions about how to protect 

their privacy.  Consumers will also benefit from technology aimed at policing whether service 

providers adhere to their privacy policies, or technology intended to disrupt the ability of bad 

actors to engage in privacy violations. 

E. Accountability and Transparency 

32. Plaintiffs’ counsel designed the cy pres remedy to increase accountability and 

transparency without necessitating an ongoing role for either Party.  The goal is for the Court and 

the Class to have complete and specific information about how the cy pres funds will be used.6  

And by including a reporting requirement, the cy pres entities themselves have a reputational 

incentive to adhere to the proposals and achieve a successful outcome. 

33. The published cy pres proposals will include detailed budgets earmarking funds for 

specific use.  Very little of the funding is expected to go to general overhead.  The published 

                                                 
5 Around October 18, 2011, Google announced a change in policy for how it handled search queries.  For many users 
under certain circumstances, Google would proactively scrub out search queries from the referred headers transmitted 
to third parties. 
6 The proposed Class Notice clearly and conspicuously states that class members should check the website for the 
final proposals no later than 60 days after Preliminary Approval.  Section 5, Exhibit K. 

Case5:10-cv-04809-EJD   Document61   Filed09/13/13   Page8 of 98



1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

 
 

NASSIRI SUPPLEMENTAL DECLARATION 
  8 5:10-CV-04809 

proposals will also include metrics for measuring the results of each cy pres program.  The 

reporting requirement is expected to ensure that each organization acts consistently with its 

proposal, and makes it reasonably certain that the cy pres funds will actually benefit the Class. 

Reporting should also restore public confidence that cy pres settlements are beneficial when direct 

compensation is not available.  Finally, this process will provide a reliable and useful benchmark 

by which these cy pres entitles can be measured in future cy pres settlements. 

IV. CONCLUSION 

34. This cy pres remedy has been crafted in accordance with Ninth Circuit precedent.  

Each proposed recipient of cy pres funds has an exemplary record in advancing privacy interests 

of the type raised in this litigation.  By requiring the submission of detailed proposals and results 

reporting, there is a high degree of transparency and accountability.  In conclusion, the proposed 

settlement will address the objectives of the underlying statutes, target the plaintiff class, and 

provide reasonable certainty that members of the Class will be benefitted. 

 

 

I declare under penalty of perjury under the laws of the United States of America that the 

foregoing is true and correct. 

 
 
Dated: September 13, 2013 NASSIRI & JUNG LLP 

 
 
/s/ Kassra P. Nassiri   
Kassra P. Nassiri 
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Dear [potential cy pres recipient], 
 
It was nice speaking with you yesterday.  As we discussed, we are focusing on accountability 
and transparency in several ways.  First, we would like you to provide a detailed proposal of how 
you would utilize an award of cy pres funds.  In making allocation decisions between potential 
cy pres recipients, we will give preference to specific projects over general operations.  Your 
written proposals will allow us, the Court and the Class to make informed decisions about how to 
allocate cy pres funds in a manner most likely to benefit the Class.  Second, we will ask you to 
propose a methodology for evaluating the effectiveness of your program, and to make your 
results publicly available.   
 
The Court is scheduled to hear our motion for preliminary approval of the settlement on August 
23.  We expect that the Court will preliminarily approve the settlement and give us the green 
light to send notice of this proposed settlement to the Class.  Should the Court accept our 
proposed timeline, we have roughly until the end of October to finalize and publish the proposed 
allocation of cy pres funds.  That deadline should give us ample time to work with you and the 
other proposed cy pres recipients to reach a final allocation.  Should the settlement be finally 
approved, we expect the cy pres funds to be distributed around May 2014. 
 
We invite you to provide us with a written proposal of how you intend to use cy pres funds.  We 
won’t know the exact amount of total funds available for cy pres until the Court gives final 
approval.  (As you know, the Court may not approve the settlement at all, and there might not be 
any funds available.)  But we can be reasonably certain that at least $5 million will be available 
for the cy pres recipients.  Currently, we have identified seven potential recipients (including 
you), but the final number of cy pres recipients may be more or less than seven.  For purposes of 
your proposal, you should assume that between $100,000 and $1 million will be available to 
your organization.  I understand that this is a broad range, and it might require you to be flexible 
in your presentation.  You could, for example, propose two programs—one at a smaller funding 
amount, and the other at a larger amount.  Or you might present a project that can be easily 
scaled up or down, according to the final funding amount.  We would also entertain funding an 
existing project. 
 
While we don’t intend to make this process unnecessarily burdensome, we would appreciate a 
reasonable amount of detail in your proposal.  Consider including the following information in 
your proposal— 
 

 A brief history of your organization, achievements, accolades, mission statements and 
purpose, and current projects related to issues presented here; 

 Notable affiliations and potential conflicts; 
 Verification of tax status, list of current board members (include member affiliations and 

other pertinent info), key staff including titles and main functions, IRS Form 990 if 
applicable; 

 Need you can address, or opportunity you perceive related to the litigation and 
settlement; how this is related to your organization’s mission; 

 General methodology, plan of action; include a timeline of activities,  how you would 
staff the project, milestones, etc.; 
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 Benefits and value to be imparted to your target group (the benefits should have a close 
relation to the issues raised in the complaint); 

 Demographics of your target group (the target group should be closely aligned with the 
Class); 

 Risks and opportunities to expand the program; 
 Specific objectives and deliverables, and whether they are measurable; methods to 

measure and evaluate, including the information needed and how it will be collected; 
whether any representative, reliable and illustrative feedback from Class will be 
collected; 

 How outcome and effectiveness will be reported to the Class; commitment to report 
results to the Class;  

 How much funding is required, how it will be spent, and whether outside funding is 
required; include line items related to program activities and objectives, staff salaries and 
benefits, money paid to third parties, and any amount allocated to overheard; identify cost 
contingencies. 

 
Although this is a formal process, there is also a considerable amount of flexibility.  We expect 
this process to be somewhat iterative and cooperative, so please do not hesitate to call me as 
often as you wish.  Please also feel free to send me preliminary or draft proposals. 
 
We look forward to working with you on this exciting and important settlement. 
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2011 U.S.  IN TELLECT UA L PROPERT Y 
ENFORCEMEN T COOR DINATOR

 A N N UA L R EPORT ON 
IN TELLECT UA L PROPERT Y 

ENFORCEMEN T

COV ER T ITLE HER E

F E B R UA R Y  2 0 1 2

2011 U.S.  IN TELLECT UA L PROPERT Y 
ENFORCEMEN T COOR DINATOR

 A N N UA L R EPORT ON 
IN TELLECT UA L PROPERT Y 

ENFORCEMEN T

CONSU MER DATA PR IVACY  
IN A NET WOR K ED WOR LD:

A FR A MEWOR K FOR PROTECT ING 
PR IVACY A ND PROMOT ING IN NOVAT ION 

IN T HE GLOBA L DIGITA L ECONOM Y

Case5:10-cv-04809-EJD   Document61   Filed09/13/13   Page14 of 98



February 23, 2012

Americans have always cherished our privacy. From the birth of our republic, we assured ourselves protection against 
unlawful intrusion into our homes and our personal papers. At the same time, we set up a postal system to enable 
citizens all over the new nation to engage in commerce and political discourse. Soon after, Congress made it a crime 
to invade the privacy of the mails. And later we extended privacy protections to new modes of communications 
such as the telephone, the computer, and eventually email. 

Justice Brandeis taught us that privacy is the “right to be let alone,” but we also know that privacy is about much 
more than just solitude or secrecy. Citizens who feel protected from misuse of their personal information feel free 
to engage in commerce, to participate in the political process, or to seek needed health care. This is why we have 
laws that protect financial privacy and health privacy, and that protect consumers against unfair and deceptive 
uses of their information. This is why the Supreme Court has protected anonymous political speech, the same right 
exercised by the pamphleteers of the early Republic and today’s bloggers. 

Never has privacy been more important than today, in the age of the Internet, the World Wide Web and smart phones.  
In just the last decade, the Internet has enabled a renewal of direct political engagement by citizens around the 
globe and an explosion of commerce and innovation creating jobs of the future. Much of this innovation is enabled 
by novel uses of personal information. So, it is incumbent on us to do what we have done throughout history: apply 
our timeless privacy values to the new technologies and circumstances of our times. 

I am pleased to present this new Consumer Privacy Bill of Rights as a blueprint for privacy in the information age. 
These rights give consumers clear guidance on what they should expect from those who handle their personal 
information, and set expectations for companies that use personal data. I call on these companies to begin immedi-
ately working with privacy advocates, consumer protection enforcement agencies, and others to implement these 
principles in enforceable codes of conduct. My Administration will work to advance these principles and work with 
Congress to put them into law. With this Consumer Privacy Bill of Rights, we offer to the world a dynamic model of 
how to offer strong privacy protection and enable ongoing innovation in new information technologies.

One thing should be clear, even though we live in a world in which we share personal information more freely than in 
the past, we must reject the conclusion that privacy is an outmoded value. It has been at the heart of our democracy 
from its inception, and we need it now more than ever.

THE WHITE HOUSE

WASHINGTON
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Foreword

Trust is essential to maintaining the social and economic benefits that networked technologies bring to 
the United States and the rest of the world. With the confidence that companies will handle information 
about them fairly and responsibly, consumers have turned to the Internet to express their creativity, 
join political movements, form and maintain friendships, and engage in commerce. The Internet’s 
global connectivity means that a single innovator’s idea can grow rapidly into a product or service that 
becomes a daily necessity for hundreds of millions of consumers. American companies lead the way in 
providing these technologies, and the United States benefits through job creation and economic growth 
as a result. Our continuing leadership in this area depends on American companies’ ability to earn and 
maintain the trust of consumers in a global marketplace.

Privacy protections are critical to maintaining consumer trust in networked technologies. When con-
sumers provide information about themselves—whether it is in the context of an online social network 
that is open to public view or a transaction involving sensitive personal data—they reasonably expect 
companies to use this information in ways that are consistent with the surrounding context. Many 
companies live up to these expectations, but some do not. Neither consumers nor companies have a 
clear set of ground rules to apply in the commercial arena. As a result, it is difficult today for consumers 
to assess whether a company’s privacy practices warrant their trust.

The consumer data privacy framework in the United States is, in fact, strong. This framework rests on 
fundamental privacy values, flexible and adaptable common law protections and consumer protection 
statutes, Federal Trade Commission (FTC) enforcement, and policy development that involves a broad 
array of stakeholders. This framework has encouraged not only social and economic innovations based 
on the Internet but also vibrant discussions of how to protect privacy in a networked society involving 
civil society, industry, academia, and the government. The current framework, however, lacks two ele-
ments: a clear statement of basic privacy principles that apply to the commercial world, and a sustained 
commitment of all stakeholders to address consumer data privacy issues as they arise from advances 
in technologies and business models. 

To address these issues, the Administration offers Consumer Data Privacy in a Networked World. At the 
center of this framework is a Consumer Privacy Bill of Rights, which embraces privacy principles recog-
nized throughout the world and adapts them to the dynamic environment of the commercial Internet. 
The Administration has called for Congress to pass legislation that applies the Consumer Privacy Bill 
of Rights to commercial sectors that are not subject to existing Federal data privacy laws. The Federal 
Government will play a role in convening discussions among stakeholders—companies, privacy and 
consumer advocates, international partners, State Attorneys General, Federal criminal and civil law 
enforcement representatives, and academics—who will then develop codes of conduct that imple-
ment the Consumer Privacy Bill of Rights. Such practices, when publicly and affirmatively adopted by 
companies subject to Federal Trade Commission jurisdiction, will be legally enforceable by the FTC. The 
United States will engage with our international partners to create greater interoperability among our 
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respective privacy frameworks. This will provide more consistent protections for consumers and lower 
compliance burdens for companies.

Of course, this framework is just a beginning. Starting now, the Administration will work with and 
encourage stakeholders, including the private sector, to implement the Consumer Privacy Bill of Rights. 
The Administration will also work with Congress to write these flexible, general principles into law. 
The Administration is ready to do its part as a convener to achieve privacy protections that preserve 
consumer trust and promote innovation.
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Executive Summary

Strong consumer data privacy protections are essential to maintaining consumers’ trust in the tech-
nologies and companies that drive the digital economy. The existing framework in the United States 
effectively addresses some privacy issues in our increasingly networked society, but additional protec-
tions are necessary to preserve consumer trust. The framework set forth in this document will provide 
these protections while promoting innovation. 

The Administration’s framework consists of four key elements: A Consumer Privacy Bill of Rights, a 
multistakeholder process to specify how the principles in the Consumer Privacy Bill of Rights apply in 
particular business contexts, effective enforcement, and a commitment to increase interoperability with 
the privacy frameworks of our international partners. 

 • A Consumer Privacy Bill of Rights

This document sets forth a Consumer Privacy Bill of Rights that, in the Administration’s view, 
provides a baseline of clear protections for consumers and greater certainty for companies. The 
Administration will encourage stakeholders to implement the Consumer Privacy Bill of Rights 
through codes of conduct and will work with Congress to enact these rights through legislation. 
The Consumer Privacy Bill of Rights applies comprehensive, globally recognized Fair Information 
Practice Principles (FIPPs) to the interactive and highly interconnected environment in which 
we live and work today. Specifically, it provides for:

 − Individual Control: Consumers have a right to exercise control over what personal data 
companies collect from them and how they use it.

 − Transparency: Consumers have a right to easily understandable and accessible information 
about privacy and security practices.

 − Respect for Context: Consumers have a right to expect that companies will collect, use, and 
disclose personal data in ways that are consistent with the context in which consumers 
provide the data.

 − Security: Consumers have a right to secure and responsible handling of personal data.

 − Access and Accuracy: Consumers have a right to access and correct personal data in usable 
formats, in a manner that is appropriate to the sensitivity of the data and the risk of adverse 
consequences to consumers if the data is inaccurate.

 − Focused Collection: Consumers have a right to reasonable limits on the personal data that 
companies collect and retain.

 − Accountability: Consumers have a right to have personal data handled by companies with 
appropriate measures in place to assure they adhere to the Consumer Privacy Bill of Rights.
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The Consumer Privacy Bill of Rights provides general principles that afford companies discre-
tion in how they implement them. This flexibility will help promote innovation. Flexibility will 
also encourage effective privacy protections by allowing companies, informed by input from 
consumers and other stakeholders, to address the privacy issues that are likely to be most 
important to their customers and users, rather than requiring companies to adhere to a single, 
rigid set of requirements. 

Enacting the Consumer Privacy Bill of Rights through Federal legislation would increase legal 
certainty for companies, strengthen consumer trust, and bolster the United States’ ability to 
lead consumer data privacy engagements with our international partners. Even if Congress 
does not pass legislation, the Consumer Privacy Bill of Rights will serve as a template for privacy 
protections that increase consumer trust on the Internet and promote innovation.

 • Fostering Multistakeholder Processes to Develop Enforceable Codes of Conduct

The Administration’s framework outlines a multistakeholder process to produce enforceable 
codes of conduct that implement the Consumer Privacy Bill of Rights. The Administration will 
convene open, transparent forums in which stakeholders who share an interest in specific 
markets or business contexts will work toward consensus on appropriate, legally enforceable 
codes of conduct. Private sector participation will be voluntary and companies ultimately will 
choose whether to adopt a given code of conduct. The participation of a broad group of stake-
holders, including consumer groups and privacy advocates, will help to ensure that codes of 
conduct lead to privacy solutions that consumers can easily use and understand. A single code 
of conduct for a given market or business context will provide consumers with more consistent 
privacy protections than is common today, when privacy practices and the information that 
consumers receive about them varies significantly from company to company.

 • Strengthening FTC Enforcement

FTC enforcement is critical to ensuring that companies are accountable for adhering to their 
privacy commitments. Enforcement is also critical to ensuring that responsible companies are 
not disadvantaged by competitors who would play by different rules. As part of consumer 
data privacy legislation, the Administration encourages Congress to provide the FTC (and State 
Attorneys General) with specific authority to enforce the Consumer Privacy Bill of Rights.

 • Improving Global Interoperability

The Administration’s framework embraces the goal of increased international interoperability 
as a means to provide consistent, low-barrier rules for personal data in the user-driven and 
decentralized Internet environment. The two principles that underlie our approach to interoper-
ability are mutual recognition and enforcement cooperation. Mutual recognition depends on 
effective enforcement and well-defined accountability mechanisms. Multistakeholder processes 
can provide scalable, flexible means of developing codes of conduct that simplify companies’ 
compliance obligations. Enforcement cooperation helps to ensure that countries are able to 
protect their citizens’ rights when personal data crosses national boundaries. These approaches 
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will guide United States efforts to clarify data protections globally while ensuring the flexibility 
that is critical to innovation in the commercial world. 

The Administration will implement this framework without delay. In the coming months, the Department 
of Commerce will work with other Federal agencies to convene stakeholders, including our international 
partners, to develop enforceable codes of conduct that build on the Consumer Privacy Bill of Rights. 
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I. Introduction: Building on the Strength of 
the U.S. Consumer Data Privacy Framework

The Internet is integral to economic and social life in the United States and throughout the world. 
Networked technologies offer individuals nearly limitless ways to express themselves, form social 
connections, transact business, and organize politically. Networked technologies also spur innovation, 
enable new business models, and facilitate consumers’ and companies’ access to information, products, 
and services markets across the world. 

An abundance of data, inexpensive processing power, and increasingly sophisticated analytical tech-
niques drive innovation in our increasingly networked society. Political organizations and candidates 
for public office build powerful campaigns on data that individuals share about themselves and their 
political preferences. Data from social networks allows journalists and individuals to report and follow 
newsworthy events around the world as they unfold. Data plays a key role in the ability of government 
to stop identity thieves and protect public safety. Researchers use sets of medical data to identify public 
health issues and probe the causes of human diseases. Network operators use data from communica-
tions networks to identify events ranging from a severed fiber optic cable to power outages and the 
acts of malicious intruders. In addition, personal data fuels an advertising marketplace that brings many 
online services and sources of content to consumers for free.  

Strengthening consumer data privacy protections in the United States is an important Administration 
priority.1 Americans value privacy and expect protection from intrusions by both private and govern-
mental actors. Strong privacy protections also are critical to sustaining the trust that nurtures Internet 
commerce and fuels innovation. Trust means the companies and technical systems on which we depend 
meet our expectations for privacy, security, and reliability.2 In addition, United States leadership in 
consumer data privacy can help establish more flexible, innovation-enhancing privacy models among 
our international partners.3

1.  This framework is concerned solely with how private-sector entities handle personal data in commercial 
settings. A separate set of constitutional and statutory protections apply to the government’s access to data that is in the 
possession of private parties. In addition, the Privacy Act of 1974, Pub. L. No. 93-579 (5 U.S.C. § 552a), and implementing 
guidance from the Office of Management and Budget, available at http://www.whitehouse.gov/omb/privacy_general, 
govern the Federal government’s handling of personally identifiable information. Both of these areas are beyond the 
scope of this document.

2.  Throughout this document, “company” means any organization, corporation, trust, partnership, sole 
proprietorship, unincorporated association, or venture established to make a profit, or nonprofit entity, that collects, 
uses, discloses, stores, or transfers personal data in interstate commerce, to the extent such organizations are not subject 
to existing Federal data privacy laws.

3.  See, e.g., Remarks of Secretary of State Hillary Rodham Clinton, Release of Administration’s International Strategy 
for Cyberspace (May 2011) (“Many of you representing the governments of other countries, as well as the private sector 
or foundations or civil society groups, share our commitment to ensuring that the Internet remains open, secure, free, 
not only for the 2 billion people who are now offline, but for the billions more who will be online in the years ahead.”).
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Preserving trust in the Internet economy protects and enhances substantial economic activity.4 Online 
retail sales in the United States total $145 billion annually.5 New uses of personal data in location 
services, protected by appropriate privacy and security safeguards, could create important business 
opportunities.6 Moreover, the United States is a world leader in exporting cloud computing, location-
based services, and other innovative services. To preserve these economic benefits, consumers must 
continue to trust networked technologies. Strengthening consumer data privacy protections will help 
to achieve this goal.

Preserving trust also is necessary to realize the full social and cultural benefits of networked technolo-
gies. When companies use personal data in ways that are inconsistent with the circumstances under 
which consumers disclosed the data, however, they may undermine trust. For example, individuals who 
actively share information with their friends, family, colleagues, and the general public through websites 
and online social networking sites may not be aware of the ways those services, third parties, and their 
own associates may use information about them. Unauthorized disclosure of sensitive information can 
violate individual rights, cause injury or discrimination based on sensitive personal attributes, lead to 
actions and decisions taken in response to misleading or inaccurate information, and contribute to costly 
and potentially life-disrupting identity theft.7 Protecting Americans’ privacy by preventing identity theft 
and prosecuting identity thieves is an important focus for the Administration.

The existing consumer data privacy framework in the United States is flexible and effectively addresses 
some consumer data privacy challenges in the digital age. This framework consists of industry best 
practices, FTC enforcement, and a network of chief privacy officers and other privacy professionals 
who develop privacy practices that adapt to changes in technology and business models and create 
a growing culture of privacy awareness within companies. Much of the personal data used on the 
Internet, however, is not subject to comprehensive Federal statutory protection, because most Federal 
data privacy statutes apply only to specific sectors, such as healthcare, education, communications, 
and financial services or, in the case of online data collection, to children. The Administration believes 
that filling gaps in the existing framework will promote more consistent responses to privacy concerns 
across the wide range of environments in which individuals have access to networked technologies and 
in which a broad array of companies collect and use personal data. The Administration, however, does 
not recommend modifying the existing Federal statutes that apply to specific sectors unless they set 
inconsistent standards for related technologies. Instead, the Administration supports legislation that 
would supplement the existing framework and extend baseline protections to the sectors that existing 
Federal statutes do not cover. 

4.  President Barack Obama, International Strategy for Cyberspace, at 8, May 2011,  
http://www.whitehouse.gov/sites/default/files/rss_viewer/international_strategy_for_cyberspace.pdf. 

5.  U.S. Census Bureau, E-Stats, May 26, 2011, http://www.census.gov/econ/estats/2009/2009reportfinal.pdf, at 1.
6.  McKinsey Global Institute, Big Data: The Next Frontier for Innovation, Competition, and Productivity, at 94-95, May 

2011, http://www.mckinsey.com/mgi/publications/big_data/pdfs/MGI_big_data_full_report.pdf. The National Institute 
of Standards and Technology (NIST) has identified five essential characteristics of cloud computing: on-demand self-
service, broad network access, resource pooling, rapid elasticity, and measured service. Peter Mell and Tim Gance, The 
NIST Definition of Cloud Computing, version 15, Oct. 7, 2009,  
http://csrc.nist.gov/groups/SNS/cloud-computing/cloud-def-v15.doc.

7.  Recently, identity theft alone was estimated to cause economic losses of more than $15 billion in a single year. 
Fed. Trade Comm’n, 2006 Identity Theft Survey Report (2007), available at  
http://www.ftc.gov/os/2007/11/SynovateFinalReportIDTheft2006.pdf.
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The comprehensive consumer data privacy framework set forth here will provide clearer protections 
for consumers. It will also provide greater certainty for companies while promoting innovation and 
minimizing compliance costs (consistent with the goals of Executive Order 13563, “Improving Regulation 
and Regulatory Review”). The framework provides consumers who want to understand and control 
how personal data flows in the digital economy with better tools to do so. The proposal ensures that 
companies striving to meet consumers’ expectations have more effective ways of engaging consumers 
and policymakers. This will help companies to determine which personal data practices consumers find 
unobjectionable and which ones they find invasive. Finally, the Administration’s consumer data privacy 
framework improves our global competitiveness by promoting international policy frameworks that 
reflect how consumers and companies actually use networked technologies.

As a world leader in Internet innovation, the United States has both the responsibility and incentive to 
help establish forward-looking privacy policy models that foster innovation and preserve basic privacy 
rights. The Administration’s framework for consumer data privacy offers a path toward achieving these 
goals. It is based on the following key elements:

 • A Consumer Privacy Bill of Rights, setting forth individual rights and corresponding obliga-
tions of companies in connection with personal data. These consumer rights are based on 
U.S.-developed and globally recognized Fair Information Practice Principles (FIPPs), articulated 
in terms that apply to the dynamic environment of the Internet age;

 • Enforceable codes of conduct, developed through multistakeholder processes, to form 
the basis for specifying what the Consumer Privacy Bill of Rights requires in particular business 
contexts;

 • Federal Trade Commission (FTC) enforcement of consumers’ data privacy rights through its 
authority to prohibit unfair or deceptive acts or practices; and

 • Increasing global interoperability between the U.S. consumer data privacy framework and 
other countries’ frameworks, through mutual recognition, the development of codes of conduct 
through multistakeholder processes, and enforcement cooperation can reduce barriers to the 
flow of information. 

Consumer Data Privacy in a Networked World builds on the recommendations of the Department of 
Commerce Internet Policy Task Force’s December 2010 report, Commercial Data Privacy and Innovation 
in the Internet Economy: A Dynamic Policy Framework (“Privacy and Innovation Green Paper”).8 The 
Internet Policy Task Force developed the recommendations in the Privacy and Innovation Green Paper by 
engaging with stakeholders—companies, trade groups, privacy advocates, academics, State Attorneys 
General, Federal civil and criminal law enforcement representatives, and international partners—through 
a public symposium, written comments, public speeches and presentations, and informal meetings. 
More than 100 stakeholders subsequently submitted written comments on the Privacy and Innovation 
Green Paper. These comments provided the Administration with invaluable feedback during the devel-
opment of Consumer Data Privacy in a Networked World. The Administration gratefully acknowledges 
the time and resources stakeholders devoted to this issue. Their ongoing engagement will be critical 
to implementing the framework successfully.

8. Department of Commerce, Commercial Data Privacy and Innovation in the Internet Economy:  Dynamic Policy 
Framework, Dec. 2010, available at http://www.ntia.doc.gov/report/2010/commercial-data-privacy-and-innovation-
internet-economy-dynamic-policy-framework.
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II. Defining a Consumer 
Privacy Bill of Rights

Strengthening consumer data privacy protections and promoting innovation require privacy protec-
tions that are comprehensive, actionable, and flexible. The United States pioneered the FIPPs in the 
1970s, and they have become the globally recognized foundations for privacy protection. The United 
States has embraced FIPPs by incorporating them into sector-specific privacy laws and applying them to 
personal data that Federal agencies collect. FIPPs also are a foundation for numerous international data 
privacy frameworks.9 These principles continue to provide a solid foundation for consumer data privacy 
protection, despite far-reaching changes in companies’ ability to collect, store, and analyze personal data. 

The Consumer Privacy Bill of Rights applies FIPPs to an environment in which processing of data about 
individuals is far more decentralized and pervasive than it was when FIPPs were initially developed. 
Large corporations and government agencies collecting information for relatively static databases are 
no longer typical of personal data collectors and processors. The world is far more varied and dynamic. 
Companies process increasing quantities of personal data for a widening array of purposes.  Consumers 
increasingly exchange personal data in active ways through channels such as online social networks and 
personal blogs. The reuse of personal data can be an important source of innovation that brings benefits 
to consumers but also raises difficult questions about privacy. The central challenge in this environment 
is to protect consumers’ privacy expectations while providing companies with the certainty they need 
to continue to innovate.10

To meet this challenge, the Consumer Privacy Bill of Rights carries FIPPs forward in two ways. First, it 
affirms a set of consumer rights that inform consumers of what they should expect of companies that 
handle personal data. The Consumer Privacy Bill of Rights also recognizes that consumers have certain 
responsibilities to protect their privacy as they engage in an increasingly networked society. Second, the 
Consumer Privacy Bill of Rights reflects the FIPPs in a way that emphasizes the importance of context in 
their application.11 Key elements of context include the goals or purposes that consumers can expect 

9.  As noted in the Privacy and Innovation Green Paper (p. 11):

In 1973, the Department of Health, Education, and Welfare (HEW) released its report, Records, 
Computers, and the Rights of Citizens, which outlined a Code of Fair Information Practices 
that would create “safeguard requirements” for certain “automated personal data systems” 
maintained by the Federal Government. This Code of Fair Information Practices, now 
commonly referred to as fair information practice principles (FIPPs), established the framework 
on which much privacy policy would be built.

Examples of FIPPs-based international frameworks include the Organisation for Economic Co-operation and 
Development Guidelines on the Protection of Privacy and Transborder Flows of Personal Data and the Asia-Pacific Economic 
Cooperation Privacy Framework. The Privacy and Innovation Green Paper proposed for consideration the following set of 
FIPPs: transparency, individual participation, purpose specification, data minimization, use limitation, data quality and 
integrity, security, and accountability and auditing.

10.  As the Privacy and Innovation Green Paper noted, “New devices and applications allow the collection and use 
of personal information in ways that, at times, can be contrary to many consumers’ privacy expectations.” Department of 
Commerce, Privacy and Innovation Green Paper, at i (statement of Commerce Secretary Gary Locke).

11.  For a comparison of the Consumer Privacy Bill of Rights to other statements of the FIPPs, see Appendix B.
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to achieve by using a company’s products or services, the services that the companies actually provide, 
the personal data exchanges that are necessary to provide these services, and whether a company’s 
customers include children and adolescents. Context should shape the balance and relative emphasis 
of particular principles in the Consumer Privacy Bill of Rights. 

The Consumer Privacy Bill of Rights advances these objectives by holding that consumers have a right to:

 • Individual Control

 • Transparency

 • Respect for Context

 • Security

 • Access and Accuracy

 • Focused Collection 

 • Accountability

The Consumer Privacy Bill of Rights applies to commercial uses of personal data. This term refers to any 
data, including aggregations of data, which is linkable to a specific individual.12 Personal data may include 
data that is linked to a specific computer or other device. For example, an identifier on a smartphone 
or family computer that is used to build a usage profile is personal data. This definition provides the 
flexibility that is necessary to capture the many kinds of data about consumers that commercial entities 
collect, use, and disclose. 

The remainder of this section provides the full statement of the Consumer Privacy Bill of Rights and 
explains the rationale for the rights and obligations under each principle.

12.  This definition is similar to the Federal Government’s definition of “personally identifiable information”:

[I]nformation that can be used to distinguish or trace an individual’s identity, either alone or 
when combined with other personal or identifying information that is linked or linkable to a 
specific individual. The definition of PII is not anchored to any single category of information or 
technology. Rather, it requires a case-by-case assessment of the specific risk that an individual 
can be identified.

Peter R. Orszag, Memorandum for the Heads of Executive Departments and Agencies, Guidance for Agency Use of 
Third-Party Websites and Applications, at 8 (Appendix), June 25, 2010,  
http://www.whitehouse.gov/sites/default/files/omb/assets/memoranda_2010/m10-23.pdf. 
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1. Individual Control: Consumers have a right to exercise control over what personal 
data companies collect from them and how they use it. Companies should provide 
consumers appropriate control over the personal data that consumers share with oth-
ers and over how companies collect, use, or disclose personal data. Companies should 
enable these choices by providing consumers with easily used and accessible mechanisms 
that reflect the scale, scope, and sensitivity of the personal data that they collect, use, 
or disclose, as well as the sensitivity of the uses they make of personal data. Companies 
should offer consumers clear and simple choices, presented at times and in ways that 
enable consumers to make meaningful decisions about personal data collection, use, and 
disclosure. Companies should offer consumers means to withdraw or limit consent that 
are as accessible and easily used as the methods for granting consent in the first place. 

The Individual Control principle has two dimensions. First, at the time of collection, companies should 
present choices about data sharing, collection, use, and disclosure that are appropriate for the scale, 
scope, and sensitivity of personal data in question. For example, companies that have access to signifi-
cant portions of individuals’ Internet usage histories, such as search engines, ad networks, and online 
social networks, can build detailed profiles of individual behavior over time. These profiles may be 
broad in scope and large in scale, and they may contain sensitive information, such as personal health 
or financial data.13 In these cases, choice mechanisms that are simple and prominent and offer fine-
grained control of personal data use and disclosure may be appropriate. By contrast, services that do 
not collect information that is reasonably linkable to individuals may offer accordingly limited choices. 

In any event, a company that deals directly with consumers should give them appropriate choices about 
what personal data the company collects, irrespective of whether the company uses the data itself or 
discloses it to third parties. When consumer-facing companies contract with third parties that gather 
personal data directly from consumers (as is the case with much online advertising), they should be 
diligent in inquiring about how those third parties use personal data and whether they provide consum-
ers with appropriate choices about collection, use, and disclosure. The Administration also encourages 
consumer-facing companies to act as stewards of personal data that they and their business partners 
collect from consumers. Consumer-facing companies should seek ways to recognize consumer choices 
through mechanisms that are simple, persistent, and scalable from the consumer’s perspective.

Third parties should also offer choices about personal data collection that are appropriate for the scale, 
scope, and sensitivity of data they collect. The focal point for much of the debate about third-party 
personal data collection in recent years is online behavioral advertising—the practice of collecting 

13.  “Scope” refers to the range of activities or interests as well as the time period that is reflected in a dataset. 
“Scale” refers to the number of individuals whose activities are in a dataset.
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information about consumers’ online interests in order to deliver targeted advertising to them.14 This 
system of advertising revolves around ad networks that can track individual consumers—or at least 
their devices—across different websites. When organized according to unique identifiers, this data can 
provide a potentially wide-ranging view of individual use of the Internet. These individual behavioral 
profiles allow advertisers to target ads based on inferences about individual interests, as revealed by 
Internet use. Targeted ads are generally more valuable and efficient than purely contextual ads and 
provide revenue that supports an array of free online content and services. 15 However, many consumers 
and privacy advocates find tracking and the advertising practices that it enables invade their expecta-
tions of privacy.16

The Administration recognizes that the ultimate uses of personal data that third parties, such as ad 
networks, collect affect the privacy interests at stake. As a result, these uses of personal data should 
help to shape the range of appropriate individual control options. For example, a company that uses 
personal data only to calculate statistics about how consumers use its services may not implicate sig-
nificant consumer privacy interests and may not need to provide consumers with ways to prevent data 
collection for this purpose. Even if the company collects and stores some personal data for some uses, 
it may not need to provide consumers with a sophisticated array of choices about collection. In the case 
of online advertising, for instance, verifying ad delivery and preventing a consumer from seeing the 
same ad many times over may require some personal data collection. But personal data collected only 
for these statistical purposes may not require the assembly of extensive, long-lived individual profiles 
and may not require extensive options for control. 

Innovative technology can help to expand the range of user control. It is increasingly common for 
Internet companies that have direct relationships with consumers to offer detailed privacy settings that 
allow individuals to exercise greater control over what personal data the companies collect, and when. 
In addition, privacy-enhancing technologies such as the “Do Not Track” mechanism allow consumers 
to exercise some control over how third parties use personal data or whether they receive it at all. For 
example, prompted by the FTC,17 members of the online advertising industry developed self-regulatory 
principles based on the FIPPs, a common interface to alert consumers of the presence of third party ads 
and to direct them to more information about the relevant ad network, and a common mechanism to 

14.  See FTC, Self-Regulatory Principles for Online Behavioral Advertising (staff report), at 2, Feb. 2009 (stating 
that online behavioral advertising “involves the tracking of consumers’ online activities in order to deliver tailored 
advertising”).

15.  According to one study, behaviorally targeted ads are worth significantly more than non-targeted ads. See 
Howard Beales, The Value of Behavioral Targeting, at 3, Mar. 24, 2010 (finding, based on data provided by ad networks, 
that behaviorally targeted ad rates in 2009 were 2.68 times greater than non-targeted ad rates),  
http://www.networkadvertising.org/pdfs/Beales_NAI_Study.pdf; FTC, Protecting Consumer Privacy in an Era of Rapid 
Change: A Proposed Framework for Businesses and Policymakers (preliminary staff report), at 24, Dec. 2010 (reporting that 
FTC privacy roundtable participants discussed that “the more information that is known about a consumer, the more a 
company will pay to deliver a precisely-targeted advertisement to him”) (“FTC Staff Report”).

16.  See Aleecia M. McDonald and Lorrie Faith Cranor, Americans’ Attitudes About Internet Behavioral Advertising 
Practices, Proceedings of the 9th Annual ACM Workshop on Privacy in the Electronic Society (WPES) (2010).

17.  See generally FTC, Self-Regulatory Principles for Online Behavioral Advertising (staff report), Feb. 2009.
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allow consumers to opt out of targeted advertising by individual ad networks.18 A variety of other actors, 
including browser vendors, software developers, and standards-setting organizations, are developing 
“Do Not Track” mechanisms that allow consumers to exercise some control over whether third parties 
receive personal data. All of these mechanisms show promise. However, they require further develop-
ment to ensure they are easy to use, strike a balance with innovative uses of personal data, take public 
safety interests into account, and present consumers with a clear picture of the potential costs and 
benefits of limiting personal data collection.

As third parties become further removed from direct interactions with consumers, it may be more 
difficult for them to provide consumers with meaningful control over data collection. Data brokers, for 
example, aggregate personal data from multiple sources, often without interacting with consumers at 
all. Such companies face a challenge in providing effective mechanisms for individual control because 
consumers might not know that these third parties exist. Moreover, some data brokers collect court 
records, news reports, property records, and other data that is in the public record. The rights of free-
dom of speech and freedom of the press involved in the collection and use of these documents must 
be balanced with the need for transparency to individuals about how data about them is collected, 
used, and disseminated and the opportunity for individuals to access and correct data that has been 
collected about them. 

Still, data brokers and other companies that collect personal data without direct consumer interactions or 
a reasonably detectable presence in consumer-facing activities should seek innovative ways to provide 
consumers with effective Individual Control. If it is impractical to provide Individual Control, these com-
panies should ensure that they implement other elements of the Consumer Privacy Bill of Rights in ways 
that adequately protect consumers’ privacy. For example, to provide sufficient privacy protections, such 
companies may need to go to extra lengths to implement other principles such as Transparency—by 
providing clear, public explanations of the roles they play in commercial uses of personal data—as well 
as providing appropriate use controls once information is collected under the Access and Accuracy and 
Accountability principles to compensate for the lack of a direct consumer relationship.

The second dimension of Individual Control is consumer responsibility. In a growing number of cases, 
such as online social networks, the use of personal data begins with individuals’ decisions to choose 
privacy settings and to share personal data with others. In such contexts, consumers should evaluate 
their choices and take responsibility for the ones that they make. Control over the initial act of sharing 
is critical. Consumers should take responsibility for those decisions, just as companies that participate in 
and benefit from this sharing should provide usable tools and clear explanations to enable consumers 
to make meaningful choices. 

The Individual Control principle also recognizes that consumers’ privacy interests in personal data persist 
throughout their relationships with a company. Accordingly, this principle includes a right to withdraw 
consent to use personal data that the company controls. Companies should provide means of with-

18.  See AboutAds.info, Self-Regulatory Principles for Online Behavioral Advertising,  
http://www.aboutads.info/resource/download/seven-principles-07-01-09.pdf (July 2009); Interactive Advertising Bureau, 
Comment on the Privacy and Innovation Green Paper (Attachment B) (explaining online advertisers’ system for directing 
users to ad networks’ privacy policies and opt-outs).
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drawing consent that are on equal footing with ways they obtain consent. For example, if consumers 
grant consent through a single action on their computers, they should be able to withdraw consent in 
a similar fashion.19 

There are three practical limits to the right to withdraw consent. First, it presumes that consumers 
have an ongoing relationship with a company. This relationship could be minimal, such as a consumer 
establishing an account for a single transaction; or it may be as extensive as many financial transactions 
spanning many years. Nonetheless, the company must have a way to effect a withdrawal of consent 
to the extent the company has associated and retained data with an individual. Conversely, data that a 
company cannot reasonably associate with an individual is not subject to the right to withdraw consent. 
Second, the obligation to respect a consumer’s withdrawal of consent only extends to data that the 
company has under its control. Third, the Individual Control principle does not call for companies to 
permit withdrawal of consent for personal data that they collected before implementing the Consumer 
Privacy Bill of Rights, unless they made such a commitment at the time of collection. 

2. TRANSPARENCY: Consumers have a right to easily understandable and accessible 
information about privacy and security practices. At times and in places that are most 
useful to enabling consumers to gain a meaningful understanding of privacy risks and 
the ability to exercise Individual Control, companies should provide clear descriptions of 
what personal data they collect, why they need the data, how they will use it, when they 
will delete the data or de-identify it from consumers, and whether and for what purposes 
they may share personal data with third parties. 

Plain language statements about personal data collection, use, disclosure, and retention help consumers 
understand the terms surrounding commercial interactions. Companies should make these statements 
visible to consumers when they are most relevant to understanding privacy risks and easily accessible 
when called for. 

Personal data uses that are not consistent with the context of a company-to-consumer transaction or 
relationship deserve more prominent disclosure than uses that are integral to or commonly accepted 
in that context. Privacy notices that distinguish personal data uses along these lines will better inform 
consumers of personal data uses that they have not anticipated, compared to many current privacy 
notices that generally give equal emphasis to all potential personal data uses.20 Such notices will give 
privacy-conscious consumers easy access to information that is relevant to them. They may also promote 
greater consistency in disclosures by companies in a given market and attract the attention of consumers 
who ordinarily would ignore privacy notices, potentially making privacy practices a more salient point 
of competition among different products and services.

19.  The obligation to provide these choices should be read in conjunction with the Access and Accuracy principle 
discussed below.

20.  See Assistant Secretary for Communications and Information Lawrence E. Strickling, Testimony Before the 
Senate Committee on Commerce, Science, and Transportation, Mar. 16, 2011, at 2-3.

Case5:10-cv-04809-EJD   Document61   Filed09/13/13   Page31 of 98



I I . D EF I N I N G  A  CO N S U M ER  P R I VAC Y  B I LL  O F  R I G H T S

15★ ★

In addition, companies should provide notice in a form that is easy to read on the devices that consumers 
actually use to access their services. In particular, mobile devices have small screens that make reading 
full privacy notices effectively impossible. Companies should therefore strive to present mobile consum-
ers with the most relevant information in a manner that takes into account mobile device characteristics, 
such as small display sizes and privacy risks that are specific to mobile devices. 

Finally, companies that do not interact directly with consumers—such as the data brokers discussed 
above—need to make available explicit explanations of how they acquire, use, and disclose personal 
data. These companies may need to compensate for the lack of a direct relationship when making 
these explanations available, for example by posting them on their websites or other publicly acces-
sible locations. Moreover, companies that have first-party relationships with consumers should disclose 
specifically the purpose(s) for which they provide personal data to third parties, help consumers to 
understand the nature of those third parties’ activities, and whether those third parties are bound to 
limit their use of the data to achieving those purposes. This gives consumers a more tractable task of 
assessing whether to engage with a single entity, rather than trying to understand what personal data 
third parties—potentially dozens, or even hundreds—receive and how they use it. Similarly, first parties 
could create greater transparency by disclosing what kinds of personal data they obtain from third par-
ties, who the third parties are, and how they use this data. This level of transparency may also facilitate 
the development within the private sector of innovative privacy-enhancing technologies and guidance 
that consumers can use to protect their privacy. 

3. RESPECT FOR CONTEXT: Consumers have a right to expect that companies will col-
lect, use, and disclose personal data in ways that are consistent with the context in 
which consumers provide the data. Companies should limit their use and disclosure of 
personal data to those purposes that are consistent with both the relationship that they 
have with consumers and the context in which consumers originally disclosed the data, 
unless required by law to do otherwise. If companies will use or disclose personal data for 
other purposes, they should provide heightened Transparency and Individual Choice by 
disclosing these other purposes in a manner that is prominent and easily actionable by 
consumers at the time of data collection. If, subsequent to collection, companies decide 
to use or disclose personal data for purposes that are inconsistent with the context in 
which the data was disclosed, they must provide heightened measures of Transparency 
and Individual Choice. Finally, the age and familiarity with technology of consumers who 
engage with a company are important elements of context. Companies should fulfill the 
obligations under this principle in ways that are appropriate for the age and sophistication 
of consumers. In particular, the principles in the Consumer Privacy Bill of Rights may require 
greater protections for personal data obtained from children and teenagers than for adults.
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Respect for Context distinguishes personal data uses on the basis of how closely they relate to the 
purposes for which consumers use a service or application as well as the business processes necessary 
to provide the service or application.21 The Respect for Context principle calls on companies that collect 
data to act as stewards of data in ways that respect their consumers. This principle derives from two 
principles commonly found in statements of the FIPPs. The first principle, purpose specification, states 
that companies should specify at the time of collection the purposes for which they collect personal 
data. Second, the use limitation principle holds that companies should use personal data only to fulfill 
those specific purposes.  

The Respect for Context principle adapts these well-established principles in two ways. First, Respect 
for Context provides a substantive standard to guide companies’ decisions about their basic personal 
data practices. Generally speaking, companies should limit personal data uses to fulfilling purposes 
that are consistent with the context in which consumers disclose personal data. Second, while this 
principle emphasizes the importance of the relationship between a consumer and a company at the 
time consumers disclose data, it also recognizes that this relationship may change over time in ways not 
foreseeable at the time of collection. Such adaptive uses of personal data may be the source of innova-
tions that benefit consumers. However, companies must provide appropriate levels of transparency and 
individual choice—which may be more stringent than was necessary at the time of collection—before 
reusing personal data. 

Applying the Consumer Privacy Bill of Rights in a context-specific manner provides companies flexibility 
but also requires them to consider carefully what consumers are likely to understand about their data 
practices based on the products and services they offer, how the companies themselves explain the 
roles of personal data in delivering them, research on consumers’ attitudes and understandings, and 
feedback from consumers. Context should help to determine which personal data uses are likely to raise 
the greatest consumer privacy concerns. The company-to-consumer relationship should guide compa-
nies’ decisions about which uses of personal data they will make most prominent in privacy notices. For 

21.  Several commenters on the Privacy and Innovation Green Paper emphasized the importance of context 
in applying FIPPs. See, e.g., AT&T Comment on the Privacy and Innovation Green Paper, at 7, Jan. 28, 2011 (“FIPPs are 
usefully expressed as generalized policy guides that should shape the multi-stakeholder collaborative processes to 
develop flexible and contextualized codes of practice for particular industries.”); Centre for Information Policy Leadership 
Comment on the Privacy and Innovation Green Paper, at 3, Jan. 28, 2011 (“Principles of fair information practices should 
be applied within a contextual framework, and not in a rigid or fixed way.”); Google Comment on the Privacy and 
Innovation Green Paper, at 6, Jan. 28, 2011 (“In particular, FIPPs must be flexible enough to take account of the spectrum 
of identifiability, linkability, and sensitivity of various data in various contexts.”); Intel Comment on the Privacy and 
Innovation Green Paper, at 4 (“[M]any of the issues present in a privacy regulatory scheme are highly contextual.”); Intuit 
Comment on the Privacy and Innovation Green Paper, at 9 (”It is the use of the information as well as its characteristics 
that should inform our treatment of it. Context is crucial.”); Helen Nissenbaum, Kenneth Farrall, and Finn Brunton, 
Comment on the Privacy and Innovation Green Paper, at 2-3 (recommending consideration of context as a source of 
“baseline substantive constraints on data practices following the model of current US sectoral privacy regulation”); 
Online Publishers Association Comment on the Privacy and Innovation Green Paper, at 6 (“Online publishers share a 
direct and trusted relationship with visitors to their sites. In the context of this relationship, OPA members sometimes 
collect and use information to target and deliver the online advertising that subsidizes production of quality digital 
content.”); TRUSTe Comment on the Privacy and Innovation Green Paper, at 2 (“We view privacy as inherently contextual; 
disclosure obligations will differ depending on the context of the interaction.”). Current scholarship also emphasizes 
the importance of the relationship between context and privacy. See Helen Nissenbaum, Privacy in Context: Technology, 
Policy, and the Integrity of Social Life (2009).
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example, online retailers need to disclose consumers’ names and home addresses to shippers in order to 
fulfill customers’ orders. This disclosure is obvious from the context of the consumer-retailer relationship. 
Retailers do not need to provide prominent notice of the practice (though they should disclose it in their 
full privacy notices); companies may infer that consumers have agreed to the disclosure based on the 
consumers’ actions in placing the order and a widespread understanding of the product delivery process.

Several categories of data practices are both common to many contexts and integral to companies’ 
operations. The example above falls into the more general category of product and service fulfillment; 
companies may infer consent to use and disclose personal data to achieve objectives that consumers 
have specifically requested, as long as there is a common understanding of the service. Similarly, com-
panies may infer consent to use personal data to conduct marketing in the context of most first-party 
relationships, given the familiarity of this activity in digital and in-person commerce, the visibility of 
this kind of marketing, the presence of an easily identifiable party to contact to provide feedback, and 
consumers’ opportunity to end their relationship with a company if they are dissatisfied with it. In addi-
tion, companies collect and use personal data for purposes that are common, even if they may not be 
well known to consumers. For example, analyzing how consumers use a service in order to improve it, 
preventing fraud, complying with law enforcement orders and other legal obligations, and protecting 
intellectual property all have been basic elements of doing business and meeting companies’ legal 
obligations.22 Companies should be able to infer consumer consent to collect personal data for these 
limited purposes, consistent with the other principles in the Consumer Privacy Bill of Rights.

In other cases, context should guide decisions about which opportunities for consumer control are 
reasonable for companies to provide and also meaningful to consumers. Information and choices that 
are meaningful to consumers in one context may be largely irrelevant in others. For example, consider 
a hypothetical game application for a mobile device that allows consumers to save the game’s state, so 
that they can resume playing after a break. The hypothetical company that provides this game collects 
the unique identifier of each user’s mobile device in order to provide this “save” function. Collecting 
the mobile device’s unique identifier for this purpose may be consistent with the “save” function and 
consumers’ decisions to use it, particularly if the company uses identifiers only for this purpose. If the 
company provides consumers’ unique device identifiers to third parties for purposes such as online 
behavioral advertising, however, the company should notify consumers and allow them to prevent the 
disclosure of personal data.

The sophistication of a company’s consumers is also a critical element of context. In particular, the privacy 
framework may require a different degree of protection for children’s and teenagers’ privacy interests 
from the protections afforded to adults due to the unique characteristics of these age groups. Children 
may be particularly susceptible to privacy harms. Currently, the Children’s Online Privacy Protection 
Act (COPPA) and the FTC’s implementing regulations provide strong protections by requiring online 

22.  This list of practices that are common to many contexts is similar to the “commonly accepted practices” that 
FTC staff identified in its 2010 report. See FTC Staff Report at 53-54. In the Administration’s view, protecting intellectual 
property is so widespread and necessary to many companies that they should be able to infer consent to achieve this 
objective. Several commenters on the Department of Commerce’s Privacy and Information Green Paper encouraged the 
Administration to recognize such practices in order to provide certainty for companies and to give greater prominence 
to choices that consumers are more likely to find meaningful. 
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services that are directed to children, or that know that they are collecting personal data from children, 
to obtain verifiable parental consent before they collect such data.23 Online services that are “directed to” 
children must meet this same standard. The Administration looks forward to exploring with stakehold-
ers whether more stringent applications of the Consumer Privacy Bill of Rights—such as an agreement 
not to create individual profiles about children, even if online services obtain the necessary consent to 
collect personal data—are appropriate to protect children’s privacy.

The terms governing a company-to-consumer relationship are another key element of context. In par-
ticular, advertising supports innovative new services and helps to provide consumers with free access 
to a broad array of online services and applications. The Respect for Context principle does not foreclose 
any particular ad-based business models. Rather, the Respect for Context principle requires companies 
to recognize that different business models based on different personal data raise different privacy 
risks. A company should clearly inform consumers of what they are getting in exchange for the personal 
data they provide. The Administration also encourages companies engaged in online advertising to 
refrain from collecting, using, or disclosing personal data that may be used to make decisions regard-
ing employment, credit, and insurance eligibility or similar matters that may have significant adverse 
consequences to consumers. Collecting data for such sensitive uses is at odds with the contextually 
well-defined purposes of generating revenue and providing consumers with ads that they are more 
likely to find relevant. Such practices also may be at odds with the norm of responsible data stewardship 
that the Respect for Context principle encourages.

Consider, for example, an online social networking service whose users disclose biographical information 
when creating an account and provide information about their social contacts and interests by includ-
ing friends, business associates, and companies in their networks. As consumers use the service, they 
may generate large amounts of information that is associated with their identity on the online social 
network, including written updates, photos, videos, and location information. Consumers make affirma-
tive choices to share this information with members of their online social networks. These disclosures 
are all integral to the company providing its social networking service. Furthermore, it is reasonable for 
the company to reveal at least some of these details to other members in order to help them form new 
connections. 

Whether the online social networking service provider will use this information, and for what purposes, 
may be less clear from the context that consumers experience. The personal data that consumers gener-
ate may be valuable for improving the service, selling online advertising, or assembling individual profiles 
that the company provides to third parties. These uses fall along a continuum that starts at the core 
context of consumers engaging online with a group of associates. Consumers expect the company to 
improve its services. The company does not need to seek affirmative consent each time it uses existing 
data to improve a service, or even creates a new service, provided that these new uses of personal data 
are consistent with what users come to expect in a social networking context. 

Suppose that the company leases individual profile information to third parties, such as information 
brokers. Respect for Context may not require the company to specify each use that a recipient might 

23.  See Children’s Online Privacy Protection Act, Pub. L. 105-277 (codified at 15 U.S.C. §§ 6501-6506) and FTC, 
Children’s Online Protection Rule, 16 C.F.R. Part 312. COPPA defines “child” to mean “an individual under the age of 13.” 15 
U.S.C. § 6501(1). 
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make of this data, but, at a minimum, it may require the company to state prominently and explicitly 
that it discloses personal data to third parties who may further aggregate and use this data for other 
purposes. The Respect for Context principle, in combination with other principles in the Consumer 
Privacy Bill of Rights, also calls on the company to provide consumers with meaningful opportunities 
to prevent these disclosures. 

4. SECURITY: Consumers have a right to secure and responsible handling of personal 
data. Companies should assess the privacy and security risks associated with their per-
sonal data practices and maintain reasonable safeguards to control risks such as loss; 
unauthorized access, use, destruction, or modification; and improper disclosure. 

Technologies and procedures that keep personal data secure are essential to protecting consumer 
privacy. Security failures involving personal data, whether resulting from accidents or deliberate attacks, 
can cause harms that range from embarrassment to financial loss and physical harm. Companies that 
lose control of personal data may suffer reputational harm as well as financial losses if business partners 
or consumers end their relationships after a security breach. These consequences provide companies 
with significant incentives to keep personal data secure. The security precautions that are appropriate 
for a given company will depend on its lines of business, the kinds of personal data it collects, the likeli-
hood of harm to consumers, and many other factors. 

The Security principle recognizes these needs. It gives companies the discretion to choose technologies 
and procedures that best fit the scale and scope of the personal data that they maintain, subject to their 
obligations under any applicable data security statutes, including their duties to notify consumers and 
law enforcement agencies if the security of data about them is breached, and their commitments to 
adopt reasonable security practices.

5. ACCESS AND ACCURACY: Consumers have a right to access and correct personal 
data in usable formats, in a manner that is appropriate to the sensitivity of the 
data and the risk of adverse consequences to consumers if the data is inaccurate. 
Companies should use reasonable measures to ensure they maintain accurate personal 
data. Companies also should provide consumers with reasonable access to personal data 
that they collect or maintain about them, as well as the appropriate means and oppor-
tunity to correct inaccurate data or request its deletion or use limitation. Companies that 
handle personal data should construe this principle in a manner consistent with freedom 
of expression and freedom of the press. In determining what measures they may use to 
maintain accuracy and to provide access, correction, deletion, or suppression capabilities 
to consumers, companies may also consider the scale, scope, and sensitivity of the personal 
data that they collect or maintain and the likelihood that its use may expose consumers 
to financial, physical, or other material harm. 
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An increasingly diverse array of entities uses personal data to make decisions that affect consumers in 
ways ranging from the ads they see online to their candidacy for employment. Outside of sectors covered 
by specific Federal privacy laws, such as the Health Insurance Portability and Accountability Act (HIPAA) 
and the Fair Credit Reporting Act, consumers do not currently have the right to access and correct this 
data. The Administration is committed to publishing data on the Internet in machine-readable formats 
to advance the goals of innovation, transparency, participation, and collaboration. For example, to 
promote innovation and efficiency in the delivery of electricity, the Administration supports providing 
consumers with timely access to energy usage data in standardized, machine-readable formats over 
the Internet.24 Similarly, the expanded use of health IT, including patients’ access to health data through 
electronic health records, is a key element of the Administration’s innovation strategy.25 Comprehensive 
privacy and security safeguards, tailored for both contexts, are fundamental to both strategies. 

Providing consumers with access to information about them in usable formats holds similar promise in 
the commercial arena. To help consumers make more informed choices, the Administration encourages 
companies to make personal data available in useful formats to the properly authenticated individuals 
over the Internet.26 

The Access and Accuracy principle recognizes that the use of inaccurate personal data may lead to a 
range of harms. The risk of these harms, in addition to the scale, scope, and sensitivity of personal data 
that a company retains, help to determine what kinds of access and correction facilities may be reason-
able in a given context. As a result, this principle does not distinguish between companies that are 
consumer-facing and those that are not. In all cases, however, the mechanisms that companies use to 
provide consumers with access to data about them should not create additional privacy or security risks.

United States Constitutional law has long recognized that privacy interests co-exist alongside funda-
mental First Amendment rights to freedom of speech, freedom of the press, and freedom of association. 
Individuals and members of the press exercising their free speech rights may well speak about other 
individuals and include personal information in their speech. The Access and Accuracy principle should 
therefore be interpreted with full respect for First Amendment values, especially for non-commercial 
speakers and individuals exercising freedom of the press.

24.  National Science and Technology Council, A Policy Framework for the 21st Century Grid: Enabling Our Secure 
Energy Future, at 41, 46, June 2011, available at http://www.whitehouse.gov/sites/default/files/microsites/ostp/nstc-
smart-grid-june2011.pdf. 

25.  See The White House, A Strategy for American Innovation:  A Strategy for American Innovation: Securing Our 
Economic Growth and Prosperity, Feb. 2011, http://www.whitehouse.gov/innovation/strategy; Department of Health and 
Human Services, Final Rule on Electronic Health Record Incentive Program, 75 Fed. Reg. 44314, July 28, 2010.

26.  See Memorandum for the Heads of Executive Departments and Agencies, “Informing Consumers Through 
Smart Disclosure,” available at http://www.whitehouse.gov/sites/default/files/omb/inforeg/for-agencies/informing-
consumers-through-smart-disclosure.pdf (“To the extent practicable and subject to valid restrictions, agencies 
should publish information online in an open format that can be retrieved, downloaded, indexed, and searched by 
commonly used Web search applications. An open format is one that is platform independent, machine readable, 
and made available to the public without restriction that would impede the re-use of that information.”); M-10-06, 
Memorandum for the Heads of Executive Departments and Agencies, “Open Government Directive,” available at http://
www.whitehouse.gov/sites/default/files/omb/assets/memoranda_2010/m10-06.pdf (“Machine readable data are digital 
information stored in a format enabling the information to be processed and analyzed by computer. These formats allow 
electronic data to be as usable as possible.”).

Case5:10-cv-04809-EJD   Document61   Filed09/13/13   Page37 of 98



I I . D EF I N I N G  A  CO N S U M ER  P R I VAC Y  B I LL  O F  R I G H T S

21★ ★

6. FOCUSED COLLECTION: Consumers have a right to reasonable limits on the personal 
data that companies collect and retain. Companies should collect only as much per-
sonal data as they need to accomplish purposes specified under the Respect for Context 
principle. Companies should securely dispose of or de-identify personal data once they 
no longer need it, unless they are under a legal obligation to do otherwise.

The Focused Collection principle holds that companies should engage in considered decisions about the 
kinds of data they need to collect to accomplish specific purposes. For example, the hypothetical game 
company referenced above that collects the unique identifier of each user’s mobile device in order to 
provide a “save” function should consider whether it must use the mobile device identifier or whether 
a less broadly linkable identifier would work as well. Nevertheless, as discussed under the Respect for 
Context principle, companies may find new uses for personal data after they collect it, provided they 
take appropriate measures of transparency and individual choice. The Focused Collection principle 
does not relieve companies of any independent legal obligations, including law enforcement orders, 
that require them to retain personal data. 

Wide-ranging data collection may be essential for some familiar and socially beneficial Internet services 
and applications. Search engines are one example. Search engines gather detailed data about the 
contents and structure of the World Wide Web. Consumers understand and depend on search engines 
to collect this broad range of data and make it available for a wide range of end uses. Search engines 
also log search queries to improve their services. Search engines may collect such data, which includes 
personal data, in a manner that is consistent with the Focused Collection principle, so long as their 
purposes for collecting personal data are clear, and they do not retain personal data beyond the time 
they need it to achieve any of these purposes. 

7. ACCOUNTABILITY: Consumers have a right to have personal data handled by com-
panies with appropriate measures in place to assure they adhere to the Consumer 
Privacy Bill of Rights. Companies should be accountable to enforcement authorities 
and consumers for adhering to these principles. Companies also should hold employees 
responsible for adhering to these principles. To achieve this end, companies should train 
their employees as appropriate to handle personal data consistently with these principles 
and regularly evaluate their performance in this regard. Where appropriate, companies 
should conduct full audits. Companies that disclose personal data to third parties should 
at a minimum ensure that the recipients are under enforceable contractual obligations to 
adhere to these principles, unless they are required by law to do otherwise.
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Privacy protection depends on companies being accountable to consumers as well as to agencies that 
enforce consumer data privacy protections. The Accountability principle, however, goes beyond external 
accountability to encompass practices through which companies prevent lapses in their privacy com-
mitments or detect and remedy any lapses that may occur. Companies that can demonstrate that they 
live up to their privacy commitments have powerful means of maintaining and strengthening consumer 
trust. A company’s own evaluation can prove invaluable to this process. The appropriate evaluation 
technique, which could be a self-assessment and need not necessarily be a full audit, will depend on 
the size, complexity, and nature of a company’s business, as well as the sensitivity of the data involved. 
In recent years, chief privacy officers—experts who raise awareness of privacy issues in companies that 
face rapid changes in technologies, consumer expectations, and regulations—have emerged as a valu-
able source of guidance and internal evaluation. Chief privacy officers are likely to provide a continuing 
source of guidance within companies throughout the development of products and services.

To be fully effective, however, companies should link evaluations to the enforcement of pre-established 
internal expectations; evaluations are not an end in themselves. Audits—whether conducted by the 
company or by an independent third party—may be appropriate under some circumstances, but they 
are not always necessary to fulfill the Accountability principle. 

Moreover, accountability must attach to data transferred from one company to another. From the 
perspective of the Consumer Privacy Bill of Rights, the emphasis is not on the disclosures themselves, 
but on whether a disclosure leads to a use of personal data that is inconsistent within the context of its 
collection or a consumer’s expressed desire to control the data. Thus, if a company transfers personal 
data to a third party, it remains accountable and thus should hold the recipient accountable—through 
contracts or other legally enforceable instruments—for using and disclosing the data in ways that are 
consistent with the Consumer Privacy Bill of Rights. 

Case5:10-cv-04809-EJD   Document61   Filed09/13/13   Page39 of 98



23★ ★

III. Implementing the  
Consumer Privacy Bill of Rights:  

Multistakeholder Processes to Develop 
Enforceable Codes of Conduct

Implementing the general principles in the Consumer Privacy Bill of Rights across the wide range of inno-
vative uses of personal data requires a process to establish more specific practices. The Administration 
encourages individual companies, industry groups, privacy advocates, consumer groups, crime victims, 
academics, international partners, State Attorneys General, Federal civil and criminal law enforcement 
representatives, and other relevant groups to participate in multistakeholder processes to develop codes 
of conduct that implement these general principles.

In consumer data privacy, as in other areas affecting Internet policy, the Administration believes that 
multistakeholder processes underlie many of the institutions responsible for the Internet’s success. This 
reflects the Administration’s abiding commitment to preserving the Internet as anopen, decentralized, 
user-driven platform for communication, innovation, and economic growth.27 

The Administration supports open, transparent multistakeholder processes because, when appro-
priately structured, they can provide the flexibility, speed, and decentralization necessary to address 
Internet policy challenges. A process that is open to a broad range of participants and facilitates their 
full participation will allow technical experts, companies, advocates, civil and criminal law enforcement 
representatives responsible for enforcing consumer privacy laws, and academics to work together to find 
creative solutions to problems. Flexibility in the deliberative process is critical to allowing stakeholders 
to explore the technical and policy dimensions—which are often intertwined—of Internet policy issues. 
Moreover, the United States will need to confront a broad, complex, and global set of consumer data 
privacy issues for decades to come. A process that works efficiently and on a global scale is therefore 
essential. 

Another key advantage of multistakeholder processes is that they can produce solutions in a more timely 
fashion than regulatory processes and treaty-based organizations. In the Internet standards world, for 
example, working groups frequently form around a specific problem and make significant progress 
toward a solution within months, rather than years. These groups frequently function on the basis of 
consensus and are amenable to the participation of individuals and groups with limited resources. These 
characteristics lend legitimacy to the groups and their solutions, which in turn can encourage rapid and 
effective implementation.

27.  The United States recently joined the other members of the Organisation for Economic Co-operation and 
Development (OECD) in recognizing the economic and social importance of the Internet. See OECD, Communiqué on 
Principles for Internet Policy-Making, OECD High-Level Meeting on The Internet Economy: Generating Innovation and 
Growth, June 28-29, 2011, http://www.ntia.doc.gov/legacy/ntiahome/privwhitepaper.html. 
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Finally, multistakeholder processes do not rely on a single, centralized authority to solve problems. 
Specific multistakeholder institutions address specific kinds of Internet policy challenges. This kind of 
specialization not only speeds up the development of solutions but also helps to avoid the duplication 
of stakeholders’ efforts. 

Due in part to its reliance on multistakeholder processes, United States Internet policy has generally 
avoided fragmented, prescriptive, and unpredictable rules that frustrate innovation and undermine 
consumer trust. The United States has also refrained from adopting legal requirements that prescribe 
specific technical requirements, which could fragment the global market for information technologies 
and services and inhibit innovation. Instead, the United States generally defers to the expert bodies that 
produce Internet technical standards. In addition, the Administration continues its support for Internet 
policy processes that are open, transparent, and promote cooperation within a legal framework that 
sets appropriate performance requirements for individuals and companies. 

Consumer data privacy issues exemplify the need for multistakeholder processes that develop the 
practices and technologies necessary to implement general policy principles. Experience in the United 
States has shown that both companies and consumers benefit when companies commit to the task of 
innovating privacy practices. In the early days of commercial activity on the Internet (mid-1990s to early 
2000s), for example, the Department of Commerce, the FTC, and the White House convened stakeholders 
to gather information about privacy issues in this rapidly evolving marketplace. These efforts yielded 
a flexible, voluntary privacy framework that provided meaningful privacy protections while fostering 
dynamic innovations in technologies and business models.28 

Even without legislation, the Administration intends to convene and facilitate multistakeholder pro-
cesses to produce enforceable codes of conduct. In an open forum, stakeholders with an interest in 
a specific market or business context will work toward consensus on a legally enforceable code of 
conduct that implements the Consumer Privacy Bill of Rights. Multistakeholder processes are different 
from traditional agency rulemakings. The Federal Government will work with stakeholders to establish 
operating procedures for an open, transparent process. Ultimately, however, the stakeholders themselves 
will control the process and its results. There is no Federal regulation at the end of the process, and codes 
will not bind any companies unless they choose to adopt them.

The incentive for stakeholders to participate in this process is twofold. Companies will build consumer 
trust by engaging directly with consumers and other stakeholders during the process. Adopting a code 
of conduct that stakeholders develop through this process would further build consumer trust. Second, 
in any enforcement action based on conduct covered by a code, the FTC will consider a company’s 
adherence to a code favorably. 

28.  For example, the combined efforts of the Department of Commerce, FTC, and the White House produced the 
consumer data privacy framework of notice and choice, which protected privacy in the context of rapidly developing 
technologies and markets. See FTC, Privacy Online: Fair Information Practices in the Electronic Marketplace: A Federal 
Trade Commission Report to Congress, at http://www.ftc.gov/reports/privacy2000/privacy2000.pdf (2000); White House, 
Framework for Global Electronic Commerce, at § 5, http://clinton4.nara.gov/WH/New/Commerce/ (1997); National 
Telecommunications and Information Administration, Privacy and the NII: Safeguarding Telecommunications-Related 
Personal Information (Oct. 1995), http://www.ntia.doc.gov/legacy/ntiahome/privwhitepaper.html. 
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A. Building on the Successes of Internet Policymaking
The Internet provides several successful examples of the kind of multistakeholder policy development 
the Administration envisions. Private-sector standards-setting organizations, for example, are at the 
forefront of setting Internet-related technical standards. Groups such as the Internet Engineering Task 
Force (IETF) and the World Wide Web Consortium (W3C) use transparent processes to set Internet-related 
technical standards. These processes are successful, in part, because stakeholders share an interest in 
developing consensus-based solutions to the underlying challenges. The success of the resulting stan-
dards is evident in the constantly growing range of services and applications—as well as the trillions of 
dollars in global commerce—they support.

Similarly, the Internet Corporation for Assigned Names and Numbers (ICANN), a nonprofit corporation, 
coordinates the technical management of the domain name system, which maps domain names to 
unique numerical addresses. ICANN is also a multistakeholder organization that includes representa-
tives from a broad array of interests, including generic top level domain registries, registrars and regis-
trants, country code top level domain registries, the Regional Internet Registries, root server operators, 
national governments, and Internet users at large. With this structure, ICANN coordinates the technical 
management of an important function of the Internet—mapping names that people can remember 
to numerical addresses that computers can use—and does so in a manner that allows for a wide range 
of stakeholder input.

Government-convened policymaking efforts, such as the Executive Branch-led privacy discussions of 
the 1990s and early 2000s, continue to be central to advancing consumer data privacy protections in 
the United States. The framework in this document is a direct result of the Department of Commerce 
Internet Policy Task Force’s extensive engagement with stakeholders—companies, trade groups, privacy 
advocates, academics, civil and criminal law enforcement representatives, and foreign government 
officials. In addition, the FTC has encouraged multistakeholder efforts to develop a “Do Not Track” 
mechanism, which would afford greater consumer control over personal data in the context of online 
behavioral advertising.
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B. Defining the Multistakeholder Process for Consumer Data Privacy
The Department of Commerce’s National Telecommunications and Information Administration (NTIA) 
has the necessary authority and expertise, developed through its role in other areas of Internet policy, 
to convene multistakeholder processes that address consumer data privacy issues.29 NTIA will lead the 
Department of Commerce’s convening of stakeholders in a deliberative process that develops codes 
of conduct and allows stakeholders to adapt the codes to protect consumers’ privacy as technologies 
and market conditions change.30

Figure 1.  The principal stages of the multistakeholder process for consumer data privacy

1. Deliberation

 • Identifying Issues. Stakeholder groups, with the assistance of NTIA, will identify markets and 
industry sectors that involve significant consumer data privacy issues and may be ripe for an 
enforceable code of conduct. The process will be open, but the focus of a given process likely 
will not appeal equally to all stakeholders.

 • Initiating and Facilitating Deliberations. NTIA will take steps to enlist the participation of 
stakeholders to develop an enforceable code of conduct. As convener, NTIA will open meet-
ings to all stakeholders, including international partners, the FTC, Federal civil and criminal law 
enforcement representatives, and State Attorneys General, that have an interest in defining an 
appropriate code of conduct and express a willingness to work in good faith toward reaching 
consensus on the code’s provisions. 

As their first order of business, stakeholders will establish operating processes and procedures. 
The Administration is committed to a process that is open, transparent, and accommodates 
participation by groups that have limited resources; however the deliberative process must 
meet the needs of its participants, who determine and abide by its outcome.31

29.  NTIA is designated by statute as the “President’s principal adviser on telecommunications policies pertaining to 
the Nation’s economic and technological advancement . . . .” 47 U.S.C. § 902(b)(2)(D).

30.  Other Federal agencies may play this convening role if consumer data privacy issues arise in their areas of 
expertise. Alternatively, private-sector organizations could convene stakeholders, though the dearth of private sector-
led code development efforts is precisely the reason that the Administration proposes to serve as convener.

31.  The Administration’s guidelines for increasing transparency, participation, and collaboration in public 
policy development could prove useful here. See President Barack Obama, Memorandum to the Heads of Executive 
Departments and Agencies: Transparency and Open Government,  
http://www.whitehouse.gov/the_press_office/TransparencyandOpenGovernment/; Peter R. Orszag, Memorandum for 
the Heads of Executive Departments and Agencies: Open Government Directive, Dec. 8, 2009,  
http://www.whitehouse.gov/open/documents/open-government-directive. 
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 • Conclusion. A code that reflects the agreement of all stakeholders is ready for companies to 
consider adopting. The Administration expects, however, that consensus will emerge on parts 
of a code, and that stakeholders are likely to resolve the most difficult issues later in the process. 
At this stage, NTIA may need to work intensively with stakeholders to help them resolve their 
differences. NTIA’s role will be to help the parties reach clarity on what their positions are and 
whether there are options for compromise toward consensus, rather than substituting its own 
judgment. To minimize the possibility that some stakeholders may draw inflexible lines that 
prevent consensus, the parties should discuss and set out rules or procedures at the outset 
of the process to govern how the group will reach an orderly conclusion, even if there is not 
complete agreement on results. 

2. Adoption

Once a code of conduct is complete, companies to which the code is relevant may choose to adopt it. 
The Administration expects that a company’s public commitment to adhere to a code of conduct will 
become enforceable under Section 5 of the FTC Act (15 U.S.C. § 45), just as a company is bound today 
to follow its privacy statements.32 Enforceability is essential to assuring consumers that companies’ 
practices match their commitments and thus to strengthening consumer trust.

3. Evolution

A key goal of the multistakeholder process is to enable stakeholders to modify privacy protections in 
response to rapid changes in technology, consumer expectations, and market conditions, to assure 
they sufficiently protect consumer data privacy. The multistakeholder process offers several ways to 
keep codes of conduct current. Stakeholders may decide at any time that a code of conduct no longer 
provides effective consumer data privacy protections, in light of technological or market changes. NTIA 
might also draw this conclusion and seek to re-convene stakeholders. As with the initial development of a 
code of conduct, however, stakeholder participation in the process to revise a code of conduct would be 
voluntary. The Federal Government would not revise a code of conduct; rather, stakeholder groups will 
make these changes with Federal Government input. Finally, under the legislative safe harbor framework 
discussed in the following section, Congress could prescribe a renewal period for codes of conduct, so 
that the FTC periodically reviews codes that are the basis of enforcement safe harbors.

32.  The FTC brings cases based on violations of commitments in its privacy statements under its authority to 
prevent deceptive acts or practices. In addition, the FTC brings data privacy cases under its unfairness jurisdiction, which 
will remain an important source of consumer data privacy protection.

Case5:10-cv-04809-EJD   Document61   Filed09/13/13   Page44 of 98



29★ ★

IV. Building on the FTC’s 
Enforcement Expertise

A. Protecting Consumers Through Strong Enforcement
Enforcement is critical to ensuring that the privacy commitments companies make by adopting a code 
of conduct are meaningful. Self-regulatory bodies, which develop and administer voluntary guidelines 
for member companies, can provide a first line of enforcement, though they are not necessary for the 
framework described here. Enforcement through self-regulatory bodies can help to detect and remedy 
compliance issues at an early stage. As a result, this kind of enforcement can strengthen trust in a code 
of conduct and the companies that commit to the code. 

Government agencies also play a vital role in enforcing the privacy protections in codes of conduct. The 
FTC is the Federal Government’s leading consumer privacy enforcement authority.33 Enforcement actions 
by the FTC (and State Attorneys General) have established that companies’ failures to adhere to volun-
tary privacy commitments, such as those stated in privacy policies, are actionable under the FTC Act’s 
(and State analogues) prohibition on unfair or deceptive acts or practices.34 In addition, the FTC brings 
cases against companies that allegedly failed to use reasonable security measures to protect personal 
information about consumers.35 Using this authority, the FTC has brought cases that effectively protect 
consumer data privacy within a flexible and evolving approach to changing technologies and markets. 
The same authority would allow the FTC to enforce the commitments of companies under its jurisdic-
tion to adhere to codes of conduct developed through the multistakeholder process.36 Thus, companies 
that adopt codes of conduct will make commitments that are legally enforceable under existing law. 

B. Providing Incentives to Develop Enforceable Codes of Conduct 
The FTC has significant enforcement and policy expertise to offer all stakeholders on consumer data 
privacy issues codes of conduct. With or without consumer data privacy legislation, the FTC should 
provide assistance and advice regarding development of the codes. In the absence of legislation, the 
FTC, Federal civil and criminal law enforcement representatives, and States should participate in the 
multistakeholder deliberations by providing advice on substance and process. Once stakeholders have 
developed a code, a company may voluntarily adhere to the code in order to gain greater certainty and 

33.  Note, however, the FTC does not currently have authority to enforce Section 5 of the FTC Act, 15, U.S.C. § 45, 
against certain corporations that operate for profit. 

34.  See FTC Act § 5, 15 U.S.C. § 45. In addition to using its Section 5 authority to protect consumer data privacy, the 
FTC has brought dozens of cases under sector-specific statutes, such as the Children’s Online Privacy Protection Act, the 
Fair Credit Reporting Act, the Gramm-Leach-Bliley Act, and the Do Not Call Rule. For a review of these cases, see FTC Staff 
Report at 9-13.

35.  See FTC Staff Report at 10 (reviewing enforcement actions that include counts based on unfair acts or 
practices).

36.  The FTC’s jurisdiction over nonprofits and certain other types of entities under FTC Act § 5 may be limited.
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assure its customers that its practices protect their privacy. Companies may choose to adopt multiple 
codes of conduct to cover different lines of business; the common baseline of the Consumer Privacy Bill 
of Rights should help ensure that the codes are consistent. Then, in any investigation or enforcement 
action related to the subject matter of one or more codes, the FTC should consider the company’s 
adherence to the codes favorably.
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V. Promoting International Interoperability
The Internet helps U.S. companies expand across borders. As a result, cross-border data flows are a vital 
component of the domestic and global economies. Differences in national privacy laws create challenges 
for companies wishing to transfer personal data across national borders. Complying with different 
privacy laws is burdensome for companies that transfer personal data as part of well-defined, discrete 
data processing operations because legal standards may vary among jurisdictions, and companies may 
need to obtain multiple regulatory approvals to conduct even routine operations. 

Services that cater to individual users face steeper compliance challenges because they handle data 
flows that are more complex and varied. Further complicating matters is the proliferation of cloud 
computing systems.37 This globally distributed architecture helps deliver cost-effective, innovative 
new services to consumers, companies, and governments. It also allows consumers and companies to 
send the personal data they generate and use to recipients all over the world. Consumer data privacy 
frameworks should not only facilitate these technologies and business models but also adapt rapidly 
to those that have yet to emerge. 

Though governments may take different approaches to meeting these challenges, it is critical to the 
continued growth of the digital economy that they strive to create interoperability between privacy 
regimes. The Administration believes flexible multistakeholder processes that address novel uses and 
transfers of data facilitate interoperable privacy regimes. The United States is committed to engaging 
with its international partners to increase interoperability in privacy laws by pursuing mutual recognition, 
the development of codes of conduct through multistakeholder processes, and enforcement coopera-
tion. It is also committed to including international counterparts in these multistakeholder processes, 
to enable global consensus on emerging privacy issues.

A. Mutual Recognition
Mutual recognition of commercial data privacy frameworks is a means to achieve meaningful global 
data protection. A starting point for mutual recognition is the embrace of common values surround-
ing privacy and personal data protection. Two principles should determine whether the conditions for 
mutual recognition between specific privacy frameworks exist: effective enforcement and mechanisms 
that allow companies to demonstrate accountability.

Where companies are under comparable legal requirements, mutual recognition means that all par-
ties can enforce the companies’ obligations. Effective enforcement, conducted according to publicly 
announced policies, is therefore critical to establishing interoperability. Enforcement authorities and 
mechanisms vary from country to country, and the United States recognizes that a variety of approaches 
can be effective. The United States relies primarily upon the FTC’s case-by-case enforcement of general 

37.  NIST has identified five essential characteristics of cloud computing: on-demand self-service, broad network 
access, resource pooling, rapid elasticity, and measured service. See supra note 6.
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prohibitions on unfair or deceptive acts and practices. This approach helps develop evolving standards 
for handling personal data in the private sector. 

In the context of mutual recognition, accountability refers to a company’s capacity to demonstrate the 
implementation of enforceable policies and procedures relating to privacy (whether adopted voluntarily 
or as a result of legal obligations). Accountability mechanisms include self-assessments, evaluations, and 
audits.38 The Administration encourages stakeholders to work together to identify globally accepted 
accountability mechanisms when developing codes of conduct.

One example of an initiative to facilitate transnational mutual recognition is the Asia-Pacific Economic 
Cooperation’s (APEC) voluntary system of Cross Border Privacy Rules (CBPR), which is based on the 
APEC Privacy Framework and includes privacy principles that APEC member economies have agreed to 
recognize.39 Codes of conduct based on these principles could streamline the data privacy policies and 
practices of companies operating throughout the vast APEC region.40 Upon implementation, APEC’s 
CBPR system will require interested applicants to demonstrate that they comply with a set of CBPR 
program requirements based on the APEC Privacy Framework. Moreover, the commitments an applicant 
makes during this process, while voluntary, must be enforceable under laws in member economies. 
Successful CBPR certification will entitle participating companies to represent to consumers that they 
are accountable and meet stringent and globally recognized standards, thereby facilitating the transfer 
of personal data throughout the APEC region.

In Europe, Article 27 of European Union (EU) Directive 95/46/EC on the protection of individuals with 
regard to the processing of personal data and on the free movement of such data, commonly known as 
the EU Data Protection Directive, encourages the development of codes of conduct to help implement 
the law. Like the Administration’s framework, which proposes industry-specific codes of conduct, the 
Data Protection Directive recognizes that codes of conduct that implement general privacy principles 
may differ in their details, according to the needs of the relevant industry. The Administration is com-
mitted to working with organizations at the EU level as well as with member states to make codes of 
conduct the basis of mutually recognized privacy protections. 

The Safe Harbor Frameworks that the United States developed with the EU and Switzerland are early 
examples of global interoperability that have had a meaningful impact on transatlantic data flows. 
The United States, the EU, and Switzerland negotiated these Frameworks to accomplish the objectives 
of protecting personal information while also ensuring that companies could transfer information in 
a way that did not disrupt their global business operations. These Frameworks allow companies to 
self-certify that they comply with requirements under the EU Data Protection Directive, subject to FTC 

38.  Auditing is not a requirement under the Accountability principle stated in the Consumer Privacy Bill of Rights. 
This section discusses the potential use of audits by companies that seek to take advantage of global interoperability in 
privacy laws. Not all organizations, however, fit this description.

39.  The nine principles are collection limitation, integrity of personal information, notice, uses of personal 
information, choice, security safeguards, access and correction, accountability, and harm prevention.  
See http://publications.apec.org/publication-detail.php?pub_id=390.

40.  Currently, APEC includes 21 members: Australia, Brunei Darussalam, Canada, Chile, the People’s Republic of 
China, Hong Kong, Indonesia, Japan, the Republic of Korea, Malaysia, Mexico, New Zealand, Papua New Guinea, Peru, 
the Philippines, Russia, Singapore, Chinese Taipei, Thailand, the United States, and Vietnam. APEC, Member Economies, 
http://www.apec.org/About-Us/About-APEC/Member-Economies.aspx (last visited Sept. 7, 2011).
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enforcement of these representations.41 The more than 2,700 companies that participate in the Safe 
Harbor Frameworks may transfer personal data from the EU to the United States. As a result, the Safe 
Harbor Frameworks have effectively reduced barriers to personal data flow and thereby support trade 
and economic growth.

B. An International Role for Multistakeholder Processes and Codes of 
Conduct
The attributes of speed, flexibility and decentralized problem-solving in well-structured multistake-
holder consultations offer certain advantages over traditional government regulation when it comes to 
establishing globally applicable rules and guidelines that promote innovation and protect consumers. 
Multistakeholder-developed codes of conduct, combined with existing mutual recognition frameworks, 
hold the promise of greatly simplifying companies’ compliance burdens. 

While the Safe Harbor Frameworks have proven to be valuable in facilitating transatlantic trade, they 
are not perfect solutions for all U.S. entities. Sectors not regulated by the FTC, such as financial services, 
telecommunications common carriers, and insurance, are not covered by the Safe Harbor Frameworks. 
Some companies in these sectors have indicated that they would like to see an improved environment 
for transatlantic data transfers.

To build on the success of the Safe Harbor Frameworks, the Administration, through the Departments 
of Commerce and State, plans to develop additional mechanisms—such as jointly developed codes of 
conduct—that support mutual recognition of legal regimes, facilitate the free flow of information, and 
address emerging privacy challenges. The Administration hopes to include international stakeholders 
in the multistakeholder processes. The Safe Harbor Frameworks could one day be supplemented by 
codes of conduct reflecting transatlantic consensus on important, emerging privacy issues.

C. Enforcement Cooperation
To realize global interoperability in data protection, mutual recognition must be accompanied by robust 
enforcement cooperation. Such collaboration, whether bilateral or multilateral, is necessary to address 
information sharing among data protection authorities. 

Empowered by legislation that grants it greater authority to cooperate with foreign counterparts, the 
FTC helped to create the Global Privacy Enforcement Network (“GPEN”). GPEN aims to further the devel-
opment of privacy enforcement priorities, sharing of best practices, and support for joint enforcement 
initiatives. The FTC is involved in a number of other international organizations, including the OECD, 
APEC, the Asia-Pacific Privacy Authorities forum, and the International Conference of Data Protection and 
Privacy Commissioners. The work of the United States Government in GPEN, the OECD, APEC, and other 
venues is increasing collaboration in privacy investigations and enforcement actions globally. Given that 
Internet-based services reach individuals in jurisdictions around the world, it is neither effective nor wise 
policy for governments to enforce national data privacy legislation in isolation. 

41.  For a summary of the FTC’s enforcement of the U.S.-EU Safe Harbor Framework, see FTC, FTC Settles with Six 
Companies Claiming to Comply with International Privacy Framework, Oct. 6, 2009,  
http://www.ftc.gov/opa/2009/10/safeharbor.shtm. See also In re Google, Inc., Complaint, at 7 File No. 102 3136, Mar. 30, 
2011 (alleging “respondent did not adhere to the US Safe Harbor Privacy Principles of Notice and Choice”).
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VI. Enacting Consumer Data 
Privacy Legislation

The Administration urges Congress to pass legislation adopting the Consumer Privacy Bill of Rights. 
Legislation would promote trust in the digital economy by providing a basic set of privacy rights 
throughout areas of the commercial sector that are not currently subject to specific Federal data privacy 
legislation. The flexible approach that the Administration supports will allow companies to implement 
the Consumer Privacy Bill of Rights in ways that fit the context in which they do business. 

A. Codify the Consumer Privacy Bill of Rights
Congress should act to protect consumers from violations of the rights defined in the Administration’s 
proposed Consumer Privacy Bill of Rights. These rights provide clear protection for consumers and 
define rules of the road for the rapidly growing marketplace for personal data.42 The legislation should 
permit the FTC and State Attorneys General to enforce these rights directly. The legislation will need 
to state companies’ obligations under the Consumer Privacy Bill of Rights with greater specificity than 
this document provides. The Consumer Privacy Bill of Rights is a guide for the Administration to work 
collaboratively with Congress on statutory language.43  

To provide greater legal certainty and to encourage the development and adoption of industry-specific 
codes of conduct, the Administration also supports legislation that authorizes the FTC to review codes 
of conduct and grant companies that commit to adhere—and do adhere—to such codes forbearance 
from enforcement of provisions of the legislation.

In addition, consumer data privacy legislation should avoid:

 • Adding duplicative or overly burdensome regulatory requirements to companies that are 
already adhering to legislatively adopted privacy principles.

 • Prescribing technology-specific means of complying with the law’s obligations.

 • Precluding new business models that are consistent with the Consumer Privacy Bill of Rights 
in general but may involve new uses of personal information not contemplated at the time the 
statute is written.

 • Altering existing statutory or regulatory authorities pursuant to which the government may 
obtain information that is necessary to assist in conducting border searches, investigating 
criminal conduct or other violations of law, or protecting public safety and national security.

42.  The Administration is separately considering the need to amend laws pertaining to the government’s access 
to data in the possession of private parties, including the Electronic Communications Privacy Act, to address changes in 
technology. 

43.  In the absence of legislation, the Consumer Privacy Bill of Rights set forth in this document provides guidance 
for stakeholders and does not alter the FTC’s existing enforcement authority under FTC Act § 5.
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 • Contravening the ability of law enforcement to investigate and prosecute criminal acts, and 
ensure public safety.

 • Altering existing statutory, regulatory, or policy authorities that apply to the government’s 
information practices or address privacy issues outside of a purely commercial, consumer-
oriented context.

B.  Grant the FTC Direct Enforcement Authority
The Administration encourages Congress to grant the FTC the authority to enforce each element 
of the statutory Consumer Privacy Bill of Rights.44 This authority would provide greater certainty to 
consumers and companies both. Companies would begin with a clearer roadmap to their privacy obli-
gations. Consumers would benefit from knowing that Congress has empowered the FTC to enforce a 
comprehensive set of privacy protections in the commercial marketplace. At the same time, a statute 
that allows the FTC to enforce the Consumer Privacy Bill of Rights directly would provide flexibility and 
permit the FTC to address emerging privacy issues through specific enforcement actions governed by 
applicable procedural safeguards. Companies seeking even greater certainty under such legislation 
should use the multistakeholder process and enforcement safe harbor discussed below to develop 
context-specific codes of conduct in a timely fashion. The Administration recommends that Congress 
grant the same authority to State Attorneys General. So long as they coordinate with the FTC in their 
enforcement actions, States could provide additional enforcement resources and a considerable source 
of consumer data privacy expertise.

In domains involving rapid changes in technology and business practices, Congress has chosen to cre-
ate flexible standards rather than tailoring them to technologies and practices that exist at the time it 
passes a law. In the realm of antitrust, for example, the Sherman Act prohibits agreements “in restraint of 
trade.”45 The Copyright Act defines basic terms such as “copies,” “devices,” and “processes” with reference 
to technologies “now known or later developed.”46 And, in the realm of data privacy, the FTC has brought 
numerous enforcement actions under the FTC Act Section 5’s prohibition on “unfair or deceptive acts or 
practices.” A combination of agency guidelines, judicial interpretation, and industry practices provides 
interpretations of these terms to allow individuals and companies to determine with greater certainty 
whether their conduct complies with these general laws.

The Administration encourages Congress to follow a similar path with baseline consumer data pri-
vacy legislation. It is important that a baseline statute provide a level playing field for companies, a 
consistent set of expectations for consumers, and greater clarity and transparency in the basis for FTC 
enforcement actions. The FTC also could engage the public to clarify how it will enforce the statutory 
Consumer Privacy Bill of Rights. The primary mechanisms to clarify the statute’s requirements should 
be the multistakeholder process and enforcement safe harbor, based on enforceable codes of conduct, 
as discussed below. The more traditional modes of clarifying general statutory requirements, however, 
could also play a helpful role.

44.  The FTC refers civil penalty actions to the Department of Justice, which may bring an action within 45 days. If 
the Department of Justice declines to litigate, the FTC may prosecute the case itself. See, e.g., 15 U.S.C. § 56(a).

45.  15 U.S.C § 1.
46.  17 U.S.C. § 101.
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C. Provide Legal Certainty Through an Enforcement Safe Harbor
The Administration supports authorizing the FTC to provide greater assurance to companies that adopt 
enforceable codes of conduct than is possible under current law. Two legislative structures would help 
to accomplish this goal. First, the FTC should have explicit authority to review codes of conduct against 
the Consumer Privacy Bill of Rights, as they are set forth in legislation. Legislation should require the 
FTC to review codes submitted for review within a reasonable amount of time (e.g., 180 days), require 
the FTC to consider public comments on a code, limit its review authority to approving or rejecting 
a code that reflects the consensus of all participants in the multistakeholder process, and establish a 
period for reviewing approved codes to ensure that they sufficiently protect consumer privacy in light 
of technological and market changes. The record from the multistakeholder process that produced a 
code—and particularly the presence of general consensus on its provisions—would help to guide the 
FTC’s assessment of whether a code sufficiently implements the Consumer Privacy Bill of Rights. Because 
the outcome of FTC review will likely influence companies’ decisions to adopt codes of conduct—the 
end result of the multistakeholder process—it is appropriate to determine the details of FTC review 
through a process that is open to all stakeholders. These details, however, need to be legally bind-
ing. Accordingly, the Administration recommends that Congress grant the FTC authority under the 
Administrative Procedure Act (5 U.S.C. § 552 et seq.) to issue rules that establish a fair and transparent 
process for reviewing and approving codes of conduct.

The second element that the Administration recommends is giving the FTC the authority to grant a “safe 
harbor”—that is, forbearance from enforcement of the statutory Consumer Privacy Bill of Rights—to 
companies that follow a code of conduct that the FTC has reviewed and approved. Companies that 
decline to adopt a code of conduct, or choose not to seek FTC review of a code that they do adopt, would 
simply be subject to the general obligations of the legislatively adopted Consumer Privacy Bill of Rights.

D. Balance Federal and State Roles in Consumer Data Privacy Protection
Federal legislation that enacts a Consumer Privacy Bill of Rights should provide a national standard for 
protecting consumer data privacy where existing Federal data privacy statutes do not apply. Nationally 
uniform consumer data privacy rules are necessary to create certainty for companies and consistent 
protections for consumers. These rules should take into consideration the need for certain information 
to be available for law enforcement-related purposes. Moreover, national uniformity is crucial to preserv-
ing the incentives that the Administration’s framework provides through the multistakeholder process. 
Stakeholders’ incentives to participate in the multistakeholder process, and companies’ incentives to 
adopt codes of conduct, would be diminished if States enacted laws with more stringent requirements. 
The Administration therefore recommends that Congress preempt State laws to the extent they are 
inconsistent with the Consumer Privacy Bill of Rights as enacted and applied. The Administration also 
recommends that Congress provide forbearance from enforcement of State laws against companies 
that adopt and comply with FTC-approved codes of conduct.

The Administration’s proposed approach preserves important policymaking and enforcement roles 
for the States. States can and should play a highly constructive role in the multistakeholder process. 
The Administration also supports granting State Attorneys General with the authority to enforce the 
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Consumer Privacy Bill of Rights. Taken together, these mechanisms will provide States means to address 
consumer data privacy issues that States identify while maintaining uniformity at the national level. 
The Administration will also work with Congress, States, the private sector, and other stakeholders to 
determine whether there are specific sectors in which States could enact laws that would not disrupt the 
broader uniformity the Administration seeks in consumer data privacy protections. For example, it may 
be appropriate to allow States to enact laws that apply the Consumer Privacy Bill of Rights to personal 
data in sectors they closely regulate, such as retail electricity distribution.47 

E. Preserve Effective Protections in Existing Federal Data Privacy Laws
Consumer data privacy legislation should preserve existing sector-specific Federal laws that effectively 
protect personal data, minimize the duplication of legal requirements, and provide consumers with a 
clear sense of what protections they have and who enforces them. Where existing Federal laws do not 
meet these guidelines, however, the Administration encourages Congress to consider how consumer 
data privacy legislation could simplify existing requirements, to the benefit of consumers and companies.

In general, the sector-specific Federal data privacy laws establish legal obligations that are tailored to 
the sensitivity of personal data used and the prevailing practices in those sectors.48 For instance, HIPAA 
and the HIPAA Privacy and Security Rules regulate the collection, use, and disclosure of personal health 
information by healthcare providers, insurers, and health information clearinghouses. HIPAA permits by 
default personal health information practices that are necessary or commonly accepted in the healthcare 
context, such as disclosures of personal health information between two healthcare providers in order 
to treat a patient. Federal data privacy laws that apply to education, credit reporting, financial services, 
and the collection of children’s personal data are examples of similarly well-tailored requirements.

1. Create Comprehensive Privacy Protection Without Duplicating Burdens

To avoid creating duplicative regulatory burdens, the Administration supports exempting companies 
from consumer data privacy legislation to the extent that their activities are subject to existing Federal 
data privacy laws. However, activities within such companies that do not fall under an existing data 
privacy law would be covered by the legislation that the Administration proposes. The alternative—
exempting entire entities that are subject to an existing Federal data privacy law—could allow the 
exception to swallow the rule. For example, the Gramm-Leach-Bliley Act (GLB) requires financial institu-
tions to take certain privacy and security precautions with nonpublic personal information. If entities 
that are subject to GLB were exempt from a baseline consumer data privacy law for non-GLB-covered 
personal data, the baseline statute’s effectiveness could be significantly diminished. 

47.  Indeed, the Administration recently called for State public utilities commissions to follow privacy principles 
that are very similar to those in the Consumer Privacy Bill of Rights in order to protect personal data associated with the 
“smart” electric grid. See supra note 23.

48.  This limitation also means that the laws that regulate the Federal government’s collection, use, and disclosure 
of personal data are beyond the framework’s scope.
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2. Amend Laws That Create Inconsistent or Confusing Requirements

Because existing Federal laws treat similar technologies within the communications sector differently,49 
the Administration supports simplifying and clarifying the legal landscape and making the FTC respon-
sible for enforcing the Consumer Privacy Bill of Rights against communications providers.  

F. Set a National Standard for Security Breach Notification
In the specific area of security breaches, the Administration supports creating a national standard under 
which companies must notify consumers of unauthorized disclosures of certain kinds of personal data. 
Security breach notification (SBN) laws effectively promote the protection of sensitive personal data. 
They require companies in certain situations to notify consumers whose personal data was exposed 
to unauthorized recipients. Notice helps consumers protect themselves against harms such as identity 
theft. It also provides companies with incentives to establish better data security in the first place. The 
SBN model is also gaining acceptance internationally as a performance-based requirement that effec-
tively protects consumers. 

Currently, 47 States, the District of Columbia, and several U.S. Territories, have SBN laws. Variations in 
States have allowed a sense of the most effective approaches to emerge, but the need for national uni-
formity is now evident. The patchwork of State laws creates significant burdens for companies without 
much countervailing benefit for consumers. As part of its comprehensive cybersecurity legislative pack-
age, the Administration recommended creating a national standard for notifying consumers in the event 
that there are unauthorized disclosures of certain types of personal data.50 This national standard would 
replace the various State standards that exist today and preempt future State legislation in this area. 

49.  See, e.g., 47 U.S.C. §§ 222, 338 & 551 (requiring telecommunications carriers, satellite carriers, and cable 
services, respectively, to protect customers’ personal information).

50.  The White House, Data Breach Notification Legislative Language, May 2011, http://www.whitehouse.gov/sites/
default/files/omb/legislative/letters/data-breach-notification.pdf.
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VII. Federal Government Leadership in 
Improving Individual Privacy Protections

In areas other than consumer data privacy, the Administration is continuing the Federal government’s 
long history of championing data privacy protections in the public and private spheres. This history stems 
from the early days of computerized data processing. In 1973, the Department of Health, Education, 
and Welfare (HEW) Advisory Committee on Automated Personal Data Systems issued a report entitled 
Records, Computers, and the Rights of Citizens. This landmark report provided an early statement of the 
FIPPs that provide a foundation for the Administration’s Consumer Privacy Bill of Rights. 

Since then, the Federal government has led the way in demonstrating that protecting privacy is integral 
to conducting the Nation’s business. No single event or policy need has spurred this activity. In some 
cases, Federal agencies consider privacy issues in response to specific Congressional mandates. In other 
cases, Federal agencies integrate privacy into innovative initiatives that advance their core missions. The 
activities of Federal agencies with duties that range across a broad array of economic sectors—including 
healthcare, financial services, and education—illustrate the Administration’s commitment to promot-
ing best practices, enabling new services, providing tools to address many different privacy issues, and 
enforcing individual privacy rights. 

A. Enabling New Services
Like the private sector, Federal agencies must confront data privacy issues when delivering services to 
the public. A particularly challenging set of privacy issues arises in connection with delivering healthcare 
to the Nation’s veterans. The Department of Veterans Affairs (VA) provides healthcare for 8.3 million 
enrolled veterans through more than 1,400 facilities distributed across the Nation. To help manage a 
healthcare operation of this scale and scope efficiently and cost-effectively, the VA is continuing to incor-
porate information technology into its healthcare delivery system. Protecting the privacy of veterans’ 
health information is essential to the success of this endeavor.

VA recently launched an initiative that demonstrates how careful attention to privacy and security pro-
tections for personal health information can lead to significant advances in how healthcare is delivered. 
VA incorporated privacy and security protections into its “My HealtheVet Personal Health Record.” This 
system is a gateway to information that helps veterans to enable their caregivers to deliver better care 
and provides other Internet-based tools that empower veterans to become active partners in their health 
care. The VA’s Blue Button service allows veterans to download an electronic copy of their HealtheVet 
information in a secure manner. 
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How Administration Action Is Enabling Privacy in Other Areas

•	 Integrating Privacy into Cybersecurity Initiatives. Protecting privacy is a priority in the 
Administration’s efforts to secure online environments for continuing increases in produc-
tivity, innovation, and support for new business ventures. Led by the National Institute of 
Standards and Technology (NIST), the National Strategy for Trusted Identities in Cyberspace 
calls for a partnership with the commercial sector to develop more standardized, secure, 
and privacy-enhancing ways to authenticate individuals online. 

•	 Enhancing Transparency in Credit Markets. The Administration is ensuring that privacy 
protections keep pace with developments in uses of personal data in setting the terms 
of consumer credit. The Federal Reserve Board, together with the FTC, issued a rule that 
requires creditors to provide a consumer with notice when, based on the consumer’s 
credit report, the creditor provides credit to the consumer on less favorable terms than it 
provides to other consumers. This rule also entitles consumers who are notified of such 
“risk-based pricing” to obtain a free credit report, so that they can check whether the 
information creditors use is accurate.

B. Protecting Privacy Through Effective Enforcement
The FTC has used its civil enforcement authority against those commercial enterprises that fail to follow 
Commission rules or act in an unfair or deceptive manner. Since 2009, the FTC has taken actions against 
companies that have failed to exercise reasonable care to secure sensitive personal and medical infor-
mation, represented that they abide by the U.S.-EU or U.S.-Swiss Safe Harbor agreements when they do 
not or they have allowed these certifications to lapse, or that misrepresent the use of tracking software. 
The FTC also prosecuted actions involving deceptive practices by online seal providers, social media 
companies, and companies claiming to protect identities. In addition, the FTC prosecuted cases under 
the Telemarketing Sales Rule, the COPPA Rule, the Fair Credit Reporting Act, and the GLB Safeguards Rule. 

The Administration also takes enforcing statutory privacy rights seriously. Federal agencies with law 
enforcement authority have taken action against those who violate privacy rights. For example, the 
Department of Justice (DOJ) aggressively prosecutes cases involving identity theft—the use of misappro-
priated personal data that can cause life-disrupting and economically devastating harm to its victims. In 
2010 alone, DOJ’s United States Attorneys’ Offices prosecuted nearly 1300 cases involving identity theft, 
and U.S. Attorneys have brought nearly 700 identity theft cases in the current fiscal year. DOJ, assisted 
by investigators from the Federal Bureau of Investigation and Department of Homeland Security (DHS) 
components such as United States Secret Service and U.S. Immigration and Customs Enforcement, also 
vigorously prosecutes individuals who obtain personal data (and other information) by breaking into 
computers. Taken together, these efforts help protect the confidentiality of personal data and bring 
justice for victims of identity theft and other crimes that involve the misuse of personal data.
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C. Guidance for Protecting Privacy
Federal agencies are also devoting resources to producing guidance on data privacy that has broad 
applicability in the private sector. The Department of Health and Human Services (HHS), for example, 
has issued guidance that analyzes some of the fundamental issues surrounding responses to security 
breaches that involve personally identifiable information. In 2009, the Department of Health and Human 
Services Office for Civil Rights (OCR) issued guidance on when health information is considered to be 
secure (and therefore exempt from breach notification requirements) by specifying the technologies 
and methodologies that render protected health information unusable, unreadable, or indecipherable. 
In 2010, OCR also issued guidance on conducting a risk analysis under the HIPAA Security Rule. OCR 
plans to issue additional guidance on the HIPAA Privacy Rule’s “minimum necessary” standard and on 
de-identification of health information under the HIPAA Privacy Rule.

Federal agencies are also providing guidance on how to make more effective use of existing privacy-
protecting measures. In 2009, eight Federal agencies released a model privacy notice form that financial 
institutions can opt to use for their privacy notices to consumers required by GLB. Use of the model form 
provides a legal safe harbor for compliance with the GLB Privacy Rule, though the model form is not 
required. The agencies conducted extensive consumer research and testing in developing the model 
form to ensure that consumers can easily understand what financial institutions do with their personal 
information and compare different institutions’ information sharing practices.
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Other Significant Administration Guidance on Privacy:

•	 Raising Public Awareness of Privacy and Data Security. DHS is leading a national public 
awareness effort called Stop. Think. Connect. to inform the American public of the need to 
strengthen cybersecurity and to provide practical tips to help Americans increase their 
safety and security online. In addition, the FTC has issued guides explaining measures that 
consumers and companies can take to protect children’s privacy online, minimize the risk 
of medical identity theft, and prevent the loss of sensitive data through peer-to-peer file 
sharing applications.

•	 Applying Privacy Principles to New Technologies. The Administration is demonstrating 
that the same privacy principles that inform the general consumer data privacy framework 
developed here also apply to specific, emerging contexts. The “Smart Grid”—the incorpo-
ration of information technologies to make the electric grid more efficient, more accom-
modating of clean sources of energy, and a source of new jobs and innovation—provides 
an excellent example. Over the past two years, the Department of Energy and the National 
Institute of Standards and Technology engaged with stakeholders to understand privacy 
issues that could arise from this promising new technology. This work culminated in the 
Administration’s Policy Framework for The 21st Century Grid: Enabling Our Secure Energy 
Future, which recommends that States make comprehensive FIPPs the starting point for 
protecting the detailed energy usage data that the Smart Grid will generate.

D. Integrating Privacy Into the Structure of Federal Agencies
Finally, Federal agencies are leading the way in incorporating privacy into their structure and opera-
tions and in developing accountable organizations. Some of these accountability-enhancing practices 
and tools have diffused to the private sector and across the globe. For example, the Internal Revenue 
Service and DHS pioneered the use of privacy impact assessments (PIAs), which provide for structured 
assessments of the potential privacy issues arising from new information systems and, under the 
E-Government Act of 2002, are now required of Federal agencies under some circumstances. Building 
on efforts of previous Administrations, this Administration has extended the use of PIAs to social media. 
Since their initial development within the Federal government, PIAs have become widely used in the 
private sector and within the European Union. Federal agencies also continue to make privacy profes-
sionals part of their senior leadership structures. Many Federal agencies have full-time, professional chief 
privacy officers, who engage on privacy issues within their agencies, in broader discussions within the 
Federal government, and with the general public.
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VIII. Conclusion
The United States is committed to protecting privacy. It is an element of individual dignity and an aspect 
of participation in democratic society. To an increasing extent, privacy protections have become critical 
to the information-based economy. Stronger consumer data privacy protections will buttress the trust 
that is necessary to promote the full economic, social, and political uses of networked technologies. The 
increasing quantities of personal data that these technologies subject to collection, use, and disclosure 
have fueled innovation and significant social benefits. We can preserve these benefits while also ensur-
ing that our consumer data privacy policy better reflects the value that Americans place on privacy and 
bolsters trust in the Internet and other networked technologies.

The framework set forth in the preceding pages provides a way to achieve these goals. The Consumer 
Privacy Bill of Rights should be the legal baseline that governs consumer data privacy in the United 
States. The Administration will work with Congress to bring this about, but it will also work with private-
sector stakeholders to adopt the Consumer Privacy Bill of Rights in the absence of legislation. To encour-
age adoption, the Department of Commerce will convene multistakeholder processes to encourage 
the development of enforceable, context-specific codes of conduct. The United States Government will 
engage with our international partners to increase the interoperability of our respective consumer data 
privacy frameworks. Federal agencies will continue to develop innovative privacy-protecting programs 
and guidance as well as enforce the broad array of existing Federal laws that protect consumer privacy.

A cornerstone of this framework is its call for the ongoing participation of private-sector stakeholders. 
The views that companies, civil society, academics, and advocates provided to the Administration 
through written comments, public symposia, and informal discussions have been invaluable in shap-
ing this framework. Implementing it, and making progress toward consumer data privacy protections 
that support a more trustworthy networked world, will require all of us to continue to work together.
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Appendix A: The Consumer 
Privacy Bill of Rights

CONSUMER PRIVACY BILL OF RIGHTS
The Consumer Privacy Bill of Rights applies to personal data, which means any data, including aggre-
gations of data, which is linkable to a specific individual. Personal data may include data that is linked 
to a specific computer or other device. The Administration supports Federal legislation that adopts 
the principles of the Consumer Privacy Bill of Rights. Even without legislation, the Administration will 
convene multistakeholder processes that use these rights as a template for codes of conduct that are 
enforceable by the Federal Trade Commission. These elements—the Consumer Privacy Bill of Rights, 
codes of conduct, and strong enforcement—will increase interoperability between the U.S. consumer 
data privacy framework and those of our international partners.

1. INDIVIDUAL CONTROL: Consumers have a right to exercise control over what personal 
data companies collect from them and how they use it. Companies should provide consum-
ers appropriate control over the personal data that consumers share with others and over how 
companies collect, use, or disclose personal data. Companies should enable these choices by 
providing consumers with easily used and accessible mechanisms that reflect the scale, scope, 
and sensitivity of the personal data that they collect, use, or disclose, as well as the sensitivity 
of the uses they make of personal data. Companies should offer consumers clear and simple 
choices, presented at times and in ways that enable consumers to make meaningful decisions 
about personal data collection, use, and disclosure. Companies should offer consumers means 
to withdraw or limit consent that are as accessible and easily used as the methods for granting 
consent in the first place.

2. TRANSPARENCY: Consumers have a right to easily understandable and accessible infor-
mation about privacy and security practices. At times and in places that are most useful 
to enabling consumers to gain a meaningful understanding of privacy risks and the ability 
to exercise Individual Control, companies should provide clear descriptions of what personal 
data they collect, why they need the data, how they will use it, when they will delete the data 
or de-identify it from consumers, and whether and for what purposes they may share personal 
data with third parties. 

3. RESPECT FOR CONTEXT: Consumers have a right to expect that companies will collect, 
use, and disclose personal data in ways that are consistent with the context in which 
consumers provide the data. Companies should limit their use and disclosure of personal data 
to those purposes that are consistent with both the relationship that they have with consumers 
and the context in which consumers originally disclosed the data, unless required by law to 
do otherwise. If companies will use or disclose personal data for other purposes, they should 
provide heightened Transparency and Individual Control by disclosing these other purposes in 
a manner that is prominent and easily actionable by consumers at the time of data collection. If, 
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subsequent to collection, companies decide to use or disclose personal data for purposes that 
are inconsistent with the context in which the data was disclosed, they must provide heightened 
measures of Transparency and Individual Choice. Finally, the age and familiarity with technol-
ogy of consumers who engage with a company are important elements of context. Companies 
should fulfill the obligations under this principle in ways that are appropriate for the age and 
sophistication of consumers. In particular, the principles in the Consumer Privacy Bill of Rights 
may require greater protections for personal data obtained from children and teenagers than 
for adults.

4. SECURITY: Consumers have a right to secure and responsible handling of personal data. 
Companies should assess the privacy and security risks associated with their personal data 
practices and maintain reasonable safeguards to control risks such as loss; unauthorized access, 
use, destruction, or modification; and improper disclosure. 

5. ACCESS AND ACCURACY: Consumers have a right to access and correct personal data in 
usable formats, in a manner that is appropriate to the sensitivity of the data and the risk 
of adverse consequences to consumers if the data is inaccurate. Companies should use 
reasonable measures to ensure they maintain accurate personal data. Companies also should 
provide consumers with reasonable access to personal data that they collect or maintain about 
them, as well as the appropriate means and opportunity to correct inaccurate data or request its 
deletion or use limitation. Companies that handle personal data should construe this principle 
in a manner consistent with freedom of expression and freedom of the press. In determining 
what measures they may use to maintain accuracy and to provide access, correction, deletion, 
or suppression capabilities to consumers, companies may also consider the scale, scope, and 
sensitivity of the personal data that they collect or maintain and the likelihood that its use may 
expose consumers to financial, physical, or other material harm.

6. FOCUSED COLLECTION: Consumers have a right to reasonable limits on the personal 
data that companies collect and retain. Companies should collect only as much personal 
data as they need to accomplish purposes specified under the Respect for Context principle. 
Companies should securely dispose of or de-identify personal data once they no longer need 
it, unless they are under a legal obligation to do otherwise.

7. ACCOUNTABILITY: Consumers have a right to have personal data handled by companies 
with appropriate measures in place to assure they adhere to the Consumer Privacy Bill 
of Rights. Companies should be accountable to enforcement authorities and consumers for 
adhering to these principles. Companies also should hold employees responsible for adhering 
to these principles. To achieve this end, companies should train their employees as appropriate 
to handle personal data consistently with these principles and regularly evaluate their perfor-
mance in this regard. Where appropriate, companies should conduct full audits. Companies that 
disclose personal data to third parties should at a minimum ensure that the recipients are under 
enforceable contractual obligations to adhere to these principles, unless they are required by 
law to do otherwise.
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A
ppendix B: C

om
parison of the C

onsum
er Privacy  

Bill of R
ights to O

ther Statem
ents of the  

Fair Inform
ation Practice Principles (FIPPs)

Consum
er Privacy Bill of Rights

O
ECD

 Privacy G
uidelines (excerpts)

D
H

S Privacy Policy (generalized)
A

PEC Principles (excerpts)

Individual Control. Consum
ers have 

a right to exercise control over w
hat 

personal data that com
panies collect 

from
 them

 and how
 they use it.

U
se Lim

itation Principle. Personal 
data should not be disclosed . . . except 
“w

ith the consent of the data subject or 
by the authority of law

.” 

Individual Participation. 
O

rganizations should involve the 
individual in the process of using PII 
[personally identifiable inform

ation] 
and, to the extent practicable, seek 
individual consent for the collection, 
use, dissem

ination, and m
aintenance 

of PII.

Choice. W
here appropriate, individuals 

should be provided w
ith clear, prom

i-
nent, easily understandable, accessible 
and affordable m

echanism
s to exercise 

choice in relation to the collection, 
use and disclosure of their personal 
inform

ation.

Transparency. Consum
ers have a right 

to easily understandable inform
ation 

about privacy and security practices. 

O
penness Principle. There should be 

a general policy of openness about 
developm

ents, practices and policies 
w

ith respect to personal data.

Transparency. O
rganizations should 

be transparent and notify individuals 
regarding collection, use, dissem

ina-
tion, and m

aintenance of PII.

N
otice. Personal inform

ation control-
lers should provide clear and easily 
accessible statem

ents about their 
practices and policies . . . .
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Consum
er Privacy Bill of Rights

O
ECD

 Privacy G
uidelines (excerpts)

D
H

S Privacy Policy (generalized)
A

PEC Principles (excerpts)

Respect for Context. Consum
ers have 

a right to expect that com
panies w

ill 
collect, use, and disclose personal data 
in w

ays that are consistent w
ith the 

context in w
hich consum

ers provide 
the data.

Purpose Specification Principle. The 
purposes for w

hich personal data are 
collected should be specified not later 
than at the tim

e of data collection 
and the subsequent use lim

ited to the 
fulfillm

ent of those purposes or such 
others as are not incom

patible w
ith 

those purposes and as are specified on 
each occasion of change of purpose. 

Purpose Specification. O
rganizations 

should specifically articulate the 
authority that perm

its the collection 
of PII and specifically articulate the 
purpose or purposes for w

hich the PII is 
intended to be used.

N
otice. All reasonably practicable 

steps shall be taken to ensure that 
such notice is provided either before 
or at the tim

e of collection of personal 
inform

ation. O
therw

ise, such notice 
should be provided as soon after as is 
practicable.

U
se Lim

itation Principle. Personal 
data should not be disclosed, m

ade 
available or otherw

ise used for 
purposes other than those specified in 
accordance w

ith Paragraph 9 [purpose 
specification] except . . . 

       (a)   w
ith the consent of the data 

               subject; or 

       (b)  by the authority of law
. 

U
se Lim

itation. O
rganizations should 

use PII solely for the purpose(s) speci-
fied in the notice. Sharing PII should be 
for a purpose com

patible w
ith the pur-

pose for w
hich the PII w

as collected.

U
ses of Personal Inform

ation. 
Personal inform

ation collected should 
be used only to fulfill the purposes 
of collection and other com

patible 
or related purposes except: a) w

ith 
the consent of the individual w

hose 
personal inform

ation is collected;

b) w
hen necessary to provide a service 

or product requested by the individual; 
or, c) by the authority of law

 and other 
legal instrum

ents, proclam
ations and 

pronouncem
ents of legal effect.

Security. Consum
ers have a right to 

secure and responsible handling of 
personal data. 

Security Safeguards Principle. 
Personal data should be protected by 
reasonable security safeguards against 
such risks as loss or unauthorized 
access, destruction, use, m

odification 
or disclosure of data.

Security. O
rganizations should protect 

PII (in all m
edia) through appropriate 

security safeguards against risks such 
as loss, unauthorized access or use, 
destruction, m

odification, or unin-
tended or inappropriate disclosure.

Security Safeguards. Personal 
inform

ation controllers should protect 
personal inform

ation that they hold 
w

ith appropriate safeguards against 
risks, such as loss or unauthorized 
access to personal inform

ation, or 
unauthorized destruction, use, m

odi-
fication or disclosure of inform

ation or 
other m

isuses. 
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A P P EN D I x  B : CO M PA R I S O N  O F  T H E  CO N S U M ER  P R I VAC Y  B I LL  O F  R I G H T S  TO  O T H ER 
S TAT EM EN T S  O F  T H E  FA I R  I N F O R M AT I O N  P R AC T I C E  P R I N C I P LE S  ( F I P P S )

Consum
er Privacy Bill of Rights

O
ECD

 Privacy G
uidelines (excerpts)

D
H

S Privacy Policy (generalized)
A

PEC Principles (excerpts)

A
ccess and A

ccuracy. Consum
ers have 

a right to access and correct personal 
data in usable form

ats, in a m
anner 

that is appropriate to the sensitivity 
of the data and the risk of adverse 
consequences to consum

ers if the data 
is inaccurate. 

Individual Participation Principle. An 
individual should have the right: a) to 
obtain from

 a data controller, or other-
w

ise, confirm
ation of w

hether or not 
the data controller has data relating to 
him

; b) to have com
m

unicated to him
, 

data relating to him
 w

ithin a reason-
able tim

e; at a charge, if any, that is not 
excessive; in a reasonable m

anner; and 
in a form

 that is readily intelligible to 
him

; c) to be given reasons if a request 
m

ade under subparagraphs(a) and (b) 
is denied, and to be able to challenge 
such denial; d) to challenge data 
relating to him

 and, if the challenge 
is successful to have the data erased, 
rectified, com

pleted or am
ended.

D
ata Q

uality and Integrity. 
O

rganizations should, to the extent 
practicable, ensure that PII is accurate, 
relevant, tim

ely, and com
plete.

A
ccess and Correction. Individuals 

should be able to:

a) obtain from
 the personal inform

a-
tion controller confirm

ation of w
hether 

or not the personal inform
ation 

controller holds personal inform
ation 

about them
;

b) have com
m

unicated to them
, after 

having provided suffi
cient proof of 

their identity, personal inform
ation 

about them
;  i. w

ithin a reasonable 
tim

e ii. at a charge, if any, that is not 
excessive; iii. in a reasonable m

anner; 
iv. in a form

 that is generally under-
standable; and,

c) challenge the accuracy of inform
a-

tion relating to them
 and, if possible 

and as appropriate, have the inform
a-

tion rectified, com
pleted, am

ended or 
deleted.

D
ata Q

uality Principle. Personal data 
should be relevant to the purposes for 
w

hich they are to be used, and, to the 
extent necessary for those purposes, 
should be accurate, com

plete and kept 
up-to-date.

Integrity of Personal Inform
ation. 

Personal inform
ation should be accu-

rate, com
plete and kept up-to-date to 

the extent necessary for the purposes 
of use.

Preventing H
arm

. Recognizing the 
interests of the individual to legitim

ate 
expectations of privacy, personal 
inform

ation protection should be 
designed to prevent the m

isuse of such 
inform

ation. 
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Consum
er Privacy Bill of Rights

O
ECD

 Privacy G
uidelines (excerpts)

D
H

S Privacy Policy (generalized)
A

PEC Principles (excerpts)

Focused Collection: Consum
ers have 

a right to reasonable lim
its on the 

personal data that com
panies collect 

and retain. 

Collection Lim
itation Principle. 

There should be lim
its to the collection 

of personal data and any such data 
should be obtained by law

ful and fair 
m

eans and, w
here appropriate, w

ith 
the know

ledge or consent of the data 
subject.

D
ata M

inim
ization: O

rganizations 
should only collect PII that is directly 
relevant and necessary to accom

plish 
the specified purpose(s) and only 
retain PII for as long as is necessary to 
fulfill the specified purpose(s).

Collection Lim
itation. The collection 

of personal inform
ation should be 

lim
ited to inform

ation that is relevant 
to the purposes of collection and any 
such inform

ation should be obtained 
by law

ful and fair m
eans, and w

here 
appropriate, w

ith notice to, or consent 
of, the individual concerned.

A
ccountability. Consum

ers have a 
right to have personal data handled by 
com

panies w
ith appropriate m

easures 
in place to assure they adhere to the 
Consum

er Privacy Bill of Rights. 

A
ccountability Principle. A data 

controller should be accountable for 
com

plying w
ith m

easures w
hich give 

effect to the principles stated above.

A
ccountability and A

uditing: 
O

rganizations should be accountable 
for com

plying w
ith these principles, 

providing training to all em
ployees and 

contractors w
ho use PII, and auditing 

the actual use of PII to dem
onstrate 

com
pliance w

ith these principles 
and all applicable privacy protection 
requirem

ents.

A
ccountability. A personal inform

a-
tion controller should be accountable 
for com

plying w
ith m

easures that 
give effect to the Principles stated 
above. W

hen personal inform
ation is 

to be transferred to another person or 
organization, w

hether dom
estically or 

internationally, the personal inform
a-

tion controller should obtain the 
consent of the individual or exercise 
due diligence and take reasonable 
steps to ensure that the recipient 
person or organization w

ill protect the 
inform

ation consistently w
ith these 

Principles.
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Promoting online privacy via research and education
at Carnegie Mellon University

Lujo Bauer, Alessandro Acquisti, Nicolas Christin, Lorrie Cranor, Anupam Datta

This document briefly describes the technical and societal impact of Carnegie Mellon research
and educational efforts on online privacy, and proposes additional efforts that will be of benefit to
both class members and society.

Carnegie Mellon University Carnegie Mellon hosts one of the largest academic security and pri-
vacy research centers in the world (CyLab), with over 50 faculty and 100 graduate students working
on all facets of computer and information security and privacy, ranging from public policy to soft-
ware design, network measurements, and behavioral research. To achieve high-impact research,
inter-disciplinary collaborations between very different fields (e.g., psychology, economics, and
computer science) are not merely encouraged: they are the norm rather than the exception.

CyLab researchers have a strong track record in privacy research, outreach, and education.
Our privacy research regularly appears in top peer-reviewed conferences and journals and has
been recognized with prestigious awards. CyLab faculty have testified at privacy-related hearings
on Capitol Hill; our research papers are frequently cited in similar settings. CyLab faculty are
regularly invited to present their research findings at companies such as Google, Facebook, PARC,
and Microsoft. Finally, our privacy research is frequently mentioned in the popular press.

CyLab researchers regularly teach privacy-related courses at the undergraduate and graduate
level. In addition, Carnegie Mellon has recently launched the world’s first masters degree program
in privacy engineering. We expect that graduates of this is program will be uniquely well qualified
to work for companies where they can help address privacy issues in products and services.

Proposed research Carnegie Mellon proposes to use a potential donation to conduct new and
expand current research to improve user privacy, focusing on three areas: (1) furthering our un-
derstanding of users’ privacy behaviors and online threats to users’ privacy; (2) developing new
interfaces and technologies to help users understand and control threats to their privacy; and (3)
developing computational mechanisms to help ensure that systems and organizations adhere to pri-
vacy regulations or policies. These efforts will advance the field of privacy research and result in
tools that will benefit class members and other computer users.

In the first area, we propose a series of behavioral experiments to explore the influence that
stimuli from the physical world, often processed unconsciously, can have over security and privacy
behavior in cyberspace. This research is predicated around an evolutionary conjecture: Humans
have evolved to react to threats in their physical environment. In cyberspace, those stimuli often
are subdued or deliberately manipulated by attackers. We aim to investigate this conjecture and
its implications, studying the evolutionary roots of privacy and security behavior and using this
knowledge to improve privacy and security in cyberspace.

Also in this category, we propose to empirically study how private information leaks can im-
pact users. For instance, we have observed through several studies that an increasing number of
websites is compromised by attackers who take advantage of features meant to help personalize the
user experience. Users searching for prescription drugs may unknowingly land on such compro-
mised websites, which take them to unlicensed online pharmacies, rather than vetted outfits. This
mode of illicit advertising has become increasingly sophisticated. We propose to systematically
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evaluate how adversaries can abuse personalization information and to design countermeasures
that will benefit members of the class as well as the general public.

In the second area, we will focus on user authentication and smartphone privacy. Authentica-
tion is a key aspect of the online experience; online banking, email, and other transactions require
users to first authenticate to a computer system. Poor authentication mechanisms can increase the
chance of lost or stolen passwords leading to compromised accounts; more sophisticated ones,
such as using an online identity provider to sign into a service like USA Today may result in unde-
sired leaks of personal information from the identity provider to the service provider. We propose
to study both issues: We will extend our studies of passwords to encompass longer, simpler pass-
words, which appear promising for both security and usability; we will investigate effects of using
different data-entry interfaces, such as on mobile phones and Internet-connected TVs; and we will
develop privacy-preserving fail-over mechanisms to help reset lost passwords. We will also de-
velop more user-friendly interfaces to give class members and other users more insight into and
control over the privacy they may be giving up when using single sign-on.

Also in this category, we will study smartphones and other mobile devices, as they are an
increasingly popular way to interact with the online environment. Building on our past research
on privacy decision making and risk communication, we propose to conduct research to improve
communication about privacy between smartphone app developers and users, specifically with
regards to data collection, use, and sharing.

In the third category, we will express privacy-related laws and corporate online privacy policies
(e.g., as used by Facebook and Google) in a computer-readable form and develop computational
mechanisms to enforce them. In prior work, we have formalized privacy policies that prescribe and
proscribe flows (disclosures) of personal information as well as those that place restrictions on the
purposes for which a governed entity may use personal information (e.g., HIPAA, GLBA). Rec-
ognizing that traditional preventive mechanisms are inadequate for enforcing such privacy poli-
cies, we have developed principled audit and accountability mechanisms that encourage policy-
compliant behavior by detecting policy violations, assigning blame, and punishing violators. Our
research along these lines is directly relevant to improving compliance of web search engines with
their privacy policies. A central challenge that we will address is to enable this form of checking
even when the checker does not have access to a web service’s software systems. This setting
is particularly important because it will enable class members and other users, privacy advocacy
groups, and government organizations to check that a web search engine’s practices respect users’
privacy even though they will typically not have access to the search engine’s internal systems
(e.g., to check that certain types of personal information do not influence displayed advertisements
or flow to third party data aggregators).

Benefits of proposed research Our research results will include an improved understanding of
threats to users’ privacy and ways to mitigate these threats. Our proposed effort will also result in
the design of specific interfaces and tools that improve privacy for class members and other users;
as well as algorithms that could be used by Google, privacy advocacy groups, and regulators to
measure the privacy compliance of various web-based systems, including search engines. We will
generally make our designs and code open-source and freely available for download.

We will additionally disseminate the results of our research through scientific papers and talks,
through our regular interactions with the popular press and companies like Google and Microsoft,
and through CyLab’s corporate partners program. When appropriate, results will be integrated into
our curriculum and passed on to the next generation of privacy engineers.
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Executive	  Summary	  of	  Stanford	  CIS	  Proposal	  	   	   In	  re:	  Google	  Referrer	  Header	  Litigation	  1	  

Executive	  Summary	  of	  	  
Stanford	  Law	  School	  Center	  for	  Internet	  and	  Society’s	  

Proposal	  For	  Distribution	  of	  Cy	  Pres	  Funds	  	  
	  
To	  aid	  the	  Court	  in	  its	  consideration	  of	  the	  distribution	  of	  cy	  pres	  funds	  in	  In	  re:	  Google	  
Referrer	  Header	  Privacy	  Litigation,	  Case	  No.	  10-‐cv-‐04809	  EJD,	  the	  Stanford	  Law	  School	  
Center	  for	  Internet	  and	  Society	  (“CIS”)	  hereby	  submits	  the	  following	  summary	  of	  its	  
Proposal	  for	  Distribution.	  
	  
Our	  Mission.	  CIS	  is	  a	  public	  interest	  technology	  law	  and	  policy	  program	  within	  the	  Law,	  
Science	  and	  Technology	  Program	  at	  Stanford	  Law	  School	  and	  an	  international	  thought	  
leader	  in	  privacy.	  CIS’s	  goal	  is	  to	  improve	  technology	  law	  and	  policy	  through	  ongoing	  
interdisciplinary	  study,	  analysis,	  research	  and	  discussion.	  CIS	  strives	  to	  inform	  the	  
design	  of	  technology	  and	  law	  in	  furtherance	  of	  important	  public	  policy	  goals	  such	  as	  
privacy,	  free	  speech,	  innovation	  and	  scientific	  inquiry.	  CIS’s	  research	  in	  consumer	  
privacy	  has	  forged	  a	  direct	  path	  from	  scholarship	  to	  positive	  changes	  for	  Internet	  users.	  
To	  continue	  and	  expand	  our	  consumer	  privacy	  work,	  CIS	  requests	  funds	  to	  conduct	  four	  
projects	  over	  the	  next	  three	  years,	  including	  required	  personnel.	  	  
	  
Project	  One:	  Mobile	  Privacy	  Notice	  Research.	  Effective	  notice	  is	  a	  precursor	  to	  
effective	  privacy	  choice.	  The	  Class	  members	  alleged	  that	  they	  were	  given	  neither	  notice	  
nor	  choice	  about	  how	  Google	  would	  relay	  their	  search	  queries	  to	  third	  parties.	  As	  
Internet	  users,	  including	  Class	  members,	  migrate	  to	  mobile	  devices,	  providing	  effective	  
notice	  will	  directly	  improve	  their	  ability	  to	  control	  the	  flow	  of	  information	  about	  them.	  
CIS	  has	  been	  a	  leader	  in	  finding	  innovative	  ways	  to	  meaningfully	  conveying	  privacy	  
practices	  to	  consumers.	  	  We	  propose	  expanding	  this	  work	  to	  the	  context	  of	  mobile	  
devices	  and	  other	  small	  screens.	  We	  would:	  (1)	  research	  how	  best	  to	  present	  privacy	  
information	  and	  publish	  our	  results;	  (2)	  promote	  adoption	  of	  this	  research	  by	  app	  
developers;	  (3)	  help	  policy	  makers	  understand	  and	  use	  our	  research;	  and	  (4)	  host	  a	  
training	  event	  for	  up	  to	  100	  app	  developers	  on	  how	  create	  improved	  privacy	  notice.	  	  

Success	  metrics:	  We	  anticipate	  that	  our	  work	  will	  improve	  mobile	  privacy	  
notice.	  Our	  metrics	  are	  whether	  (1)	  our	  central	  insights	  are	  implemented;	  (2)	  
app	  developers	  improve	  their	  notices	  after	  training;	  (3)	  policy	  makers	  
encourage	  adoption	  of	  our	  insights.	  
	  

Project	  Two:	  Privacy	  Legislation	  Analysis.	  When	  companies	  are	  unwilling	  to	  
voluntarily	  limit	  online	  data	  collection	  and	  use,	  legislation	  can	  be	  an	  important	  recourse	  
to	  protect	  privacy	  interests.	  In	  2012,	  the	  California	  legislature	  introduced	  nearly	  two	  
dozen	  privacy	  bills.	  Many	  of	  these	  are	  well-‐intentioned	  bills	  that	  would	  benefit	  from	  
better	  understanding	  of	  technology.	  The	  legislature	  risks	  passing	  laws	  that	  are	  
impossible	  to	  implement.	  California	  online	  privacy	  laws	  apply	  to	  all	  companies	  with	  
customers	  in	  California,	  and	  thus	  become	  de	  facto	  national	  laws.	  If	  crafted	  well,	  pending	  
bills	  and	  amendments	  regarding	  data	  transfer	  to	  third	  parties	  could	  have	  the	  intended	  
effect	  of	  protecting	  Class	  members’	  and	  others’	  privacy.	  CIS’s	  interdisciplinary	  approach	  
puts	  us	  in	  a	  unique	  position	  to	  help	  inform	  the	  legislature.	  We	  propose	  (1)	  researching	  
and	  publishing	  at	  least	  three	  white	  papers	  responsive	  to	  privacy	  issues	  under	  active	  
consideration	  by	  state	  lawmakers.	  In	  addition	  to	  (2)	  informal	  meetings	  with	  policy	  
makers,	  we	  would	  (3)	  hold	  a	  major	  event	  in	  cooperation	  with	  the	  California	  Assembly	  
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Select	  Committee	  on	  Privacy	  (or	  other	  appropriate	  partner)	  to	  bring	  together	  experts	  in	  
privacy	  scholarship	  and	  legislative	  staff,	  with	  knowledge	  transfer	  in	  both	  directions.	  	  	  	  

Success	  metrics:	  (1)	  Legislative	  directors	  and	  policy	  makers	  attending	  the	  
Stanford	  event	  will	  leave	  with	  greater	  technical	  understanding.	  (2)	  We	  will	  
create	  a	  briefing	  book	  containing	  the	  biographies	  of	  participants,	  allowing	  
ongoing	  contact	  over	  time.	  (3)	  We	  will	  successfully	  work	  with	  legislators	  to	  
introduce	  privacy	  protecting	  bills	  that	  are	  technologically	  astute.	  	  	  

	  
Project	  Three:	  Cookie	  Clearinghouse.	  Unwanted	  disclosure	  of	  information	  to	  third	  
parties	  is	  a	  privacy	  problem.	  We	  created	  the	  Cookie	  Clearinghouse	  in	  response.	  The	  
Cookie	  Clearinghouse	  publishes	  Accept	  and	  Block	  lists	  to	  manage	  cookies.	  This	  makes	  it	  
easier	  for	  Class	  members	  to	  control	  third	  party	  tracking	  and	  to	  learn	  what	  is	  tracked.	  
Enhanced	  control	  of	  data	  flows	  to	  third	  parties	  is	  directly	  relevant	  to	  the	  issues	  in	  this	  
litigation,	  and	  is	  the	  core	  of	  the	  Cookie	  Clearinghouse	  tool.	  We	  would:	  (1)	  perform	  on-‐
going	  technical	  analysis	  of	  cookies;	  (2)	  produce	  and	  advertise	  online	  materials	  to	  help	  
web	  developers	  understand	  the	  Cookie	  Clearinghouse;	  (3)	  hold	  a	  video-‐recorded	  
developer	  workshop;	  (4)	  educate	  the	  public	  about	  the	  Cookie	  Clearinghouse.	  

Success	  metrics:	  Success	  requires	  the	  Cookie	  Clearinghouse	  operate	  effectively	  
as	  an	  anti-‐tracking	  tool	  for	  users	  who	  wish	  to	  opt	  out:	  (1)	  Cookie	  Clearinghouse	  
Accept	  and	  Block	  lists	  are	  available	  in	  browsers;	  (2)	  reach	  100,000	  users	  by	  
2016.	  

	  
Project	  Four:	  Speaker	  Series.	  Education	  is	  a	  key	  aspect	  in	  putting	  users	  in	  control	  of	  
the	  data	  they	  transmit.	  CIS	  has	  a	  popular	  lunchtime	  and	  evening	  Speaker	  Series.	  Our	  
Speaker	  Series	  events	  can	  address	  the	  need	  for	  more	  education	  about	  privacy	  practices,	  
rights	  and	  self-‐help	  by	  educating	  users	  who	  are	  able	  to	  attend	  the	  speaker	  series	  in	  
person,	  and	  reaching	  a	  geographically	  remote	  audience	  online.	  CIS	  would	  host	  three	  
additional	  events	  specifically	  about	  consumer	  privacy	  online.	  Topics	  relevant	  to	  the	  
Class	  include:	  (1)	  how	  to	  make	  effective	  online	  choices	  for	  privacy	  (2)	  how	  third	  party	  
tracking	  and	  advertising	  practices	  work	  (3)	  how	  seemingly	  anonymous	  data	  can	  re-‐
identify	  people.	  	  

Success	  metrics:	  (1)	  At	  least	  300	  people	  in	  attendance	  across	  all	  evening	  
events,	  (2)	  at	  least	  three	  different	  top-‐notch	  speakers,	  (3)	  at	  least	  100	  remote	  
attendees	  and	  downloads	  within	  a	  year	  of	  the	  event.	  	  

	  
Necessary	  Personnel.	  To	  accomplish	  these	  Projects,	  as	  well	  as	  other	  relevant	  research	  
that	  would	  directly	  benefit	  the	  privacy	  interest	  of	  Class	  members	  in	  controlling	  the	  use	  
and	  dissemination	  of	  their	  personal	  information,	  CIS	  would	  make	  the	  position	  of	  
Director	  of	  Privacy	  permanent.	  We	  also	  request	  funds	  for	  a	  portion	  of	  the	  salaries	  of	  
existing	  staff	  members	  who	  perform	  tasks	  directly	  relevant	  to	  this	  cy	  pres	  request.	  	  	  	  
	  
CIS	  thanks	  the	  Court	  for	  the	  opportunity	  to	  submit	  a	  Proposal	  for	  consideration	  in	  the	  
proposed	  settlement	  of	  this	  litigation.	  	  
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World Privacy Forum Cy Pres Distribution Proposal 1 

 

September 04, 2013 

Pam Dixon, Executive Director  

World Privacy Forum 

3108 Fifth Avenue, Suite B 

San Diego, CA 92103  

Executive Summary of World Privacy Forum Cy Pres Distribution Proposal 

The World Privacy Forum
1
 is pleased to submit a proposal for this online privacy-focused Cy Pres distribution. The 

World Privacy Forum has developed two focused, relevant and impactful projects to provide direct relief and support 

for class members in this cy pres. We are uniquely poised in expertise, experience, and in our core mission and function 

to assist the class members.  

About the World Privacy Forum  

The World Privacy Forum is a non-profit, non-partisan 501(c)(3) public interest research and consumer education group 

focused on conducting in-depth research and consumer education in the area of privacy, with a focus on topics relating 

to privacy and technology. Our core mission is to provide substantive research and consumer information that 

documents and analyzes critically important privacy issues and to provide consumer information and educational 

support in the area of privacy. We also provide direct support to consumers.  

The World Privacy Forum fills a unique need for unbiased, in-depth public interest research with a focus on consumer 

privacy and education. Our work is focused on benefitting and educating consumers of all ages. The Forum was 

founded in 2003, and is incorporated and based in California. The Forum has achieved measurable and consistent 

success in its work, and receives consistent, high-profile press coverage of its activities, reports, and other work as well 

as consistently high praise from regulators, legislators, academics, and consumers. The New York Times, Wall Street 

Journal, Time, Business Week, Los Angeles Times, the Economist, San Francisco Chronicle, CNN, NBC, CBS, ABC, 

and many others have covered World Privacy Forum’s activities and materials.  

WPF has long experience in researching, documenting, and educating consumers about new and existing areas of 

privacy inquiry. WPF has testified before Congress regarding online and offline consumer privacy issues, as well as 

before many Federal agencies, including the Federal Trade Commission, FDA, HHS, the Department of Commerce, and 

others. 

Proposed Use of Funding   

Should we receive funding from this cy pres, we are proposing that all of the funds go towards two substantive 

consumer online privacy projects directly benefiting the class and relating directly to the underlying litigation.  

The projects the World Privacy Forum is proposing focus on direct consumer support, research, education, and 

materials created specifically for consumers who may have typed a search query into a search box; these projects will 

greatly assist this class of consumers by protecting and enhancing their privacy and by arming them with increased 

privacy knowledge. All projects will be conducted with a national scope to reach a national class of consumers. The 

projects are three-year projects, which will run concurrently. The projects are based on our extensive expertise and 

effectiveness in consumer privacy research, education, and support. The projects include substantial online components.  

To facilitate measurable results and the transparency of outcomes, we are incorporating consumer interviews, surveys, 

benchmarking, and pre-and post project testing to measure our success. We will report our findings to the court and/or 

to class representatives at regular intervals post-funding. Another measure of our success will be the completion and 

availability of the multiple deliverables such as videos, consumer education materials, workshops, reports, and other 

materials. In our full project proposal we have outlined substantial, detailed, and measurable deliverables for each 

project.  

                                                        
1 The World Privacy Forum is a non-profit public interest and consumer education research group. Our work focuses on 

consumer privacy and security issues in the areas of technology, health care, finance, and the Internet. WPF is national 

in scope and impact. Please see <http://www.worldprivacyforum.org>. 
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Project Descriptions  

Key Project 1: Research, consumer education, and direct consumer support around online search boxes and referral 

headers that lead to privacy mischief (data brokers)  

Most consumers begin their web browsing with a search box of some sort, and then continue typing in queries across 

web site search boxes as they read information, shop, communicate, and explore. Unknown to many if not most of these 

consumers typing in search queries, a significant number of search boxes lead back to online data brokers and their 

many unnamed affiliates. This is where a great deal of privacy mischief and outright consumer harm is occurring. There 

are an astounding variety of these types of data brokers, and they are nearly undocumented online in any meaningful 

way.  

 

This proposed project would fund two in-depth research reports about data brokers, online people finders, and consumer 

list brokers and the specific online and policy issues related to their activities relating to consumers. The reports will 

tease out the facts and details of these sites, which have not been heretofore documented. The project will also fund a 

very significant national consumer education campaign around these online consumer privacy issues, with online and 

offline education that includes education through multiple channels, including video, direct consumer support and 

education, e-books, workshops, and a variety of online materials.  

 

This project meets the needs of the class members by providing vital and currently non-existent research, consumer 

education, outreach, and support in this critical area. No materials around search queries, search boxes, and problematic 

referral headers exist at this time, yet literally tens of thousands of these search boxes populate the Internet, with a 

percentage of these data broker search query boxes having some prominence. WPF is the leading privacy group in the 

area of online privacy and data brokers, and is uniquely positioned to conduct this project successfully.  

 

Key Project 2: Consumer privacy education around critical online privacy topics for teens, minority and under-

served populations, seniors, and disabled consumers 

A substantial gap in online consumer privacy education and outreach for teens, seniors, minority, and under-served 

populations such as disabled adults exists right now. This gap specifically includes members of this cy pres class.  

 

The gap is twofold. First, focused, online-privacy-specific materials sensitive to this cy pres class are currently 

unavailable. General online safety materials exist, but specific materials assistive to the actual problems and challenges 

experienced by the class do not. Second, the class members this project is focused on are the least likely to be touched 

by the currently available general Internet safety education that is conducted primarily online, most typically through 

outreach and education directed toward individuals with pre-existing baseline sets of computer and online privacy 

knowledge.  

 

This project will fund a multi-faceted national consumer online privacy educational campaign that closes the gaps with 

appropriate educational materials and effective delivery methods for the content. The first aspect of the project is 

crafting appropriate and focused educational materials, which will range from video to print to curricula to online tips 

and other items, and will be specifically crafted for each segment of consumers we are working to reach. The second 

aspect of the project is to provide direct consumer support and education to class members. The vision is for an 

inclusive approach, with focused, consumer privacy-specific materials reaching new audiences online and off, and 

collaboration with teachers and senior and other community center directors to ensure vital, appropriate, specific, and 

helpful online privacy messaging reaches these class members. Our deep and long privacy expertise and consumer 

assistance expertise combined with our ability and knowledge of executing national educational campaigns is an 

invaluable and significant asset in this work.  

 

We are sensitive to meeting the specific needs of this class. WPF receives many consumer phone calls. Most of them 

are from people who are online, but who did not realize some of their actions online had the possibility of bringing them 

harm. This project would provide funding to facilitate reaching more consumers with better targeted privacy 

information. The deliverables for this project will be measurable, robust, and substantial, and we will be able to sustain 

an educational effort over time in order to allow for adequate penetration of the privacy messaging.   
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1 

A National Initiative to Fight Online Fraud 
A Proposal from AARP Foundation and AARP 

Executive Summary 
 
AARP Foundation, through its network of staff and volunteers around the country, has a long 
history of delivering effective fraud prevention to older Americans, their families, caregivers and 
support networks. This proposal describes how AARP Foundation, with the support of AARP, and 
state and local partners, could significantly scale its fraud prevention efforts, focusing on reaching 
a minimum of one million older adults with information and tools to help them prevent being 
victimized by internet fraud.  
 
The Growing Internet Fraud Problem 
Government agencies are reporting that not only is consumer fraud on the rise, but much of it is 
being committed online. The Federal Trade Commission’s Consumer Sentinel program reports that 
the number of fraud complaints it receives increased 60% between 2009 and 2012.1  A 2013 FTC 
study found that over the past five years, the percentage of consumers scammed over the internet 
doubled and is now 40% of all fraud being reported.2   At the same time that online fraud is 
skyrocketing, there is evidence that many of these victims are older persons. A 2011 AARP 
Foundation study found that the average fraud victim is 69 years old.3  Other studies have found 
similar trends of older persons being targeted by scammers.4  
 
AARP Foundation and AARP have been fighting fraud in the trenches for many years.  And there is 
evidence that these efforts have had significant impact. An example is AARP Foundation’s regional 
Fraud Prevention Call Center operations that utilize trained volunteers to counsel vulnerable older 
persons about how to avoid fraud.  Numerous studies have found that these peer counseling 
interventions dramatically increase vulnerable consumers’ resistance to fraud.5  A 2011 study by 
Stanford University found that AARP Foundation’s peer counseling program even works to 
inoculate the most vulnerable consumers, increasing resistance among chronic lottery fraud 
victims.6  While these Call Centers have repeatedly proven effective, they are not currently 
operating on a scale that is capable of putting a dent in the growing online fraud problem.  
 
The Proposal – A National Initiative to Reach One Million Consumers 
This proposal outlines a way to utilize cy pres funding to dramatically expand the scope and scale 
of AARP Foundation ElderWatch and Fraud Prevention programs so that many more vulnerable 
adults can avoid being victimized by online fraud. AARP Foundation proposes to develop an 
integrated national initiative with the support of AARP and other national and local partners that 
will reach a minimum of one million consumers over a three‐year period.  
 

                                                            
1 FTC Consumer Sentinel Data Book, 2012. 
2 Consumer Fraud in the United States, 2013. 
3 AARP Foundation National Victim Profiling Study, 2011. 
4 Finra Foundation, 2006;  
5 US Department of Justice, 2003. 
6 Stanford University, Forewarned is forearmed, 2011. 
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AARP Foundation will accomplish this goal by providing ready and immediate access to relevant, 
timely, actionable, and credible information and resources for older adults, their caregivers and 
support network focused on online fraud and scams.   

 Objective 1: Expand and scale AARP Foundation’s existing and multi‐tiered consumer 
fraud call center operations and ensure that relevant and timely information is provided to 
older adults and their families about cyber safety and avoiding scams and fraud through 
highly trained and empathic staff and volunteers   

 Objective 2: Build local fraud prevention capacity.  AARP Foundation will help national, 
state and local organizations and AARP state offices build capacity to fight fraud by utilizing 
its expertise in online fraud prevention to develop “train‐the‐trainer” toolkits and materials 
for local education activities. 

 Objective 3: Build an unprecedented National Fraud Alert Database.  Adapt AARP’s existing 
database management system to create an “early warning system” that tracks online fraud 
trends that can help Call Centers and law enforcement warn the public. This database will be 
one of the largest collections of fraud complaints from older adults in the country and will 
give the Foundation the ability to know what frauds are trending and how to target 
education and outreach to prevent them. 

 Objective 4: Build strategic partnerships with local, state and national law enforcement. As 
part of this effort to ramp up the national online fraud prevention effort, AARP Foundation 
and AARP will continue to build strong partnerships with local state attorneys general, 
police, postal inspectors, the Federal Trade Commission, FBI and State Securities regulators. 

 Objective 5: Develop research‐based profiles of online fraud victims. AARP will conduct a 
national study of online fraud victims in order to identify psychological, behavioral and 
demographic factors that may lead to victimization. This will enable the Call Centers to 
better target outreach and messages to those most vulnerable to online fraud. 

 
AARP Foundation is uniquely qualified to administer this program.  As a charitable arm of AARP, 
AARP Foundation helps Americans 50 years of age and older meet their basic needs, and achieve 
and maintain independence and dignity. AARP is the leading, national expert on people 50+, with 
access to data and research regarding each socio‐economic segment of the population.  With a 
presence in all 50 states, AARP is well‐positioned to assist the Foundation in reaching older adults 
and their caregivers where they live and are able to impact local issues that are either of concern 
to older adults. 
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Cy Pres Proposal  
(Google Referrer Header Privacy Litigation) 

 
Executive Summary 

 
 
The Berkman Center for Internet & Society at Harvard University proposes a research-based 
multi-stakeholder law and policy initiative aimed at formulating concrete proposals for how 
Internet privacy can be safeguarded more effectively, via legal and policy reform, company 
action, technological innovation, targeted educational efforts, and user engagement. With a focus 
on the changing landscape of online search, this initiative will build upon the Berkman Center's 
long interest, scholarship, and advocacy regarding privacy and new technologies with an eye 
towards practically informing policy debates and decision-making processes. Importantly, it will 
identify critical areas where users, especially youth, may require more information about how 
search tools work—that is, how their data is being processed and shared—in order to inform 
practical alternatives or solutions. This project will seek to lay the groundwork for on ongoing 
multi-stakeholder effort focused on core issues related to privacy on the Internet, in anticipation 
of emerging search technologies and business practices. 
 
We will begin with an analysis of recent privacy cases and incidents where user search data has 
been shared with third parties without their knowledge or consent. Based on these findings, and 
in partnership with relevant stakeholders, we will map and investigate existing legal and 
regulatory frameworks and critically evaluate to what extent they succeed or fail in protecting 
consumer privacy in the evolving online search ecosystem. As part of this effort, we will create 
connections with a diverse group of individuals and organizations that are experimenting with 
mechanisms to enhance and impact user privacy—from creative educational materials to 
technological interventions. A range of outputs will emerge from these working group meetings, 
including a blueprint that demonstrates how users who are engaged in online search can be better 
protected in the future, in addition to a set of specific recommendations targeted at lawmakers 
and regulators.  
 
Most critically, this initiative will bring together and strengthen a community of practitioners, 
users, company representatives, advocates, and technologists who are interested in 
collaboratively examining these issues and thinking about opportunities to influence company 
behavior, strategically educate policymakers about not only the risks, but also the technologies 
themselves, and provide users with materials, resources, and tools that can enable them to make 
informed choices about their data. A priority for outreach will be the inclusion of groups who are 
innovating at the edges of privacy-focused policy, research, and advocacy, in order to ensure that 
emerging models and experimental approaches are featured prominently in our analysis and 
among our collaborators. The cultivation of this strong human network will enable us to identify, 
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analyze, and respond to privacy challenges in ways that are based on an understanding of critical 
gaps in existing legal and policy frameworks.  
 
The proposed initiative benefits the Class directly and in at least three ways. First, it creates a 
solid knowledge base about current and future privacy threats related to search online, while 
offering a critical assessment of gaps and limitations the current legal and regulatory framework, 
including enforcement regimes. This assessment will include an analysis of user expectations 
and attitudes, and seek to inform consumers and policy makers about the technologies they use 
(and regulate), in order to position them to take preventive measures as desirable. Second, the 
initiative will result in a blueprint that includes practical recommendations for lawmakers and 
regulators aimed at increasing the future level of privacy protection for the users of online search 
technologies—including the Class members. As such, it seeks to protect the Class from future 
wrongful conduct which plaintiffs complain. Finally, based on findings emerging from a 
collaborative, networked process with key actors in the field, the Class will benefit from creative 
educational materials designed to respond to gaps in knowledge regarding privacy risks. These 
outputs will ideally complement ongoing efforts to raise awareness and help users and 
policymakers understand the more complex elements of search technologies, and therefore make 
informed choices about the products they use. 
 
The outcomes and effectiveness of the proposed initiative will be reported in one midterm and 
one final report, available to the Class and the public at large through a project website on the 
Berkman Center’s homepage. The reports will be structured in a manner similar to the narrative 
portion of a grant report. Moreover, all findings and materials resulting from the initiative—
including, for instance, the summaries of the multi-stakeholder working meetings as well as the 
typology of search-related privacy threats and challenges, in addition to educational materials—
will be shared online and presented in such ways that they are accessible to a broader audience, 
including the Class, in addition to policymakers and companies.  Each draft deliverable will be 
subject to a peer-review, shared among the members of the multi-stakeholder working group, 
which includes search engine users, and will be part of an open consultation process, in which 
the Class can participate and provide feedback.    
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Case No. 5:10-cv-4809-EJD 
EXCLUSION FORM 

REQUEST FOR EXCLUSION 
 
To exclude yourself from the proposed Settlement in In re Google Referrer Header Privacy 
Litigation, Case No. 5:10-cv-4809-EJD, please fill out this form completely and mail it to: 
 
Google Referrer Header Privacy Litigation Settlement Administrator 
P.O. Box XXXX 
City, State, Zip Code 
 
Your request must be post-marked by DATE. 
 
 
 
I, ___________________________, hereby request to be excluded from the proposed Settlement 
Class in In re Google Referrer Header Privacy Litigation, Case No. 5:10-cv-4809-EJD. 
 
 
Name: _______________________________________ 
 
Email: _______________________________________ 
 
Phone Number: ________________________________ 
 
Mailing Address:  ______________________________ 
 
Signature: ____________________________________ 
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 1
OBJECTION FORM 
 

Case No. 5:10-cv-4809-EJD 
 

OBJECTION FORM 
 
If you intend to file a written objection to the proposed Settlement in In re Google Referrer 
Header Privacy Litigation, Case No. 5:10-cv-4809-EJD, please use this form and mail it to each 
of the following addresses: 
  
Google Referrer Header Privacy Litigation 
Settlement Administrator 
P.O. Box XXXX 
City, State, Zip Code 
 
Kassra Nassiri 
Nassiri & Jung LLP 
47 Kearny Street, Suite 700 
San Francisco, CA 94108 
 

Edward D. Johnson 
Mayer Brown LLP 
Two Palo Alto Square, Suite 300 
3000 El Camino Real 
Palo Alto, CA 94306-2112 
 
U.S. District Court 
Clerk’s Office 
280 S 1st St 
San Jose, CA 95113 

 
Your objection must be post-marked by DATE. 
 
 
 
I, ___________________________, hereby object to the proposed Settlement Class in In re 
Google Referrer Header Privacy Litigation, Case No. 5:10-cv-4809-EJD. 
 
 
Name: _______________________________________ 
 
Email: _______________________________________ 
 
Phone Number: ________________________________ 
 
Mailing Address:  ______________________________ 
 
Signature: ____________________________________ 
 
 
 
Please state the reasons for your objection below. If you need additional space, please attach 
additional pages. 
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NOTICE OF CLASS ACTION AND PROPOSED SETTLEMENT 

A federal court authorized this notice.  This is not a solicitation from a lawyer. 

This Notice relates to a proposed Settlement of consolidated class action lawsuits (the 
“Lawsuit”) filed against Google Inc. relating to the inclusion of Google search queries in referrer 
headers (also called “referer headers”) or during the provision of certain Google services.  If you 
used Google Search at any time after October 26, 2006, you may be a “Class Member” in 
this Lawsuit. 

The Settlement would resolve the legal claims against Google.  Under the Settlement, Google 
will pay $8.5 million to fund organizations and particular initiatives focused on Internet privacy, 
as well as to cover lawyers’ fees and costs and other expenses related to the Settlement.  Google 
will also revise its “FAQs” and “Key Terms” webpages to include conspicuous, clear and 
concise explanations of how and when search queries may be disclosed to third parties via 
referrer headers. 

This Notice explains important legal rights you may have. Your legal rights will be affected 
regardless of whether you do or do not act.  The following rights and options—and the 
deadlines to exercise them—are explained in this Notice. 

 

YOUR LEGAL RIGHTS AND OPTIONS IN THIS SETTLEMENT 
 
DO NOTHING 

Accept the terms of this Settlement and 
thereby give up your rights to sue Google 
about the same legal claims as are made in 
this case. 

EXCLUDE YOURSELF 

This is the only option that allows you to 
bring your own, or be part of any other, 
lawsuit against Google about the legal claims 
resolved in this Settlement. 

OBJECT 
Write to the Court about why you think the 
Settlement should not be approved. 

GO TO A HEARING 
Ask to speak in Court about the fairness of the 
Settlement. 

 

The Court in charge of this Lawsuit has preliminarily approved the Settlement and will hold a 
hearing to make a final decision to approve it.  The relief provided to Class Members will be 
provided only if the Court gives final approval to the Settlement and, if there are any appeals, 
after the appeals are resolved in favor of the Settlement. 
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WHAT THIS NOTICE CONTAINS 
 

BASIC INFORMATION 

1. Why did I get this Notice? 
2. What is this case about? 
3. Why is there a Settlement? 
4. Why is this a class action, and how do I know if I am part of the Settlement? 

THE SETTLEMENT BENEFITS 

5. What does this Settlement provide? 
6. What am I giving up as part of the Settlement? 
7. Will the Class Representatives receive any compensation for their efforts in bringing this 

Lawsuit? 

EXCLUDING YOURSELF FROM THE SETTLEMENT 

8. How do I exclude myself from the Settlement? 
9. If I do not exclude myself, can I sue later? 
10. What happens if I do nothing at all? 

THE LAWYERS REPRESENTING YOU 

11. Do I have a lawyer in the case? 
12. How will the lawyers be paid? 

OBJECTING TO THE SETTLEMENT 

13. How do I tell the Court that I do not like the Settlement? 
14. What is the difference between objecting and asking to be excluded? 

THE COURT’S FAIRNESS HEARING 

15. When and where will the Court decide whether to approve the Settlement? 
16. Do I have to come to the hearing? 
17. May I speak at the hearing? 

GETTING MORE INFORMATION 

18. How do I get more information about the Settlement? 
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BASIC INFORMATION 

1.  Why did I get this Notice? 
 
A Court authorized this Notice to inform people that may be Class Members about a proposed 
Settlement of this class action regarding the alleged inclusion of Google search queries in 
referrer headers or during the provision of certain Google services.  This Notice explains the 
nature of the lawsuits and claims being settled, your legal rights, and the benefits to the Class. 

Judge Edward Davila of the United States District Court for the Northern District of California is 
overseeing this class action.  The case is known as In re Google Referrer Header Privacy 
Litigation.  The people who sued are called the “Plaintiffs,” and the company they sued, Google, 
Inc., is called the “Defendant.” 

2.  What is this case about? 
 
Google Search allows users to find certain information on the Internet by using words, numbers 
and phrases (the “search query”) in the search box at www.google.com.   

The Plaintiffs who filed this case allege that Google broke privacy promises to Google users by 
intentionally and systematically embedding individual search queries, and search query 
components of user Web Histories, in referrer headers sent to third parties without user consent 
or through its Analytics service.   

“Referrer headers” are a standard Internet feature that web servers, web browsers, and other web-
enabled tools use to communicate with each other.  A referrer header is often generated when an 
Internet user requests a web page from a web server.  The referrer header, under most 
circumstances, identifies the page containing the link the user clicked on to request the web page 
— that is, the page that “referred” the user to that web page.  “Web History” is a Google service 
that stores a particular user’s Google search query information. 

The Plaintiffs presently bring claims against Google for (i) violations of the Electronic 
Communications Privacy Act, 18 U.S.C. §§ 2510 et seq.; (ii) breach of contract, (iii) breach of 
contract implied in law, (iv) breach of the covenant of good faith and fair dealing; (v) unjust 
enrichment; and (vi) declaratory judgment and corresponding injunctive relief. 

Google denies the accuracy of the Plaintiffs’ allegations, denies that it broke any privacy 
promises, and denies that it violated any law or caused any harm as alleged in the Lawsuit. 

To obtain more information about this case and Settlement, please see Section 18. 

For more information about referrer headers and/or how Google handles your search queries visit 
Google’s FAQ and Key Terms webpages, currently available at 
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https://www.google.com/intl/en/policies/privacy/key-terms/ and 
https://www.google.com/policies/privacy/faq, respectively. 

3.  Why is there a Settlement? 
 
The Court did not decide in favor of the Plaintiffs or Google.  Instead, both sides agreed to settle 
this case.  That way, they avoid the costs and risk of a trial, and the Class will receive relief when 
the Settlement is final, rather than years from now, if at all. 

4.  Why is this a class action, and how do I know if I am part of the Settlement? 
 
In a class action, one or more people called “class representatives” (in this case, Paloma Gaos, 
Anthony Italiano and Gabriel Priyev) sue on behalf of people who have similar claims.  All of 
these people who may have similar claims form a “Class” and are “Class Members.”  The 
Settlement resolves the issues for all Class Members, except those who exclude themselves from 
the Class, as explained in Section 8. 

To know if you will be affected by this Settlement, you first have to determine if you are a Class 
Member.  The Court decided that the Class includes all users of Google Search in the United 
States from October 26, 2006 through [DATE].  The Class also includes anyone who could bring 
any of the claims in the Lawsuit on behalf of these users of Google Search, such as 
representatives, heirs, administrators, and assigns. If you are not sure whether you are in the 
Class, or have any other questions about the Settlement, visit www.googlesearchsettlement.com, 
or write with questions to CLASS ADMIN EMAIL AND US MAIL ADDRESSES. 

THE SETTLEMENT BENEFITS 

5.  What does this Settlement provide? 
 
If the proposed Settlement is finally approved by the Court, and after any appeals are resolved, 
Google has agreed to: 

 Pay a total of $8,500,000 into an interest-bearing account.  This $8,500,000, plus interest, 
will constitute the “Settlement Amount.”  Because millions of persons are estimated to be 
part of the Class, a distribution of the Settlement Amount to the Class would not be 
feasible.  Therefore, no individual class member will receive money as a result of this 
Settlement.  The Settlement Amount, net of any attorney fees and costs, expenses in 
administering the settlement, and service awards to the Class Representatives (i.e., the 
Net Settlement Amount), will be distributed to organizations to advance the privacy 
interests of Internet users such as the Class Members.  Subject to Court approval and 
agreement by the organizations to use the funds they receive from this settlement to 
promote public awareness and education, and/or to support research, development, and 
initiatives, related to protecting privacy on the Internet, the organizations that might 
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receive payment under the Settlement are: World Privacy Forum, Carnegie-Mellon, 
Chicago-Kent College of Law Center for Information, Society, and Policy, Berkman 
Center for Internet and Society at Harvard University, Stanford Center for Internet and 
Society, and AARP, Inc.   
 
Please check www.googlesearchsettlement.com periodically for any updates regarding 
which potential recipients will be presented to the Court for final approval, how much 
each potential recipient will receive, and how each potential recipient proposes to use any 
funds it receives.  The final recipient list and percentage of the Net Settlement 
Amount to go to each recipient will be posted on the website not later than DATE. 
 

 Make lasting changes to Google’s FAQs and Key Terms to more fully explain how 
search queries are handled and actually or potentially made available to third parties. 

 

6.  What am I giving up as part of the Settlement? 
 
If the Settlement becomes final, Class Members will be releasing Google (and certain others 
related to Google, such as Google directors, officers and employees) from all of the settled 
claims.  This means that you will no longer be able to sue Google (or the other released parties) 
regarding any of the settled claims if you are a Class Member and do not timely and properly 
exclude yourself from the Class. 

The settled claims are any known or unknown claims that any Class Member may at any time 
have up to [INSERT DATE OF PRELIMINARY APPROVAL], arising out of the subject matter 
giving rise to the claims in the lawsuits that were consolidated into this Lawsuit.  For a summary 
of the subject matter in the lawsuits, see Section 2, Section 18, and the Consolidated Complaint. 
In addition, Class Members expressly waive and relinquish the provisions of California Civil 
Code § 1542 (and all other similar provisions of law) to the full extent that these provisions may 
be applicable to this release. California Civil Code § 1542 provides: 

A GENERAL RELEASE DOES NOT EXTEND TO CLAIMS 
WHICH THE CREDITOR DOES NOT KNOW OR SUSPECT 
TO EXIST IN HIS OR HER FAVOR AT THE TIME OF 
EXECUTING THE RELEASE, WHICH IF KNOWN TO HIM 
OR HER MUST HAVE MATERIALLY AFFECTED HIS OR 
HER SETTLEMENT WITH THE DEBTOR. 

The full text of the Settlement Agreement, which includes all the provisions about settled claims 
and releases, is available at www.googlesearchsettlement.com. 

7.  Will the Class Representatives receive any compensation for their efforts in bringing 
this Lawsuit? 
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Paloma Gaos, Anthony Italiano, and Gabriel Priyev will request a service award of up to 
$5,000.00 each for their services as class representatives and their efforts in bringing the 
Lawsuit. The Court will make the final decision as to the amount, if any, to be paid to the Class 
Representatives. 

EXCLUDING YOURSELF FROM THE SETTLEMENT 

8.  How do I exclude myself from the Settlement? 
 
Class Members who do not want to be part of the Settlement must complete a form requesting to 
be excluded.  The form and instructions for its submission are available at 
www.googlesearchsettlement.com, or from the Class Administrator (see Section 18 for contact 
information).  Requests for exclusion must be made on an individual basis and submitted no later 
than DATE. 

9.  If I do not exclude myself, can I sue later? 
 
No, if you are a Class Member.  If you do not exclude yourself, you forever give up the right to 
sue Google for all of the claims that this Settlement resolves. 

If you submit a valid and timely request to be excluded, you cannot object to the proposed 
Settlement.  However, if you ask to be excluded, you may sue or continue to sue Google about 
the same claims resolved by this Settlement in the future.  You will not be bound by anything 
that happens in this Lawsuit. 

10.  What happens if I do nothing at all? 
 
If you are a Class Member and do nothing, and you do not exclude yourself, you will not be able 
to start or proceed with a lawsuit, or be part of any other lawsuit against Google and the other 
released parties about the settled claims in this case at any time. 

 

THE LAWYERS REPRESENTING YOU 

11.  Do I have a lawyer in the case? 
 
The Court has ordered that Kassra Nassiri of Nassiri & Jung LLP, Michael Aschenbrener of 
Aschenbrener Law, P.C., and Ilan Chorowsky of Progressive Law Group, LLC (together, “Class 
Counsel”) will represent the interests of all Class Members.  Class Members will not be 
separately charged for these lawyers.  If you want to be represented by your own lawyer, you 
may hire one at your own expense. 
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12.  How will the lawyers be paid? 
 
Class Counsel will request up to 25% or $2.125 million of the Settlement Fund for their 
attorneys’ fees and up to $30,000 to cover their out-of-pocket costs.  To see a copy of Class 
Counsel’s application for attorneys’ fees and costs, which will be available prior to the Fairness 
Hearing, please visit www.googlesearchsettlement.com.  The Court will make the final decisions 
as to the amounts to be paid to Class Counsel, and may award less than the amounts requested by 
Class Counsel. 

OBJECTING TO THE SETTLEMENT 

13.  How do I tell the Court that I do not like the Settlement? 
 
You can object to the Settlement if you do not like any part of it.  You must give the reasons why 
you think the Court should not approve the Settlement.  To object, you must deliver to the Class 
Administrator, Class Counsel and Google’s counsel, and file with the Court, a written statement 
of your objection(s).  The written statement must include (i) your full name, address, telephone 
number and signature; (ii) the name of the Lawsuit; (iii) the specific reasons why you object to 
the Settlement; (iv) copies of any evidence and legal authority you would like the Court to 
consider; (v) information demonstrating that you are a Class Member; and (vi) whether you or 
your attorney will appear at the fairness hearing (see Section 14).  You must send a copy of your 
objection by First-Class mail to the four different places listed below, postmarked no later than 
DATE.  

COURT CLASS COUNSEL 

  

DEFENSE COUNSEL CLASS ADMINISTRATOR 

   

 

If you or your attorney intends to make an appearance at the Fairness Hearing and you have not 
so indicated in your objection, you must also deliver, according to the above procedures, no later 
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than DATE, a Notice of Intention to Appear.  Any attorney hired by a Class Member to represent 
him or her and appear at the Fairness Hearing must also file a notice of appearance with the 
Court no later than DATE. 

If you fail to comply with these requirements, or fail to submit your objection before the 
deadline, you will be deemed to have waived all objections and will not be entitled to speak 
at the fairness hearing. 

14.  What is the difference between objecting and asking to be excluded? 
 
Objecting is simply telling the Court that you don’t like something about the Settlement.  You 
can object only if you stay in the Class.  Excluding yourself is telling the Court that you don’t 
want to be part of the Class.  If you exclude yourself, you have no basis to object because the 
Settlement no longer affects you. 

THE COURT’S FAIRNESS HEARING 

15.  When and where will the Court decide whether to approve the Settlement? 
 
A Court has preliminarily approved the Settlement and will hold a hearing to determine whether 
to give final approval to the Settlement.  The purpose of the Fairness Hearing is for the Court to 
determine wither the Settlement should be approved as fair, reasonable, adequate, and in the best 
interests of the Class to consider the award of attorneys’ fees and expenses to Class Counsel and 
to consider the request for a service awards to the Class Representatives. 

The Court will hold the Fairness Hearing on DATE, at PLACE.  The hearing may be postponed 
to a different time or location without additional notice, so it is recommended that you 
periodically check www.googlesearchsettlement.com for updated information. 

 

 

16.  Do I have to come to the hearing? 
 
No, you are not required to come to the Fairness Hearing.  However, you are welcome to attend 
the hearing at your own expense.  If you send a written objection, you do not have to come to the 
hearing to talk about it.  As long as you submitted the written objection and it was received on 
time, the Court will consider it.  You also may pay your own lawyer to attend the Fairness 
Hearing, but that is not necessary. 

17.  May I speak at the hearing? 
 
As described in Section 13, you may speak at the Fairness Hearing only if (a) you have timely 
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served and filed an objection, and (b) followed the procedures set forth in Section 13 for 
notifying the Court and the parties that you intend to speak at the Fairness Hearing.  You cannot 
speak at the hearing if you exclude yourself from the Settlement. 

GETTING MORE INFORMATION 

18.  How do I get more information about the Settlement? 
 
This Notice summarizes the proposed Settlement.   

To see a copy of the actual Settlement Agreement, the complaints filed in this Lawsuit, the 
Court’s Preliminary Approval Order, Class Counsel’s application for attorneys’ fees and costs, 
and other pertinent information, and the check the status of the Settlement or if the 
Settlement has been approved by the Court, please visit www.googlesearchsettlement.com.   

You may also contact the Class Administrator at CONTACT INFO.  To see papers filed with the 
Court and a history of this Lawsuit, you may visit the website for the Administrative Office of 
the U.S. Courts, PACER Service Center, located at http://pacer.psc.uscourts.gov/ and reference 
CASE NAME, CASE NUMBER, and COURT VENUE.  Alternatively, to see Court papers and 
history in the lawsuits that were consolidated into this Lawsuit, reference the above case 
information, as well as Priyev v. Google Inc., Case No. 1:2012-cv-01467, Northern District of 
Illinois, and Priyev v. Google Inc., Case No. 5:2013-cv-00093, Northern District of California.  
You may also visit or call the Clerk’s office at the United States District Court for the Northern 
District of California, ADDRESS.  The Clerk will tell you how to obtain the complete file for 
inspection and copying at your own expense. 

You may also contact Class Counsel, Kassra Nassiri of Nassiri & Jung LLP, by CONTACT 
INFO. 

PLEASE DO NOT ADDRESS ANY QUESTIONS ABOUT THE SETTLEMENT OR 
LITIGATION TO THE CLERK OF THE COURT OR THE JUDGE. 
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