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7 ABSTRACT

Systems and methods for generating visual representations
of graphical data and digital document processing, includ-
ing:

A method of redrawing a visual display of graphical data
whereby a current display is replaced by an updated
display, comprising, in response to a redraw request,
immediately replacing the current display with a first
approximate representation of the updated display, gen-
erating a final updated display, and replacing the
approximate representation with the final updated dis-
play.

A method of generating variable visual representations of
graphical data, comprising dividing said graphical data
into a plurality of bitmap tiles of fixed, predetermined
size, storing said tiles in an indexed array and assem-
bling a required visual representation of said graphical
data from a selected set of said tiles.

A method of processing a digital document, said docu-
menl comprising a plurality of graphical objects
arranged on at least one page, comprising dividing said
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ment the methods.
_EP 0438194 A 7/1991
(Continued) 31 Claims, 8 Drawing Sheets
Bonled thumbiel
of pige viex
Zoom I Scale request [
J—I1Z
4
Intagarecaind varsion
besurte) vege T
iors intermvedinte
rosuliand xiA
Ysrxug

34 1n singhe stagn

Wihoguent



Case3:11-cv-020{9-EDL Documentl-11 Filed04/27{§L1 Page3 of 18

US 7,009,626 B2

Page 2
U.S. PATENT DOCUMENTS EP 0949 571 A2 10/1999
5910805 A 6/1999 Haschart et al. GB 2313277 A 1171997
. : . WO WO 97/34240 9/1997
5911066 A 6/1999 Atkinson et al.
) WO WO 98/10356 3/1998
5066465 A 10/1999 Keith et al.
6014142 A 1/2000 LaHood WO WO 9837506 A 81998
6034700 A 3/2000 Nickell et al. WO WO 9910840 A 3/1999
6323878 BL  11/2001 Haffey et al. wo WO0010372 A 3/2000
6,333,752 B1  12/2001 Hasegawa et al.
6339434 Bl  1/2002 West et al. OTHER PUBLICATIONS
6545687 BL* 4/2003 Scolt et al. . . 345/629

6,621,501 B1* 9/2003
6,747,680 B1 6/2004

2004/0160458 A1 8/2004
FOREIGN PATENT DOCUMENTS

EP
EP
EP
EP

EP

0465 250
0479 496 A
0513584 A
529121 A
0753832 A
0 860 769 A
0764 918 A

MOITiSON ..vevruvecrerensenen 345/660
Igarashi et al.
Igarashi et al.

1/1992
4/1992
11/1992
3/1993
1/1997
1/1997
3/1997

Rowe, 1.H., “Metafiles and Computer Graphics”, Computers
and Graphics, Pergamon Press, Lid. Oxford, Great Britain,
vol. 10, No. 2, 1986, pp. 103-106.

Heng, C. L. Image Compression: JPEG with Emphasis on
“Baseline” Lossy JPEG, Progressive & Motion-JPEG.
Retrieved from http://pascalzone.amirmelamed.co.il/Graph-
ics/JPEG/JPEG.htm on Apr. 21, 2004.

Bederson, B. el al. Pad++: A Zoomable Graphical Sketchpad
for Exploring Alternate Interface Physics. Journal of Visval
Languages and Computing, 7:3-31 (1996).

* cited by examiner



US 7,009,626 B2

)
Sheet 1 of 3

Mar. 7, 2006

)

Case3:11-cv-02079-EDL Documentl-11 Filed04/27/11 Page4 of 18

U.S. Patent

*he

)

e -



Case3:11-cv-02079-EDL  Documentl-11 Filed04/27~/;1 Page5 of 18

U.S. Pavtent

US 7,009,626 B2

Sheet 2 of 8

Mar. 7, 2006

senbar ety Buynp
VONEHaoLes ey patuuif

M
)
|

(memes mispe)

L ] — euly 9jp) <tes (uUn
m. 1eenbas satginy o1 puodsey
|
!

llllll

Y.
Aejdsip Mmelpad fejep 1sanhoy
uopnjosarty [ surely 0 ¢ HEUqUIniy pajeas i Aeipay
s~ au 2 i < ge v
Mal enss] % |9oUR9
Juauno seyj(hu y
o~ 1sanhey mau § i
201 =~ a a1~
Aejdsip .
. - {1E9ep {In3 Oju| UedsdIS/aLEL
um:m_:_t”nqu:omm.. o 10 plinga: Buipeap-pINW UBIS
¥
SOUIHNO I01D0A,
P 10 :o_:m_um 40 [jeuquuny} pajeos ApuEISU| SUIB/USBIIS MRIpaI 1senboy
~ - B n 03 sbed 10 JeuquIny} JO UCISION |arman]
Anenb aonjoq "5e sdays Bujlineed, (topeeIdioy) ) PRIEOS o5 meipay
sjg|peuLIaju] Jo Jagqumnu Auy fIgasdioy !
901 — 201 oi\ yZ 4




Case3:11-cv-020~z9-EDL Documentl-11 FiIedO4/27~~/;1 Page6 of 18

US 7,009,626 B2

for zoom factor interpolate

U.S. Patent Mar. 7, 2006 Sheet 3 of 8
Scaled thumbnail
6.3 of page view
L 20
Zoom / Scale request C V2%
|~ 12
x1.1 x4 >
Integer-scaled version
beautiful stage
store intermediate
resultant x4.4
Versus

. Zoom [nterpotated

" 4.4 Insingle stage

Intenmediate stage ‘Infrequent’ & therafora can use beautifuldetalled scaling, versus rapidicruder final or single stage scale.



B
/

9-EDL Documentl-11 Filed04/27/11 Page7 of 18

Case3:11-cv-0207

US 7,009,626 B2

Sheet 4 of 8

Mar. 7, 2006

U.S. Patent

(+op.o sLaLUNU 10 pased)
o3epdn Q) Uaalos 0}
Andaaip Jespo sjerdoadde
32 861d0o-420]q JO So1I68
L A
oht pajdog fo peaow
Aiowaw jeolsAyd ou
1Adoo-20]q Aue TOHIR
Ar2e JO J5PIO-04 JSEFEAIN
)
'

N
[ %

~2[buejoal AIp, meipad ° /,
~

R T

f¢l

Aedse Jopio austuny
+ SO|f aZ|S-pex)
JO Svues se eyng

g1 ~1elviefz]!

/

uoRoB4p Sjif} Uj e

0ejoLIRL| LEB
-8 24 1IN |41 §51
orjelafz]e

81oB pe(y
a-H oy

SiBudes fup, mesped

eyepdn o} ujebe
118212s 03 fegnq
sapue Adaa-yaolq

gl

Jepng utyyim
Adeoa-yaojq

PLl

AR LAY

Y

.,
“u

-

/

ucRasp Siu) Uj ueet

Jeying uesios-lo

oSt -

Adoo yo0]q pa-tiou

yHowd



ge8 of 18

)

,‘ }

Case3:11-cv-02079-EDL Documentl-11 Filed04/27/11 Pa

US 7,009,626 B2

Sheet 5 of 8

Mar. 7, 2006

U.S. Patent

(1) 100d jo Ayiiqipucyxe 2

Apiigeimperd (NI YHM UojESIUGIYOUAS joaped jepuajod
{pzB1 Bupejues-a1 1ayng 10)) peynbes suopuiedo Adoa ou
AjaEsn uo Joele ou Sey uoyelLiufes) JO Junowe payuun

a8s bid &21s o} pax)y = 8218 Y20|1 POXI}
I T N ; peilL
N Aoweus fesjsAyd = | |
suojjeiedo Ados Atowaw
1eo18Ayd jo saaquinu #hae| = | m
s390]q (poseaaa) peshun =
Aouslsisuod ayaed 3 uopeso)ie-el tasocd ‘paysr-sitt Hoo|q NN
sjuawenbas uopescije ¥oojq snonbpucs sjqejoipssdun 03 Inp ucyRRWbRYg
A U I
ves tond { a
Hers Kowaul

Paln-UoN



Case3:11-cv-02079-EDL  Document1-11 Filed04/27’l§L1 Page9 of 18

US 7,009,626 B2

Sheet 6 of 8

Mar. 7, 2006

U.S. Patent

SI S8 9AE9)

A

Fvﬂ _

LT ol v el 2t
pejessy|e L-u

%Mqﬂm_a_v_

vy i ¢l 211 |

¢ Buisn

*010 ‘UOjIeJ0|R BAIXD
10 uonosjjos abeque
pabe [codajl J0) peaiy}
punoabyoeq 106614y

smmmmen

1nj joodam

ugelos " oy sequinued

uaalos

25 N4

(sa); sag awow o)
sinpey [codeln

¥ 0} Jequnual

=3l 10}

&= 3L 10fd e



gel0 of 18

)

Case3:11-cv-02079-EDL Documentl-11 Filed04/27/11 Pa

US 7,009,626 B2

Sheet 7 of 8

Mar. 7, 2006

U.S. Patent

a- dSVM ¥ " dSVM

uopsod U89I0S
40 ssejpuebar AjBujpsoooe [ood ids
9%  'Big jo dew Alowaut uo peseq

g-dSYM

ﬁlvv ‘BT

¥ - d8VM

B'@’L'e R .N'ur

10ss990id-04d -wt— Jsenbal meipal

a-J48vM £q pejputy gz-1| 918
V-dSYM Aa pajpuey ol-| S8

e

1)

" 113
\ J’ \“"”"

PoaI0}S MBIPSI Oy pauE " .~

6l 112 Ly

2

b

974



gell of 18

)

Case3:11-cv-02079-EDL Documentl-11 Filed04/27/11 Pa

)

US 7,009,626 B2

Sheet 8 of 8

Mar. 7, 2006

U.S. Patent

*sane{oyeusq jo djdexe pooB

(stypeab ; 3xey)} s300[q0 pessysnjo
£jje20] ||EUIS AUBLL 4O ©SED UOWWNOD

‘lespuio s 9Z1S
10eigo |eojdA} 9 oZ|s suUOZ Jo oney

‘patedinod

R paJORAXS s1oalgo Jo JunoLue
saseo Auew Uj saonpad A|ISEA

{s1cwexa &.__ u doot 1¥) @ =q
23“:4 Q.a@.@.@ =9
e munz. 3 @ =9 @ - @ | s309lqQ ¢
xoq Bujpunoq }08yg ®'® =V:euoz Ag a‘o‘g'v|seuozy
poMajeral
.@ﬁm i = aday 981 {s)ouoz 8q o} Eale
WwoY way ejeusjeduo) /

seuoz ym B 100183y

Loz y3Im

Thl ~

R |

e {oichulexs siyh u) tioo) pumas g)

ey tam 8AURLOY

;

UM Sy

300ito joid @ xog
Bujpunog joesiojuf 4 X0 Buipunod qaeyn

1

35y twoy (3 )weg] JoRaXE

weibetp umﬁ sjepdn 0}
:BuuozZ JnouyIm

“Zo\

8

‘o

Lo



Case3:11-cv-02079-EDL Documentl-11 Filed04/27/11 Pagel2 of 18

US 7,009,626 B2

1

SYSTEMS AND METHODS FOR
- GENERATING VISUAL REPRESENTATIONS
OF GRAPHICAL DATA AND DIGITAL
DOCUMENT PROCESSING

FIELD OF THE INVENTION

The invention relates to data processing methods and
systems. More particularly, the invention relates to methods
and systems for processing “graphical data” and “digital
documents” (as defined herein) and to devices incorporating
such methods and sysiems. In general terms, the invention is
concerned with generating output representations of source
data and documents; e.g. as a visual display or as hardcopy.

BACKGROUND TO THE INVENTION

As used herein, the terms “graphical data”, “graphical
object” and “digital document” are used to describe a digital
representation of any type of data processed by a data
processing system which is intended, ultimately, to be output
in some form, in whole or in part, to a human user, typically
by being displayed or reproduced visually (e.g. by means of
a visual display unit or printer), or by text-to-speech con-
version, etc. Such data, objects and documents may include
any features capable of representation, including but not
limited to the following: text; graphical images; animated
graphical images; full motion video images; interactive
icons, buttons, menus or hyperlinks. A digital document may
also include non-visual elements such as audio (sound)
elements. A digital document generally includes or consists
of graphical data and/or at least one graphical object.

Data processing systems, such as personal computer
systems, are typically required to process “digital docu-
ments”, which may originate from any one of a number of
local or remote sources and which may exist in any one of
a wide variety of data formats (“file formats”). In order to
generate an output version of the document, whether as a
visual display or printed copy, for example, it is necessary
for the computer system to interpret the original data file and
to generate an output compatible with the relevant output
device (e.g. monitor, or other visual display device, or
printer). In general, this process will involve an application
program adapted to interpret the data file, the operating
system of the computer, a software “driver” specific to the
desired output device and, in some cases (particularly for
monitors or other visual display units), additional hardware
in the form of an expansion card.

This conventional approach to the processing of digital
documents in order to generate an output is inefficient in
terms of hardware resources, software overheads and pro-
cessing time, and is completely unsuitable for low power,
portable data processing systems, including wireless tele-
communication systems, or for low cost data processing
systems such as network terminals, etc. Other problems are
encountered in conventional digital document processing
systems, including the need to configure multiple system
components (including both hardware and software compo-
nents) to interact in the desired manner, and inconsistencies
in the processing of identical source material by different
systems (e.g. differences in formatting, colour reproduction,
etc). In addition, the conventional approach to digital docu-
ment processing is unable to exploit the commonality and/or
re-usability of filc format components.

SUMMARY OF THE INVENTION

It is an object of the present invention to provide methods
and systems for processing graphical data, graphical objects
and digital documents, and devices incorporating such meth-
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2
ods and syslems, which obviate or mitigate the aforesaid
disadvantages of conventional methods and systems.

The invention, in its various aspects, is defined in the
claims appended hereto. Further aspects and features of the
invention will be apparent from the following description.

In a first aspect, the invention relates to a method of
redrawing a visual display of graphical data whereby a
current display is replaced by an updated display, compris- .
ing, in response to a redraw request, immediately replacing
the current display with a first approximate representation of
the updated display, generating a final updated display, and
replacing the approximate representation with the final
updated display.

In a second aspect, the invention relates to a method of
generating variable visual representations of graphical data,
comprising dividing said graphical data into a plurality of
bitmap tiles of fixed, predetermined size, storing said tiles in
an indexed array and assembling a required visual repre-
sentation of said graphical data from a selected set of said
tiles.

The methods of said second aspect may be employed in
methods of the first aspect.

A third aspect of the invention relates to a method of
processing a digital document, said document comprising a
plurality of graphical objects arranged on at least one page,
comprising dividing said document into a plurality of zones
and, for each zone, generating a list of objects contained
within and overlapping said zone.

The methods of the second aspect may be employed in the
methods of the third aspect.

In accordance with a fourth aspect of the invention, there
is provided a digital document processing system adapted to
implement the methods of any of the first to third aspects.

Apreferred system in accordance with the fourth aspect of
the invention comprises:

an input mechanism for receiving an input bytesiream
representing source data in one of a plurality of predeter-
mined data formats;

an interpreting mechanism for
bytestream;

a converting mechanism for converting interpreted con-
tent from said bytestream into an internal representation data
format; and

a processing mechanism for processing said internal rep-
resentation data so as to generate output representation data
adapted to drive an output device.

In a further aspect, the invention relates to a graphical user
interface for a data processing system in which interactive
visual displays employed by the user interface are generated
by means of a digital document processing system in accor-
dance with the fourth aspect of the invention and to data
processing systems incorporating such a graphical user
interface.

In still further aspects, the invention relates to various
types of device incorporating a digital document processing
system in accordance with the fourth aspect of the invention,
including hardware devices, data processing systems and
peripheral devices.

Embodiments of the invention will now be described, by
way of example only, with reference to the accompanying
drawings.

interpreting  said

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram illustrating an embodiment of
a preferred digital document processing system which may
be employed in implementing various aspects of the present
invention;

FIG. 2Ais a flow diagram illustrating a first embodiment
of a first aspect of the present invention;
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FIG. 2B is a flow diagram illustrating a second embodi-
ment of a first aspect of the present invention;

FIG. 3 is a diagram illustrating a method of scaling a
bitmap in a preferred embodiment of the first aspect of the
invention;

FIG. 4A is a diagram illustrating a conventional method
of using an off-screen buffer for panning a visual display of
a digital document;

FIG. 4B is a diagram illustrating a method of using an
off-screen buffer for panning a visval display of a digital
document in accordance with a second aspect of the present
invention;

FIG. 5A is a diagram illustrating memory allocation and
fragmentation associated with the conventional method of
FIG. 44A;

FIG. 58 is a diagram illustrating memory allocation and
fragmentation associated with the method of FIG. 4B;

FIG. 5C is a diagram illustrating a preferred method of
implementing the method of FIG. 4B.

FIG. 6 is a diagram illustrating the use of multiple parallel
processor modules for implementing the method of FIG. 4B;
and

FIGS. 7 and 8 are diagrams illustrating a method of
processing a digital document in accordance with a third
aspect of the invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

Referring now to the drawings, FIG. 1 illustrates a pre-
ferred digital document processing system 8 in which the
methods of the various aspects of the present invention may
be implemented. Before describing the methods of the
invention in detail, the system 8 will first be described by
way of background. It will be understood that the methods
of the present invention may be implemented in processing
systems other than the system 8 as described herein.

In general terms, the system 8 will process one or more
source documents 10 comprising data files in known for-
mats. The input to the system 8 is a bytestream comprising
the content of the source document. An input module 11
identifies the file format of the source document on the basis
of any one of a variety of criteria, such as an explicit
file-type identification within the document, from the file
name (particularly the file name extension), or from known
characteristics of the content of particular file types. The
bytestream is input to a “document agent” 12, specific to the
file format of the source document. The document agent 12
is adapted to interpret the incoming bytestream and to
convert it into a standard format employed by the system 8,
resulting in an internal representation 14 of the source data
in a “native” format suitable for processing by the system 8.
The system 8 will generally include a plurality of different
document agents 12, each adapted to process one of a
corresponding plurality of predetermined file formats.

The system 8 may also be applied to input received from
an input device such as a digital camera or scanner. In this
case the input bytestream may originate directly from the
input device, rather than from a “source document” as such.
However, the input bytestream will still be in a predictable
data format suitable for processing by the system and, for the
purposes of the system, input received from such an input
device may be regarded as a “source document”.

The document agent 12 employs a library 16 of standard
objects to generate the internal representation 14, which
describes the content of the source document in terms of a
collection of generic objects whose types are as defined in
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the library 16, together with parameters defining the prop-
erties of specific instances of the various generic objects
within the document. It will be understood that the internal
representation may be saved/stored in a file format native to
the system and that the range of possible source documents
10 input to the system 8 may include documents in the
system’s native file format. It is also possible for the internal
representation 14 to be converted into any of a range of other
file formats if required, using suitable conversion agents (not
showm).

The generic objects employed in the internal representa-
tion 14 will typically include: text, bitmap graphics and
vector graphics (which may or may not be animated and
which may be two- or three-dimensional), video, audio, and
a variety of types of interactive object such as buttons and
icons. The parameters defining specific instances of generic
objects will generally include dimensional co-ordinates
defining the physical shape, size and location of the object
and any relevant temporal data for defining objects whose
properties vary with time (allowing the system o deal with
dynamic document structures and/or display functions). For
text objects, the parameters will normally also include a font
and size to be applied to a character string. Object param-
eters may also define other properties, such as transparency.

The format of the internal representation 14 separates the
“structure” (or “layout”) of the documents, as described by
the object types and their parameters, from the “content” of
the various objects; e.g. the character string (content) of a
text object is separated from the dimensional parameters of
the object; the image data (content) of a graphic object is
separated from its dimensional parameters. This allows
document structures to be defined in a very compact manner
and provides the option for content data to be stored
remotely and to be fetched by the system only when needed.

The internal representation 14 describes the document and
its constituent objects in terms of “high-level” descriptions.

The internal representation data 14 is input to a parsing
and rendering module 18 which generates a context-specific
representation 20 or “view” of the document represented by
the internal representation 14. The required view may be of
the whole document or of part(s) (subsct(s)) thereof. The
parser/renderer 18 receives view control inputs 40 which
define the viewing context and any related temporal param-
eters of the specific document view which is to be generated.
For example, the system may be required to generate a
zoomed view of part of a document, and then to pan or scroll
the zoomed view to display adjacent portions of the docu-
ment. The view control inputs 40 are interpreted by the
parser/renderer 18 in order to determine which parts of the
internal representation are required for a particular view and
how, when and for how long the view is to be displayed.

The context-specific representation/view 20 is expressed
in terms of primitive shapes and parameters.

The parser/renderer 18 may also perform additional pre-
processing functions on the relevant parts of the internal
representation 14 when generating the required view 20 of
the source document 10. The view representation 20 is input
to a shape processor module 22 for final processing to
generate a final output 24, in a format suitable for driving an
output device 26 (or multiple output devices), such as a
display device or printer.

The pre-processing functions of the parser/renderer 18
may include colour correction, resolution adjustment/en-
hancement and anti-aliasing. Resolution enhancement may
comprise scaling functions which preserve the legibility of
the content of objects when displayed or reproduced by the
target output device. Resolution adjustment may be context-
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sensitive; e.g. the display resolution of particular objects
may be reduced while the displayed document view is being
paaned or scrolled and increased when the document view
is static (as described further below in relation to the first
aspect of the invention).

There may be a feedback path 42 between the renderer/
parser 18 and the internal representation 14; e.g. for the
purpose of triggering an update of the content of the internal
representation 14, such as in the case where the document 10
represented by the internal representation comprises a multi-
frame animation.

The output representation 20 from the parser/renderer 18
expresses the document in terms of “primitive” objects. For
cach document object, the representation 20 preferably
defines the object at least in terms of a physical, rectangular
boundary box, the actual shape of the object bounded by the
boundary box, the data content of the object, and its trans-
parency.

The shape processor 22 interprets the representation 20
and converts il into an output frame format 24 appropriate to
the target output device 26; e.g. a dot-map for a printer,
vector instruction sct for a plotter, or bitmap for a display
device. An output control input 44 to the shape processor 22
defines the necessary parameters for the shape processor 22
10 generate output 24 suitable for a particular output device
26.

The shape processor 22 preferably processes the objects
defined by the view representation 20 in terms of “shape”
(i-e. the outline shape of the object), “fill” (the data content
of the object) and “alpha” (the transparency of the object),
performs scaling and clipping appropriate to the required
view and output device, and expresses the object in terms
appropriate to the output device (typically in terms of pixels
by scan conversion or the like, for most types of display
device or printer).

The shape processor 22 preferably includes an edge buffer
which defines the shape of an object in terms of scan-
converted pixels, and preferably applies anti-aliasing to the
outline shape. Anti-aliasing is preferably performed in a
manner determined by the characteristics of the output
device 26 (i.c. on the basis of the control input 44), by
applying a grey-scale ramp across the object boundary. This
approach enables memory cfficient shape-clipping and
shape-intersection processes.

Alook-up table may be employed to define multiple {one
response curves, allowing non-linear rendering control
(gamma correction).

The individual objects processed by the shape processor
22 are combined in the composite output frame 24. The
quality of the final output can also be controlled by the user
via the output control input 44.

The shape processor 22 has a multi-stage pipeline archi-
tecture which lends itself to parallel processing of multiple
objects, or of multiple documents, or of multiple subsets of
one or more document, by using multiple inslances of the
shape processor pipeline. The pipeline architecture is also
casily modified 10 include additional processing functions
(e.g. filter functions) if required. Outputs from multiple
shape processors 22 may generate multiple output frames 24
or may be combined in a single output frame 24.

The system architecture is modular in nature. This
enables, for example, further document agents to be added
as and when required, to deal with additional source file
formats. The modular architecture also allows individual
modules such as the library 16, parser/renderer 18 or shape
processor 22 to be modified or upgraded without requiring
changes to other modules.
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The system architecture as a whole also lends itself to
parallelism in whole or in part for simultaneous processing
of multiple input documents 10a, 10b ctc. or subsets of
documents, in one or more file formats, via one or more
document agents 12, 12a. The integrated, modular nature of
the system allows multiple instances of system modules to
be spawned within a data processing system or device as and
when required, limited only by available processing and
IMEMOry resources.

The potential for flexible parallelism provided by the
system as a whole and the shape processor 22 in particular
allows the display path for a given device to be optimised for
available bandwidth and memory. Display updates and ani-
mations may be improved, being quicker and requiring less
memory. The object/parameter document model employed
is deterministic and consistent. The system is fully scalable
and allows multiple instances of the system across multiple
CPUs.

The parser/renderer 18 and shape processor 22 interact
dynamically in response to view control inpuis 40, in a
manner which optimises the use of available memory and
bandwidth. This applies particularly to re-draw functions
when drivieg a visual display, e.g. when the display is being
scrolled or panned by a user.

Firstly, the system may implement a scalable deferred
re-draw model, in accordance with a first aspect of the
invention, such that the display resolution of a document
view, or of one or more objects within a view, varies
dynamically according to the manner in which the display is
1o be modified. This might typically involve an object being
displayed at reduced resolution whilst being moved on-
screen and being displayed at full resolution when at rest.
The system may employ multiple levels of display quality
for this purpose. Typically, this will involve pre-built, low
resolution bitmap representations of document objects and/
or dynamically built and scaled bitmaps, with or without
interpolation. This approach provides a highly responsive
display which makes best use of available memory/band-
width.

Methods embodying this first aspect of the present inven-
tion are illustrated in FIGS. 2A and 2B.

When a redraw request is initiated within the system, it is
necessary for all or part of the current frame to be re-
rendered and displayed. The process of re-rendering the
frame may take a significant amount of time.

Referring to FIG. 2A, when a redraw request 100 is
initiated, the output frame is immediately updated (102)
using one or more reduced resolution (“thumbnail”’) bitmap
representations of the document or parts thereof which are
scaled to approximate the required content of the redrawn
display. In the system 8 of FIG. 1, the bitmap representation
(s) employed for this purpose may be pre-built by the
parser/renderer 18 and stored for use in response to redraw
requests. This approximation of the redrawn display can be
generated much more quickly than the full re-rendering of
the display, providing a temporary display while re-render-
ing is completed. In the embodiment of FIG. 2A, the full
re-rendering of the display (104) is performed in parallel
with the approximate redraw 102, and replaces the tempo-
rary display once it is complete (106). The method may
include one or more additional intermediate updates 108 of
the approximate temporary display while the full re-render-
ing 104 is completed. These intermediate updates may
progressively “beautify” the temporary display (i.e. provide
successively better approximations of the final display); e.g.
by using better quality scaled bitmaps and/or by superim-
posing vector outlines of objects on the bitmap(s).
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The method of FIG. 2A also allows the redraw process to
be interrupted by a new redraw request (110). The full
re-rendering process 104 can simply be halted and the
system processes the new redraw request as before.

FIG. 2B illustrates an alternative embodiment in which a
redraw request 112 is followed by an approximate thumb-
nail-based redraw 114 as before, and the full frame redraw
116 follows in series after the approximate redraw (instead
of in parallel as in FIG. 2A) to generate the final full
resolution display 118. This process may also be interrupted
at any stage by a new redraw request.

~The methods of FIGS. 2A and 2B may be applied to all
types of redraw requests, including screen re-builds, scroll-
ing, panning and scaling (zooming).

FIG. 3 illustrates a preferred method of zooming/scaling
a thumbnail bitmap. A basic bitmap 120 is created and stored
by the system at some previous stage of document process-
ing as previously described. Assuming that the bitmap is
required to be scaled by some arbitrary factor (e.g. by a
factor 4.4), the basic thumbnail 120 is scaled in two stages:
first, the thumbnail is scaled by a fractional amount (122)
corresponding to the final scaling factor divided by the
whole number part thereof (4.4 divided by 4 equals 1.1 in
this example), and then by an integer amount (124) corre-
sponding to the whole number part of the final scaling factor
(i.e. x4 in this example). This is faster than a single stage
zoom of 4.4, at the expense of a small increase in memory
requirement.

The scaling operations described above may be performed
with or without interpolation. FIG. 3 shows the final zoomed
bitmap 124 interpolated to provide a resolution of 16x16 as
compared with the original 8x8 bitmap 120. Interpolation
may be performed using any of a variety of well known
interpolation methods.

The ability to process transparent objects is a significant
feature of the system of FIG. 1. However, this necessitates
the use of off-screen buffering in the shape processor 22 in
order to assemble a final output frame. Typicaily, as shown
in FIG. 4A, a conventional off-screen buffer 130 will cover
an area larger than the immediate display area, allowing a
limited degree of panning/scrolling within the buffer area,
but the entire buffer has to be re-centred and re-built when
the required display moves outwith these limits. This
requires a block-copy operation within the buffer and
redrawing of the remaining “dirty rectangle” (132) before
block-copying the updated buffer contents to the screen 134.

In accordance with a second aspect of the present inven-
tion, as illustrated in FIG. 4B, the efficiency of such buff-
ering processes is improved by defining the buffer content as

an array of tiles 136, indexed in an ordered list. Each tile s

comprises a bitmap of fixed size (e.g. 32x32 or 64x64) and
may be regarded as a “mini-buffer”. When the required
display view moves outwith the buffer area, it is then only
necessary to discard those tiles which are no longer required,

build new tiles to cover the new area of the display and ¢

update the tile list (138). This is faster and more efficient
than conventional buffering processes, since no block-copy-
ing is required within the buffer and no physical memory is
required to be moved or copied.

The tiling scheme described may be used globally to
provide a tilepool for all document and screen redraw
operations. The tiles are used to cache the document(s)
off-screen and allow rapid, efficient panning and re-center-
ing of views.

The use of a tilepool ds described also allows for more
efficient usage of memory and processor resources. FIG. SA
shows how conventional off-screen buffering methods,
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involving data blocks which have arbitrary, unpredictable
sizes, result in the fragmentation of memory due to unpre-
dictable contiguous block allocation requirements. Blocks of
memory required by buffering operations are mismatched
with processor memory management unit (MMU) blocks, so
that re-allocation of memory becomes inefficient, requiring
large numbers of physical memory copy operations, and
cache consistency is impaired. By using tiles of fixed,
predetermined size, memory requirements become much
more predictable, so that memory and processor resources
may be used and managed much more efficiently, fragmen-
tation may be untimited without affecting usability and the
need for memory copy operations may be substantially
eliminated for many types of buffering operations. Ideally,
the tile size is selected to cormespond with the processor
MMU block size.

FIG. 5C illustrates a preferred scheme for managing tiles
within the tilepool. Tile number zero is always reserved for
building each new tile. Once a new tile has been built, it is
re-numbered using the next available free number (ie.
where the tilepool can accommodate 2 maximum of n tiles
the number of tile addresses allocated is restricted to n—1).
In the event of a tilepool renumbering failure, when the
tilepool is full and there are no more free tiles, the new tile
0 is written directly to screen and a background process
(thread) is initiated for garbage collection (e.g. identification
and removal of “aged” tiles) and/or allocation of extra tile
addresses. This provides an adaptive mechanism for dealing
with resource-allocation failures.

The tiling scheme described lends itself to parallel pro-
cessing, as illustrated in FIG. 6. Processing of a set of tiles
can be divided between multiple parallel processes (e.g.
between multiple instances of the shape processor 22 of FIG.
1). For example, a set of tiles 1-20 can be divided based on
the screen positions of the tiles so that the processing of tiles
1-10 is handled by one processor WASP-A and the process-
ing of tiles 11-20 is handled by a second processor WASP-B.
Accordingly, if a redraw instruction requires tiles 1-3, 7-9
and 12-14 to be redrawn, tiles 2—4 and 7-9 are handled by
WASP-A and tiles 12-14 by WASP-B. Alternatively, the set
of tiles can be divided based on the location of the tiles in
a tile memory map, dividing the tile memory into memory
A for processing by WASP-A and memory B for processing
by WASP-B.

The tiling scheme described facilitates the use of multiple
buffering and off-screen caching. It also facilitates interrupt-
able re-draw functions (e.g. so that a current re-draw may be
interrupted and a new re-draw initiated in response to user
input), efficient colour/display conversion and dithering, fast
90 degree (portrail/landscape) rotation of whole display in
software, and reduces the redraw memory required for
individual objects. Tiling also makes interpolated bitmap
scaling faster and more efficient. It will also be appreciated
that a system such as that of FIG. 1 may employ a common
tilepool for all operating system/GUI and application display
functions of a data processing system.

It will be understood that the tiling methods of the second
aspect of the invention may advantageously be combined
with the redraw methods of the first aspect of the invention.

In accordance with a third aspect of the present invention,
the processing of a document involves dividing each page of
the document 1o be viewed into zones (this would involve
interaction of the renderer/parser 18 and shape processor 22
in the system 8 of FIG. 1), as illustrated in FIG. 7. Each zone
A, B, C, D has associated with it a list of all objects 1-8
contained within or overlapping that zone. Re-draws can
then be processed on the basis of the zones, so that the
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system need only process objects associated with the rel-
evant zones affected by the re-draw. This approach facili-
tates parallel processing and improves efficiency and
reduces redundancy. The use of zones also facilitates the use
of the system to generate different outputs for different
display devices (e.g. for generating a composite/mosaic
output for display by an array of separate display screens).

" As illustrated in FIG. 8, without the use of zoning, any
screen update relating to the shaded area 142 would require
cach of the eight objects 1 to 8 to be checked to see whether
the bounding box of the object intersects the area 142 in
order to determine whether that object needs to be plotted.
With zoning, it is possible to determine firstly which zones
intersect the area 142 (zone D only in this example),
secondly, which objects intersect the relevant zone(s) (object
2 only in this case), and then it is only necessary to check
whether the bounding boxes of those objects which intersect
the relevant zone(s) also intersect the area 142. In many
cases, this will greatly reduce the overhead involved in
extracting and comparing objects with the area 142 of
interest.

It will be appreciated that zoning of this type may be of
little or no benefit in some circumstances (e.g. in the extreme
case where all objects on a page intersect all zones of the
page); the relationship between the zone size and the typical
object size ‘may be significant in this respect. For the
purposes of determining the nature of any zoning applied to
a particular page, an algorithm may be employed to analyse
the page content and to determine a zoning scheme (the
number, size and shape of zones) which might usefully be
employed for that page. However, for typical page content,
which will commonly include many small, locally clustered
objects, an arbitrary division of the page into zones is likely
to yield significant benefits.

The zoning and tiling schemes described above are inde-
pendent in principle but may be combined advantageously;
i.e. zones may correlate with one or more tiles. Again this
facilitates parallelism and optimises use of system resources.

Referring again to FIG. 1, the system preferably employs
a device-independent colour model, sujtably a luminance/
chrominance model such as the CIE L*a*b* 1976 model.
This reduces redundancy in graphic objects, improves data
compressibility and improves consistency of colour output
between different output devices. Device-dependent colour
correction can be applied on the basis of the device-depen-
dent control input 44 to the shape processor 22.

FIG. 1 shows the system having an input end at which the
source bytestream is received and an output end where the
final output frame 24 is output from the system. However, it
will be understood that the syslem may include intermediate
inputs and outputs at other intermediate stages, such as for
fetching data content or for saving/converting data generated
in the course of the process.

Digital document processing systems in accordance with

the fourth aspect of the present invention may be incorpo- :

rated into a variety of types of data processing systems and
devices, and into peripheral devices, in a number of different
ways.

In a general purpose data processing system (the “host
system™), the system of the present invention may be incor-
poraled alongside the operating system and applications of
the host system or may be incorporated fully or partially into
the host operating system.

For example, the system of the present invention enables
rapid display of a variety of types of data files on portable
data processing devices with LCD displays without requir-
ing the use of browsers or application programs. This class
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of data processing devices requires small size, low power
processors for portability. Typically, this requires the use of
advanced RISC-type core processors designed into ASICs
(application specific integrated circuits), in order that the
electronics package is as small and highly integrated as
possible. This type of device also has limited random access
memory and lypically has no non-volatile data store (e.g.
hard disk). Conventional operating system models, such as
are employed in standard desktop computing systems (PCs),
require high powered central processors and large amounts
of memory in order to process digital documents and gen-
erate useful output, and are entirely unsuited for this type of
data processing device. In particular, conventional systems
do not provide for the processing of multiple file formats in
an integrated manner. By contrast, the present invention may
utilise common processes and pipelines for all file formats,
thereby providing a highly integrated document processing
system which is extremely efficient in terms of power
consumption and usage of system resources.

The system of the present invention may be integrated at
the BIOS level of portable data processing devices to enable
document processing and output with much lower overheads
than conventional system models. Alternatively, the inven-
tion may be implemented at the lowest system level just
above the transport protocol stack. For example, the system
may be incorporated into a network device (card) or system,
to provide in-line processing of network traffic (e.g. working
at the packet level in a TCP/IP system).

In a particular device, the system of the invention is
configured to operate with a predetermined set of data file
formats and particular output devices; e.g. the visual display
unit of the device andfor at least one type of printer.

Examples of portable data processing devices which may
employ the present system include “palmiop™ computers,
portable digital assistants (PDAs, including tablet-type
PDAs in which the primary user interface comprises a
graphical display with which the user interacts directly by
means of a stylus device), internet-enabled mobile tele-
phones and other communications devices, elc.

The system may also be incorporated into low cost data
processing terminals such as enhanced telephones and “thin”
network client terminals (e.g. network terminals with limited
local processing and storage resources), and “set-top boxes”
for use in interactivefinternet-enabled cable TV syslems.

When integrated with the operating system of a data
processing system, the system of the present invention may
also form the basis of a novel graphical user interface (GUI)
for the operating system (OS). Documents processed and
displayed by the system may include interactive features
such as menus, buttons, icons etc. which provide the user
interface to the underlying functions of the operating sys-
tem. By extension, a complete OS/GUI may be expressed,
processed and displayed in terms of system “documents”.
The OS/GUI could comprise a single document with mul-
tiple “chapters”.

The system of the present invention may also be incor-
porated into peripheral devices such as hardcopy devices
(printers and plotters), display devices (such as digital
projectors), metworking devices, input devices (cameras,
scanners eic.) and also multi-function peripherals (MFPs).

When incorporaled into a printer, the system may enable
the printer to receive raw data files from the host data
processing system and 1o reproduce the content of the
original data file comrectly, without the need for particular
applications or drivers provided by the host system. This
avoids the need to configure a computer system to drive a
particular type of printer. The present system may directly
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generate a dot-mapped image of the source document suit-
able for output by the printer (this is true whether the system
is incorporated into the printer itself or into the host system).
Similar considerations apply to other hardcopy devices such
as plotters.

When incorporated into a display device, such as a
projector, the system may again enable the device to display
the content of the original data file correctly without the use
of applications or drivers on the host system, and without the
need for specific configuration of the host system and/or
display device. Peripheral devices of these types, when
equipped with the present system, may receive and output
data files from any source, via any type of data communi-
cations network.

From the foregoing, it will be understood that the system
of the present invention may be “hard-wired”; ¢.g. imple-
mented in ROM and/or integrated into ASICs or other
single-chip systems, or may be implemented as firmware
(programmable ROM such as flashable ePROM), or as
software, being stored locally or remotely and being fetched
and executed as required by a particular device.

Improvements and modifications may be incorporated
without departing from the scope of the present invention.

What is claimed is:

1. A method of redrawing a visual display of graphical
data whereby a current display of the graphical data is
replaced by an updated display of the graphical data, com-
prising,

receiving a request for an updated display of the graphical

data;

storing a reduced resolution bitmap representation of the

graphical data distinct from the current display;

in response to the request, replacing the current display

with a first approximate representation of the requested
updated display, wherein said first approximate repre-
sentation includes a scaled version of the stored distinct
reduced resolution bitmap representation of said
graphical data,

generating a final updated display, and

replacing the approximate representation with the final

updated display.

2. Amethod as claimed in claim 1, wherein the replacing
of the approximate representation include replacing said first
approximate representation with one or more successive
improved approximate representations of the requested
updated display before displaying the final updated display.

3. Amethod as claimed in claim 2, wherein a subsequent
improved approximate representation comprises said scaled
version of the distinct reduced resolution bitmap represen-
tation of said graphical data with vector outlines superim-
posed thereon.

4. A method as claimed in claim 1, wherein the replace-
ment of the current display by said first and any subsequent
approximate representations is performed in parallel with
generating said final updated display.

5. A method as claimed in claim 1, further comprising
generating variable visual representations of the graphical
data, by dividing the graphical data into a plurality of bitmap
tiles of fixed size, storing said tiles in an indexed array and
assembling a visual representation of the graphical data from
a selected set of said tiles.

6. A method as claimed in claim 5, wherein a current
visual representation of said graphical data is updated by
removing redundant tiles from said selected set and adding
new tiles to said selected set.
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7. A method as claimed in claim 6, wherein said multiple
sources include applications running on a data processing
system and an operating system of said data processing
system.

8. A method according to claim 6, comprising the further
step of updating the indexing of said array to remap files in
the array to locations on the display.

9. A method as claimed in claim 5 wherein said array of
tiles represents graphical data from multiple sources.

10. A method as claimed in claim 5, including processing
subsets of said tiles in parallel.

11. A method as claimed in claim 5 wherein said tiles are
assembled into a visual display, such that a current display
is replaced by an updated display, comprising a first approxi-
mate representation of the updated display.

12. A method as claimed in claim 1, wherein the graphical
data corresponds to a digital document composed of a
plurality of graphical objects arranged on at least one page,

further comprising:

dividing said document into a plurality of zones; and

for each zone, generating a list of objects contained within

and overlapping said zone.

13. A method as claimed in claim 12, wherein a visual
representation of a part of said document is generated by
determining which of said zones intersect said part of said
document, determining a set of said listed objects associated
with said intersecting zones that are contained within or
overlap said part of said document, and processing said set
of listed objects to generate said visual representation.

14. A method as claimed in claim 12, wherein visual
representations of said document are generated having a
current display be replaced by an updated display, compris-
ing a first approximate representation of the updated display.

15. A method as claimed in claim 12, further comprising
dividing the graphical data into a plurality of bitmap tiles of
fixed size, storing said tiles in an indexed array and assem-
bling the visual representation of said graphical data from a
selected set of said tiles wherein each of said zones corre-
sponds to at least one of said tiles.

16. Amethod of claim 1, wherein a display of a bitmap is
updated by scaling the bitmap from a first resolution to a
second resolution using interpolation.

17. A method as claimed in claim 1 wherein the stored
distinct reduced resolution bitmap representation of the
graphical data is generated and stored prior to the redraw
request.

18. A method as claimed in claim 17 wherein replacing
the current display with the first approximate representation
of the updated display further comprises increasing the size
of the stored distinct reduced resolution representation of the
graphical data by a scaling factor while maintaining the
resolution of the first approximate representation, thereby
generating the scaled version of the distinct reduced reso-
Iution bitmap representation.

19. A method as claimed in claim 1, wherein the visual
display includes a first image and wherein the updated
display includes a second image.

20. A method as claimed in claim 19, wherein the second
image is a modified version of the first image.

21. A method according to claim 1 wherein the requested
updated display is a zoomed-in version of the current visual
display.

22. A method according to claim 1 wherein the requested
updated display is a zoomed-out version of the current visual
display.
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23. A method according to claim 1 wherein the position of
the requested updated display on a display screen is different
than the location of the current display on the display screen.

24. A method according to claim 1 wherein the graphical
data corresponds to a rendering of a part of a digital
document and wherein the requested updated display cor-
responds to a rendering of a different part of the digital
document. .

25. A handheld device having a graphical interface
capable of redrawing graphical data, comprising

a display memory for storing data representative of docu-

ment currently being displayed on the handheld device,

a second memory for storing a distinct reduced resolution

bitmap representation of said document being dis-
played, and

a module capable of detecting an instruction to generate

an undated display of the document, the instruction
including an alteration to an aspect of the document
being displayed, and in response thereto replacing the
current display of the document with a sealed version
of the stored distinct reduced resolution bitmap repre-
sentation of the document, generating a final updated
display of the document, and replacing the scaled
version of the distinct reduced resolution bitmap rep-
resentation of the document with the final updated
display of the document.

26. A device according to claim 25, further comprising

a processor for replacing a displayed scaled version of the

distinct reduced resolution bitmap representation of the
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document with one or more improved reduced resolu-
tion bitmap representations the updated display of the
document.

27. A device according to claim 25, further including

a processor for:

generating variable visual representations of graphical
data;

dividing graphical data into a plurality of bitmap tiles
of fixed size;

storing said tiles in an indexed array; and

assembling a visual representation of said graphical
data from a selected set of said tiles.

28. A handheld device according to claim 25 wherein the
updated display is a zoomed-in version of the current visual
display.

29. A handheld device according to claim 25 wherein the
updated display is a zoomed-out version of the current visual
display.

30. A handheld device according to claim 25 wherein the
position of the updated display on a display screen is
different than the location of the current display on the
display screen.

31. A handheld device according to claim 25 wherein the
graphical data corresponds to a rendering of a part of the
digital document and wherein the requested updated display
corresponds 1o a rendering of a different part of the digital
document.



