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predetermined area may, for example, correspond to the area where the page number
is displayed. Following block 604, the GUI operational method 600 proceeds to
block 606 where a page turn signal is generated when the object (or objects) is
translated in the predetermined region. The translation is configured to simulate a
finger turning the page in an actual paper bound book. The direction of the
translation indicates whether to go to the next page or previous page in the list of
pages. For example, if the finger is swiped right to left, then a page back signal is
generated, and if the finger is swiped left to right, then a page up signal is generated.
This GUI operational method 600 may be enhanced several ways. For instance, if
multiple fingers are swiped, then this may create a paging signal greater than one
page. For example, a two finger swipe equals two page turns, three finger swipe
equals three page turns, etc. Or a two finger swipe equals ten page turns, three finger

swipe equals 50 page turns, etc.

Figs. 21 A-21E illustrate a page turning sequence using the GUI operational
method 600 described above. As shown in Fig. 21A, which is a close up of a user
510 holding the tablet PC 512, the user swipes their finger over the page number in a
direction to the left of the page 630. As shown in Fig. 21B, the tablet PC 512
recognizes the swipe and direction of the swipe in the area of the page number and
therefore the tablet PC 512 displays the next page in a group of pages. This can be
performed repeatedly to whisk through the group of pages. As shown in Fig. 21C, the
user swipes their finger 576 over the page number in a direction to the right of the
page 630. As shown in Fig. 21D, the tablet PC 512 recognizes the swipe and
direction of the swipe in the area of the page number and therefore the tablet PC 512
displays the previous page in a group of pages. This can be performed repeatedly to
whisk through the group of pages.

Fig. 22 is a diagram of a GUI operational method 650, in accordance with one
embodiment of the present invention. The GUI operational method 650 is configured
for initiating inertia typically during a scrolling or panning operation. Inertia is
generally defined as the tendency of a body at rest to remain at rest or of 2 body in
motion to stay in motion in a straight line unless disturbed by an external force. In
this particular embodiment, the GUI or some portion thereof is associated with
inertial properties, which is its resistance to rate of change in motion. For a GUI with
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high inertia characteristics, the acceleration of the GUI will be small for a given input.
On the other hand, if the GUI has low inertia characteristics, the acceleration will be

large for a given input.

The GUI operational method 650 generally begins at block 652 where a
graphical image is displayed on a GUI. Following block 652, the GUI operational
method 650 proceeds to block 654 where a scrolling or panning stroke on a touch
sensitive surface is detected. By way of example, the stroke may be a linear or
rotational stroke. During a linear stroke, the direction of scrolling or panning
typically follows the direction of the stroke. During a rotational stroke (see Fig. 6),
the rotational stroke is typically converted to a linear input where clockwise motion
may correspond to vertical up and counterclockwise motion may correspond to
vertical down. Following block 654 the process flow proceeds to block 656 where
the speed and direction of the scrolling or panning stroke is determined. Following
block 656, the GUI operational method 650 proceeds to block 658 where the image is
moved in accordance with the speed and direction of the scrolling or panning stroke
as well as the associated inertial characteristics. Following block 658, the GUI
operational method 650 proceeds to block 660 where the motion of the image
continues even when the panning or scrolling stroke is no longer detected. For
example, when the user picks up their finger from the touch sensitive surface, the
scrolling or panning function continues as if the scrolling or panning stroke was still
being made. In some cases, the motion of the image continues infinitely until some
braking (stopping or slowing) control is performed. This particular methodology
simulates zero gravity. In other cases, the motion of the image is slowed in
accordance with the associated inertia GUI operational method 650. Metaphorically
speaking, the inlage may correspond to a piece of paper moving over a desktép. In
order to move the biece of paper, the user exerts a force on the paper in the desired
direction. When the user lifts their finger off the paper, the paper will continue to slid
along the desktop in the desired direction for some period of time. The amount it
slides after lifting the finger generally depends on, among other things, its mass, the
force applied by the finger, the friction force found between the paper and the
desktop, etc. As should be appreciated, traditionally when scrolling and panning are

implemented, the scrolling or panning stops when the fingers are picked up. In
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contrast, using the above mentioned methodology, the scrolling or panning continues

to move when the fingers are picked up.

The GUI operational method 650 may additionally include blocks A and B.
In block A, an object such as a finger is detected on the touch sensitive surface when
the image is moving without the assistance of the object (block 660). In block B, the
motion of the image is stopped when the object is detected, i.e., the new touch serves
as a braking means. Using the metaphor above, while the piece of paper is sliding
across the desktop, the user presses their finger on the paper thereby stopping its

motion.

Figs. 23A-23D illustrate an inertia sequence using the method described
above. Fig. 23A illustrates a display presenting a GUI 678 including a window 679
having a list 680 of media items 681. The window 679 and list 680 may for example
correspond to a control window and music list found in iTunes™ manufactured by
Apple Computer, Inc of Cupertino, CA. As shown in Fig. 23B, when the user slides
their finger or fingers 576 over the touch screen 520, vertical scrolling, which moves
media items up or down through the window, is implemented. The direction of
scrolling may follow the same direction as finger movement (as shown), or it may go
in the reverse direction. In one particular embodiment, a single finger is used for
selecting the media items from the list, and two fingers are used to scroll through the

list.

Scrolling generally pertains to moving displayed data or images (e.g., media

items 681) across a viewing area on a display screen so that a new set of data (e.g.,
media items 681) is brought into view in the viewing area. In most cases, once the
viewing area is full, each new set of data appears at the edge of the viewing area and
all other sets of data move over one position. That is, the new set of data appears for
each set of data that moves out of the viewing area. In essence, these functions allow
a user to view consecutive sets of data currently outside of the viewing area. In most
cases, the user is able to accelerate their traversal through the data sets by moving his

or her finger at greater speeds. Examples of scrolling through lists can be found in
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U.S. Patent Publication Nos.: 2003/0076303A1, 2003/0076301A1, 2003/0095096A1,

which are herein incorporated by reference.

As shown in Fig. 23C, the displayed data continues to move even when the
finger is removed from the touch screen. The continuous motion is based at least in
part on the previous motion. For example the scrolling may be continued in the same
direction and speed. In some cases, the scrolling slow down over time, i.e., the speed
of the traversal through the media items gets slower and slower until the scrolling
eventually stops thereby leaving a static list. By way of example, each new media
item brought into the viewing area may incrementally decrease the speed.
Alternatively or additionally, as shown in Fig. 23D, the displayed data stops moving
when the finger 576 is placed back on the touch screen 520. That is, the placement of
the finger back on the touch screen can implement braking, which stops or slows
down the continuous acting motion. Although this sequence is directed at vertical
scrolling it should be noted that this is not a limitation and that horizontal scrolling as

well as panning may be performed using the methods described above.

Fig. 24 is a diagram of a GUI operational method 700, in accordance with one
embodiment of the present invention. The method 700 is configured for simulating a
keyboard. The method generally begins at block 702 where a keyboard is presented
on the display. Following block 702, the process flow proceeds to block 704 where
the presence of a first object over a first key and a second object over a second key at
the same time is detected on a touch screen. The touch screen is positioned over or in
front of the display. By way of example, the display may be an LCD and the touch
screen may be a multipoint touch screen. Following block 704, the process flow
proceeds to block 706 where one or more simultaneous control signals are generated
when the first object is detected over the first key and when the second object is

detected over the second key at the same time.

In one embodiment, only a single control signal is generated when the first
object is detected over the first key and when the second object is detected over the
second key at the same time. By way of example, the first key may be a shift key and
the second key may be a symbol key (e.g., letters, numbers). In this manner, the
keyboard acts like a traditional keyboard, i.e., the user is allowed to select multiple
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keys at the same time in order to change the symbol, i.e., lower/upper case. The keys
may also correspond to the control key, alt key, escape key, function key, and the
like.

In another embodiment, a control signal is generated for each actuated key
(key touch) that occurs at the same time. For example, groups of characters can be
typed at the same time. In some cases, the application running behind the keyboard
may be configured to determine the order of the characters based on some
predetermined criteria. For example, although the characters may be jumbled, the
application can determine that the correct order of characters based on spelling,

usage, context, and the like.

Although only two keys are described, it should be noted that two keys is not
a limitation and that more than two keys may be actuated simultaneously to produce
one or more control signals. For cxample, control-alt-delete functionality may be

implemented or larger groups of characters can be typed at the same time.

Figs. 25A-25D illustrates a keyboard sequence using the method described
above. Fig. 25A illustrates a display presenting a GUI object 730 in the form of a
keyboard. As shown in Fig. 25B, a user positions their fingers 576 over the
multipoint touch screen 520 over the keyboard 730 to enter data into a word
processing program. By way of example, the user may place one of their fingers
576A on the Q key in order to produce a lower case “q” in the word processing
program. As shown in Fig. 25C, when the user decides that a letter should be in
upper case, the user places one finger 576B on the shift key and another finger 576A
on the desired letter (as indicated by the arrows). As shown in Fig. 25D, in order to
continue typing in lower case, the user simply removes their finger 576B from the

shift key and places their finger 576A over a desired letter (as indicated by the arrow).

Fig. 26 is a diagram of a GUI operational method 750, in accordance with one
embodiment of the present invention. The method 750 is configured for simulating a
scroll wheel such as those described in U.S. Patent Publication Nos:
2003/0076303A1, 2003/0076301A1, 2003/0095096A1, all of which are herein
incorporated by reference. The method generally begins at block 752 where a virtual
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scroll wheel is presented on the display. In some cases, the virtual scroll wheel may
include a virtual button at its center. The virtual scroll wheel is configured to
implement scrolling as for example through a list and the button is configured to
implement selections as for example items stored in the list. Following block 752, the
method proceeds to block 754 where the presence of at least a first finger and more
particularly, first and second fingers (to distinguish between tracking and gesturing)
over the virtual scroll wheel is detected on a touch screen. The touch screen is
positioned over or in front of the display. By way of example, the display may be an
LCD and the touch screen may be a multipoint touch screen. Following block 754,
the method proceeds to block 756 where the initial position of the fingers on the
virtual scroll wheel is set. By way of example, the angle of the fingers relative to a
reference point may be determined (e.g., 12 o clock, 6 o clock, etc.). Following block
756, the method 750 proceeds to block 758 where a rotate signal is generated when
the angle of the fingers change relative to the reference point. In most cases, the set
down of the fingers associate, link or lock the fingers (or finger) to the virtual scroll
wheel when the fingers are positioned over the virtual scroll wheel. As a result, when
the fingers are rotated, the rotate signal can be used to rotate the virtual scroll wheel
in the direction of finger rotation (e.g., clockwise, counterclockwise). In most cases,
the amount of wheel rotation varies according to the amount of finger rotation, i.e., if
the fingers move 5 degrees then so will the wheel. Furthermore, the rotation typically
occurs substantially simultaneously with the motion of the fingers. For instance, as

the fingers rotate, the scroll wheel rotates with the fingers at the same time.

In some cases, the principals of inertia as described above can be applied to
the virtual scroll wheel. In cases such as these, the virtual scroll wheel continues to
rotate when the fingers (or one of the fingers) are lifted off of the virtual scroll wheel
and slowly comes to a stop via virtual friction. Alternatively or additionally, the
continuous rotation can be stopped by placing the fingers (or the removed finger)

back on the scroll wheel thereby braking the rotation of the virtual scroll wheel.

Figs. 27A-27D illustrates a scroll wheel sequence using the method described
above. Fig. 27A illustrates a display presenting a scroll wheel. The scroll wheel may
be displayed automatically as part of a program or it may be displayed when a
particular gesture is performed. By way of example, during the operation of a music
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program (such as iTunes manufactured by Apple Computer Inc., of Cupertino, CA),
the virtual scroll wheel may appear on the GUI of the music program when two
fingers are placed on the touch screen rather than one finger which is typically used
for tracking in the music program. In some cases, the virtual scroll wheel only
appears when two fingers are placed on a predetermined area of the GUL. As shown
in Fig. 27B, a user positions their fingers over the multipoint touch screen 520 over
the scroll wheel. At some point, the fingers are locked to the scroll wheel. This can
occur at set down for example. As shown in Fig. 27C, when the fingers are rotated in
a clockwise direction, the scroll wheel is rotated in the clockwise direction in
accordance with the rotating fingers. As shown in Fig. 27D, when the fingers are
rotated in a counterclockwise direction, the virtual scroll wheel is rotated in the
counter clockwise direction in accordance with the rotating fingers. Alternatively,
rotation of the virtual scroll wheel may also be rotated with linear motion of the

fingers in a tangential manner.

It should be noted that although a surface scroll wheel is shown, the principals
thereof can be applied to more conventional scroll wheels which are virtually based.
For example, scroll wheels, whose axis is parallel to the display screen and which
appear to protrude through the display screen as shown in Fig. 28. In this particular
implementation, however, linear motion of the fingers are used to rotate the virtual

scroll wheel.

The various aspects, embodiments, implementations or features of the

invention can be used separately or in any combination.

The invention is preferably implemented by hardware, software or a
combination of hardware and software. The software can also be embodied as
computer readable code on a computer readable medium. The computer readable
medium is any data storage device that can store data which can thereafter be read by
a computer system. Examples of the computer readable medium include read-only
memory, random-access memory, CD-ROMs, DVDs, magnetic tape, optical data
storage devices, and carrier waves. The computer readable medium can also be
distributed over network-coupled computer systems so that the computer readable
code is stored and executed in a distributed fashion.
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While this invention has been described in terms of several preferred
embodiments, there are alterations, permutations, and equivalents, which fall within
the scope of this invention. For example, although the invention has been primarily
directed at touchscreens, it should be noted that in some cases touch pads may also be
used in place of touchscreens. Other types of touch sensing devices may also be
utilized. It should also be noted that there are many alternative ways of implementing
the methods and apparatuses of the present invention. It is therefore intended that the
following appended claims be interpreted as including all such alterations,
permutations, and equivalents as fall within the true spirit and scope of the present

invention.
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What is claimed is:
1. A computer implemented method for processing touch inputs, said method
comprising:

reading data from a touch sensitive device, the data pertaining to touch input
with respect to the touch sensitive device, and the touch sensitive device having a
multipoint capability; and

identifying at least one multipoint gesture based on the data from the touch
sensitive device.
2. A computer implemented method as recited in claim 1 wherein said method
further comprises:

performing a computing operation associated with the at least one gesture.
3. A computer implemented method as recited in claim 1 wherein said method
further comprises:

associating a user interface element to the at least one gesture.
4. A computer implemented method as recited in claim 3 wherein said method
further comprises:

displaying the user interface element on a display.
5. A computer implemented method as recited in claim 1 wherein said method
further comprises:

displaying the user interface element on a display prior to said reading; and

subsequently altering the user interface element being displayed based on the
at least one gesture.
6. A computer implemented method as recited in claim 1-5 wherein said
identifying identifies at least two multipoint gestures based on the data from the touch
sensitive device.
7. A computer implemented method as recited in claim 6 wherein the at least
two gestures being identified are concurrently performed on the touch sensitive
device.
8. A computer implemented method as recited in claim 6 wherein the at least
two gestures being identified are contiguously performed on the touch sensitive
device. (
9. A gestural method, comprising:

detecting multiple touches at different points on a touch sensitive surface at
the same time; and
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segregating the multiple touches into at least two separate gestural inputs
occurring simultaneously, each gestural input having a different function.
10. The gestural method as recited in claim 9 wherein touch sensitive surface is
associated with a touch screen that overlays a display, and wherein the gestural inputs
are selected from zooming, panning, and rotating.
11. A gestural method, comprising:

concurrently detecting a plurality of gestures that are concurrently performed
with reference to a touch sensing device;

producing different commands for each of the gestures that have been
detected.
12. The method as recited in claim 11 wherein the plurality of gestures are
implemented with the same group of touches.
13. The method as recited in claim 11 wherein the plurality of gestures are
implemented with different groups of touches.
14. The method as recited in claim 11-13 wherein the gestures include rotate
gestures, panning gestures, or zooming gestures.
15. A gestural method, comprising:

displaying a graphical image on a display screen;

detecting a plurality of touches at the same time on a touch sensitive device;
and

linking the detected multiple touches to the graphical image presented on the
display screen.
16. The method as recited in claim 15 wherein the graphical image is a user
interface element.
17. The method as recited in claim 16 wherein the user interface element is
displayed when a particular multitouch configuration is detected.
18. The method as recited in claim 17 wherein the touch sensitive device is a
touch screen disposed over the display screen, and wherein the user interface element
is displayed in proximity to the multiple touches.
19. The method as recited in claim 18 wherein the user interface element is
displayed underneath the multiple touches.
20. The method as recited in claim 16-19 wherein the multiple touches are

detected over the displayed user interface element.
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21. The method as recited in claim 16-19 wherein the multiple touches are
associated with a single user interface element.
22. The method as recited in claim 16-19 wherein a first portion of the multiple
touches are associated with a first user interface element and a second portion of the
multiple touches are associated with a second user interface element that is different
than the first user interface element.
23. The method as recited in claim 15-22 wherein after linking the detected
multiple touches to the graphical image, the graphical image changes based on the
motion of the linked multiple touches.
24. The method as recited in claim 23 wherein the graphical image is changed in
unison with the motion of the linked multiple touches such that the changes in the
graphical image continuously follows the motion of the linked multiple touches.
25. The method as recited in claim 23 wherein the size of the graphical image
changes when at least one of the touches in the linked multiple touches is translated
over the touch sensitive surface.
26. The method as recited in claim 23 wherein the size of features embedded in
the graphical image changes when at least one of the touches in the linked multiple
touches is translated over the touch sensitive surface.
27. The method as recited in claim 23 wherein the orientation of the graphical
image changes when at least one of the touches in the linked multiple touches is
rotated over the touch sensitive surface.
28. The method as recited in claim 23 wherein the position of the graphical image
changes when the linked multiple touches are translated together over the touch
sensitive surface.
29. A method of invoking a user interface element on a display via a multipoint

touch sensitive device of a computing system, said method comprising: '

detecting and analyzing the simultaneous presence of two or more objects on
contact with said touch sensitive device;

based at least in part on said analyzing, selecting a user interface
tool, from a plurality of available tools, to display on a display
for interaction by a user of said computing system; and

controlling the interface tool based at least in part on the further

movement of said objects in relation to said touch sensitive device.
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30. The method as recited in claim 29 wherein said selecting is also based in part on
the current mode of the computing device at the time of the simultaneous
presence of the two or more objects.
31. The method as recited in claim 29 wherein said touch sensitive device is a touch
screen disposed over the display and wherein said tool is displayed at a location on
the display proximate to the presence of said two or more objects on said touchscreen.
32. A touch-based method, comprising

detecting a user input that occurs over a multipoint sensing device, the user
input including one or more inputs, each input having a unique identifier;

during the user input, classifying the user input as a tracking or selecting input
when the user input includes one unique identifier or a gesture input when the user
input includes at least two unique identifiers;

performing tracking or selecting during the user input when the user input is
classified as a tracking or selecting input;

performing one or more control actions during the user input when the user
input is classified as a gesturing input, the control actions being based at least in part
on changes that occur between the at least two unique identifiers.
33. The method as recited in claim 32 wherein scrolling or panning is performed
when the at least two unique identifiers move together in substantially the same
direction.
34. The method as recited in claim 32 wherein zooming is performed when the at
least two unique identifiers linearly move away or towards one another.
35. The method as recited in claim 32 wherein rotation is performed when the at
least two unique identifiers rotate relative to each other or relative to a known point.
36. The method as recited in claim 32 wherein multiple control actions are
performed simultaneously during the same user input.
37. The method as recited in claim 32 wherein the user input is a continuous
stroke, the stroke maintaining continuous contact on the multipoint sensing device.
38. A touch-based method, comprising:

outputting a GUI on a display;

detecting a user input on a touch sensitive device;

analyzing the user input for characteristics indicative of tracking, selecting or
a gesturing;

categorizing the user input as a tracking, selecting or gesturing input;
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performing tracking or selecting in the GUI when the user input is categorized
as a tracking or selecting input;

performing control actions in the GUI when the user input is categorized as a
gesturing input, the actions being based on the particular gesturing input .
39. A touch-based method, comprising:

capturing an initial touch image;

determining the touch mode based on the touch image;

capturing the next touch image;

determining if the touch mode changed between the initial and next touch
images;

if the touch mode changed, setting the next touch image as the initial touch
image and determining the touch mode based on the new initial touch image; and

if the touch mode stayed the same, comparing the touch images and
performing a control function based on the comparison.
40. The method as recited in claim 39 wherein the control function is selected
from tracking, panning, zooming, rotating, scrolling, or enlarging.
41. A computer implemented method for processing touch inputs, said method
comprising:

reading data from a touch sensitive device, the data pertaining to touch input
with respect t(o the touch sensitive device, and the touch sensitive device having a
multipoint capability;

converting the data to a collection of features;

classifying the features;

grouping the features into one or more feature groups;

calculating key parameters of the feature groups; and

associating the feature groups to user interface elements on a display.
42. The computer implemented method as recited in 41 wherein said method
further comprises:

recognizing when at least one of the feature groups indicates performance of a
gesture relative to its associated user interface element.
43. The computer implemented method as recited in 41 wherein said method
further comprises:

providing user feedback when at least one of the feature groups indicates
performance of a gesture relative to its associated user interface element.
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44. The computer implemented method as recited in 41 wherein said method
further comprises:

implementing an action when at least one of the feature groups indicates
performance of a gesture relative to its associated user interface element.
45, The computer implemented method as recited in 44, wherein said method
further comprises:

providing user feedback in conjunction with the action.
46. The method as recited in claim 41-45 wherein the step of associating
comprises:

receiving group of features;

determining if there is a change in number of features;

if there is a change, calculating initial parameter values;

if there is no change, calculating current parameter values; and

reporting both the initial and current parameter values.
47. A computer implemented method, comprising:

outputting a graphical image;

receiving a multitouch gesture input over the graphical image; and

changing the graphical image based on and in unison with multitouch gesture
input.
48. The method as recited in claim 47 further comprising:

receiving a second multitouch gesture input over the graphical image; and

changing the graphical image based on and in unison with the second
multitouch gesture.
49. The method as recited in claim 47 further comprising:

outputting a second graphical image:

receiving a second multitouch gesture input over the second graphical image;
and

changing the second graphical image based on and in unison with the second
multitouch gesture.
50. A touch based method, comprising:

receiving a gestural input over a first region;

generating a first command when the gestural input is received over the first
region;

receiving the same gestural input over a second region; and
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generating a second command when the same gestural input is received over
the second region, the second command being different than the first command.
51. A method for recognizing multiple gesture inputs, the method comprising:
receiving a multitouch gestural stroke on a touch sensitive surface, the
multitouch gestural stroke maintaining continuous contact on the touch sensitive
surface;
recognizing a first gesture input during the multitouch gestural stroke; and
recognizing a second gesture input during the multitouch gestural stroke.
52. The method as recited in claim51 further including recognizing a third gesture
input during the multitouch gestural stroke
53. A computer implemented method, comprising:
detecting a plurality of touches on a touch sensing device;
forming one or more touch groups with the plurality of touches;
monitoring the movement of and within each of the touch groups; and
generating control signals when the touches within the touch groups are
moved or when the touch groups are moved in their entirety.
54. A method for recognizing a zoom gesture made on a multipoint touch
sensitive device computing system, comprising:
detecting the relative locations of a first object and a second object at the same
time;
detecting a change in the relative locations of said first and second object;
generating a zoom signal in response to said detected change.
55. The method as recited in claim 54 wherein said zoom signal is a zoom out
signal.
56. The method as recited in claim 54 wherein said zoom signal is a zoom in
signal.
57. The method as recited in claim 54 further comprising:
associating the first and second objects to an image on a GUI interface;
58. The method as recited in claim 57 further comprising zooming out the image
when a zoom out signal is generated.
59. The method as recited in claim 57 further comprising zooming in the image

when a zoom in signal is generated.
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60. The method as recited in claim 54-59 further comprising zooming the image
when a zoom signal is generated, and wherein the zooming occurs substantially
simultaneously with the change in relative locations of the objects.
61. The method as recited in claim 60 wherein the amount of zooming varies
according to the distance between the two objects.
62. A method for recognizing a pan gesture made on a multipoint touch sensitive
device, comprising:

detecting the presence of at least a first object and a second object at the same
time;

monitoring the position of the said at least first and second objects when the
objects are moved together across the touch sensitive device; and

generating a pan signal when the position of the said at least first and second
objects changes relative to an initial position.
63. The method as recited in claim 62 further comprising:

associating said at least first and second objects to an image on a GUI
interface;

panning the image when a pan signal is generated; and

wherein the panning occurs substantially simultaneously with the motion of

" the objects.

64. A method for recognizing a rotate gesture made on a multipoint touch
sensitive device, comprising:

detecting the presence of at least a first object and a second object at the same
time;

detecting a rotation of said at least first and second objects; and

generating a rotate signal in response to said detected rotation of said at least
first and second objects.
65. The method as recited in claim 64 further comprising:

associating said at least first and second objects to an image on a GUI
interface;

rotating the image when a rotate signal is generated; and

wherein the rotating occurs substantially simultaneously with the motion of
the objects.
66. A computer implemented method for initiating zooming targets via a touch
screen, the method comprising:
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displaying an image on a GUI,
enlarging the image for a period of time when the presence of an object is

detected over the image.

67. The method as recited in claim 66 wherein the image is a user interface
element.
68. The method as recited in claim 67 wherein the user interface element is a

control box containing one or more control buttons, and wherein said enlarging
includes enlarging the control box and each of the control buttons.
69. The method as recited in claim 68 wherein the size of the control buttons
correspond to the size of the object or larger so that the control buttons can be easily
selected by the object.
70. The method as recited in claim 69 further comprising:

in the enlarged state, generating a control signal associated with the control
button when the presence of the object is detected over one of the control buttons.
71. The method as recited in claim 66 wherein the object is a finger.
72. The method as recited in claim 66-71 further comprising:

implementing a gesture input when the presence of one or more objects are
detected over portions of the GUI other than the image. '
73. A computer implemented method of initiating a page turn via a touch sensitive
device, the method comprising:

displaying a page from a multitude of pages in a GUI presented on a display;

detecting the presence of an object on the touch sensitive device; and

generating a page turn signal when the object is translated horizontally on the
touch sensitive device.
74. The computer implemented method as recited in claim 73 wherein the
translation simulates a finger turning the page in a paper bound book.
75. The computer implemented method as recited in claim 73 wherein the
translation pertains to a page turn gesture by a user.
76. The computer implemented method as recited in claim 73-75 wherein said
method further comprises:

displaying a next page in response to the page turn signal.
77. A computer implemented method of initiating inertia, the method comprising:

displaying an image on a GUI;

detecting a stroke on a touch sensitive surface;

47

APLNDC00025151



10

15

20

25

30

WO 2006/020303 PCT/US2005/025657

noting the speed and direction of the stroke;

moving the image or features embedded in the image in accordance with the
speed and direction of the stroke; and

slowing the motion of the image or features embedded in the image in
accordance with inertia principals when the stroke is no longer detected.
78. The method as recited in claim 77 further comprising:

detecting an object on the touch sensitive surface when image or features
embedded in the image is slowing down because of inertia;

stopping the motion of the image or features embedded in the image when
another object is detected, the another object serving as a braking means to the
moving image or features embedded in the image
79. A method of simulating a keyboard, comprising:

providing a display and a touch screen positioned over the display;

displaying a keyboard on the display, the keyboard including at least a first
and a second key;

detecting the presence of a first object over the first key and a second object
over the second key at the same time; and

generating a single control function in response to the detection of said first
object over the first key and said second object over said second key.
80. The method as recited in claim 79 wherein the first and second objects are
portions of one or more hands.
81. The method as recited in claim 79 wherein the first key is a modifying key
that modifies the second key.
82. The method as recited in claim 81 wherein the first key is a shift key, control
key or alt key.
82. The method as recited in claims 9, wherein the touch sensitive surface is part
of a touch sensitive device, and wherein the gestural inputs are selected from
zZooming, panning and rotating.
83. The method as recited in claims 1, 11, 15, 29, 32, 38, 41, 51, 53, 54, 62, 64,
73,77, wherein the touch sensitive device is a touch screen.
84. The method as recited in claims 1, 11, 15, 29, 32, 38, 41, 51, 53, 54, 62, 64,

73, 77, wherein the touch sensitive device is a touch pad.
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Scroll Control Box

In a windowing software environment, especially graphical interfaces, screen space and screen
clutter are continual problems for both the user and the program designer. The need for diverse
mlhgowﬁmhmmom»Dhuﬁyhchﬂsmn&ecﬁan,speed,dimm,'otha’dm
chunks, flexibility in operation while visually scanning, etc. In windowing environments, these
nwdsmpotmﬁaﬂymmmnforwuymﬂablcwindow,mdemfmmﬂﬁphmﬂabh
objects within a window. Today's graphical or non-graphical scroll operators demand extensive
screen space. For example:

+ 0S/2* scroll bars require about 8% of the useable space of each window.

« Other scroll mechanisms, ic., PF Keys, Icon Arrows, Screen Push buttons, in the industry
are:
- inconsistently applied
— are part of cluttered interfaces
— require learning, releaming
—  require much screen space because packaging of scroll functions are inefficient

» much graphical interface complexity of function in addition to scrolling.

« current scrolling is inefficient and insufficient.

« new scrolling function difficult to add gracefully.

The Scroll Control Box (SCB) is a graphical object shown on a display screen which;
singly, is used to do all scrolling operations. The SCB gives the user the capability, with one
action (drag), to indicate what is to be scrolled. Also, with single action (point/slide), a user can
do all of the following:

. Selectoneoflﬂpossibkcﬁmcﬁonsofmllingonthcx—ynisSoompasspoints(N,NE,E...)
and two directions on the y axis (depth), activated by pressure.

+ Control the scroll speed or how large the scroll increments.

+ Change direction, speed, and distance during this single action.

« Scroll any objects on screen by moving and placement of the SCB.

The user operates the SCB using a touch instrument (finger, stylus), or mouse or mouse-
Kkedevice,akeyboudmothncmopatﬁnxdeviceinmuchthzmemyimandom
graphical objects are operated on today. SCB dimensions, ie., of speed, distance, ectc., are
customizable.

Results:
» Small footprint of the one SCB compared with other scroll methods, e.g., one or several scroll
bars
© IBM Corp. 1993 398
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Scroll Control Box — Continued

Efficient, all direction and dimensional controls in one place with two, three, or more controls
- for each of 10 directions

Simple to learn and remember

Can be placed by user

Single control for any scrollable area on a display screen
Flexibledaigncanuaccombknﬁonsthatmuseﬁ:landmostusable,e.g.,usingpresmfor
speed and sliding for going from one data chunk to another

o Efficient, a “point-to-select” technique
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The quadrant or area in Fig. 1 containing the term “text up” defines where mouse, touch,
cursor, or some similar activation method causes scrollable text (or other scrollable objects) to
move upward. Thiswinb:inghtoviewwhatisbelowthcvisiblcwindow,andtakcﬁ'omﬁew
that within the visible window, in successive timed steps.

Activation of the SCB is on touch down (finger or stylus), mouse point and button down,
keyboard caused equivalent action, or other device equivalent, c.g., rollerball, etc. Activation

causes either the scrolling movement {after slight delay) of screen content or the SCB-drag state

(allows the SCB to be moved around on the screen). This Activation in the center area, as illus-
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Scroli Control Box — Continued

trated in Fig. 1 by equal signs (=), allows movement of the SCB. Any other area causes scrolling
movement.

“Text” scrolling is illustrated in the following example. Activation, e.g., touch down, near
the top perimeter of the box causes scrolling in the slowest of timed steps. Activation closest to
the center of the SC box causes the fastest of timed steps. Additionally, once activated, one can
slide down to speed up, or slide up to slow the scroll rate. In addition to timing of the scroll,
increments can be increased; e.g., from line-by-line, to page-by-page, by control of the application

ization pro .

There are many possible choices of scroll increments, line-by-line, full page, full window,
window minus one, chapter, etc. Several of these can be operated by the SC box, like Line-by-
line, window- -window, and chapter-by-chapter or other increment that has been set up.

Acﬁvaﬁngonthemmmindimedbyequdsigns(=)mﬁg.linitjallycaumtthCB
mbewmemovnbh,thaabyfoﬂowingmydnggingacﬁonbytheuwtoposiﬁontheSCB. The
SCBbdngpodﬁonedwithinmymﬂabhzoneinmywindowmmdzﬁnedashaving
scrollable text or objects within, becomes the scroll control for that zone. Areas can also be
excluded from control of the SCB by the application developer.

When the SCB is not within a scrollable zone, or srolling has not been enabled by the
application program, the SCB changes its visual appearance; c.g., it is reduced in size and can be
de-emphasized color. , . -

When at the scroll limit (at bottom of text), the “text up” area of the SCB becomes solid in
color, obscuring the “text up” and becoming inoperative for that direction.

The terms used within the SCB are for illustration only. They are modifiable and may be
symbolic, text, or graphical representations. The illustration in Fig. 1 is only an approximation
and art work is needed.

After initial activation within a scroll direction area (up), sliding to an adjacent direction
m(left),wmsdiagondsmnathemsiﬁonpohtinth:avuamddhecﬁonofthetwo. This
facility can be turned off. The SCB is only present when there is a scrollable arcas on screen.

Fig.Zshowsanenmpleusetdisphysaemwithtwow'mdowsopened--windowAand
window B. Window A overlaps window B and some of window B contents are visible. Window
A shows 12 lines of a document that is 150 pages long and having 10 chapters. Window B shows
six of a deck of SO cards, each offset to the right and in back of the previous card. The front card
in window B shows seven lines of a list of 36 lines. Window A, then has one scrollable area, and
window B has two scrollable area (deck of cards, and first card content).

An cxample SCB is located in about the center of Fig. 2. It is adjacent to the right of the
phrase “Never before has anyone”. The SCB is shown in a position where it will, when operated,
scroll the text content of window A, it having the majority of its box area within window A.

Bytouchdowninthccmtcrdragam,theSCBcanbedra.ggedtotheﬁghtoneinch,thc
SCBwouldthcnbcinaposiﬁoninwindowBtoacﬁvatescroﬂingoftheﬁstontheﬁ'ontcard.

Vol. 36 No. 04 April 1993 IBM Technical Disclosure Bulletin 401
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Scroil Control Box — Continued

BywmhingdownwhhhthemdngmtheSCmeednmdMupmapoddon
sﬁﬂwhhinwhdowB,whmmosofhmabonthe&ommmsmmngacﬁonwouldbe
directed to scrolling the deck of cards.

1. Touching on the SCB at point “Y” (12 o’clock), causes text in window A to move upward at
a relatively slow rate.

2 SlidingtowardstheoentaoftheSCBmthescmnm.
3. Sliding away from the center of the SCB, but staying within the SCB, stops scrolling.
4. Sliding outside the SCB stops scrolling.

5. Shding across a diagonal border within the SCB; e.g., from a position at 12 o’clock to one at
3o'clock,chanpthcdirecﬁonofthctensaoningditecﬁonﬁomupwaxdtoleﬁward.

6. Sliding across a diagonal border without continuing into another quadrant (as in previous
step)changessaoningdhec&onsoastomaketenakudyinthewindowto move out of
view to the southwest, bring next text into view from the northeast.

7. There is a slight time delay in activating any scrolling movement to prevent unintentional
diagonal movement when changing between direction of 90°, or when accidentally touching
the diagonal transition zone, or when touching any SCB area unintentionally.

The act ofdidingwithinth:SCBdkecﬁonquadrmttopmducefasterorslowermmng
can be replaced with the act of increasing pressure, cither on a touch display screen directly, or
from a stylus, mouse, or other device. Benefits of this can include reducing the area required by
the SCB, allowing more change graduations, casier or more cfficient to operate.

More Controls: A depth dimension of scrolling can be added with “pressure” selection tech-
nology. Keeping in tact with cight directional capabilities of the SCB described above, “pressure”
can add depth directions. Following are examples:

« Limits of the SCB - Touching the SCB "Text Up” area scrolls line-by-line. It can be made to
scroll faster as the touch is dragged toward the SCB center. Increments closer to the SCB
cenmcanalsobepmgmxmnedtoscmnchaptmorsections,orarﬁdu, or documents, but
themisalimittohowmmyde}ineaﬁonsmbepmhxoasmalISCBquadrant. So, with
pmsme,dimcnsionﬁmctionmreducedmdsonthcquadnntspm.

« Working with a document - When an SCB is associated with a document, it may have SCB
increments set to scroll text lines, then paragraphs, then pages as one slide towards its ceater.
With depth direction (pressure increments), one may, while scrolling at page 7, press harder to
jumptothcncnchapm,andharderyettogotothceni Direction scrolling is momentarily
suspended when a pressure threshold is detected.

402 1BM Tachnical Disclosure Bulletin Vol. 36 No. 04 Aprit 1993
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' Working with an appointment book - The SCB

where SCB increments are set to scroll fine-by
scrolls faster line-by-line.then appointment-to-

Scroll Control Box — Continued

is dragged from a document to appointments
Jlinc, then sliding towards thc SCB ceater, it
appointment, then day-by-day. With depth

direction (pressurc increments), one may, while at line 2 of 3:30 am. of Tuesday, jump to
came time and day week-by-week. More pressure might cause month-by-month, and so on.

* Trademark of IBM Corp.

Vol. 36 No. 04 April 1983 IBM Technical Disclosure Bulletin
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9

- paste variations

one-off mode 255

When a mode is turned on, perform the operation
once. Then switch back automatically into the default
or previous mode.

spring-loaded mode 257

Let the user enter a mode by holding down a key or a
mouse button. When the user releases it, leave the
mode and go back to the previous one.

constrained resize 259

Supply resize modes with different behavior, such as
preserving aspect ratio, for use under special
circumstances.

magnetism 261

Make the objects “magnetic” to the things a user
positions them against. When the user drags an
object very near one of these things, it should stick.

guides 263

Offer horizontal and vertical reference lines to help
users align objects.

266

Provide specialized paste functionality in addition to
the standard paste operation.

MAKING IT LOOK GOOD:

VISUAL STYLE AND AESTHETICS 268

Same Content, Different Styles 270
The Basics of Visual Design 279
What This Means for Desktop Applications 287
The Patterns 290
88 deep background 29

Place an image or gradient into the page’s back-

ground that visually recedes behind the foreground

elements.
89 few hues, many values 294

Choose one, two, or at most three major color hues to
use in the interface. Create a color palette by selecting
assorted values (brightnesses) from within those few
hues.

920 corner treatments 297
Instead of using ordinary right angles, use diagonals,
curves, or cutouts for some of the interface’s box
corners. Make these corner treatments consistent
across the interface.

91 borders that echo fonts 300
When drawing borders and other lines, use the same
color, thickness, and curves used by one of the
design’s major fonts.

92 hairlines 303
Use one-pixel-wide lines in borders, horizontal rules,
and textures.

93 contrasting font weights 306
Use two contrasting fonts—one thin and lightweight,
and the other heavier and darker—to separate
different levels of information and add visual interest.

94 skins 308
Open up the look-and-feel architecture of your
application so users can design their own graphics
and styles.

REFERENCES 312

INDEX 318
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FIGURE 8-14 / A Word toolbar “snapped” into place

Make the objects “magnetic” to the things a user
positions them against. When the user drags an
object very near one of these things, it should
stick.

use when

The user needs to position objects very precisely,
such as next to other objects or against Guides.
This often happens in graphic editors, of course,
but it's also common in window managers and
desktop frameworks, in which a user needs to
move windows and palettes, for example.

Magnetism helps compensate for users’ lack of
perfect dexterity with a mouse. If the user really
does want the moved object to end up right
against another one—and you need to be sure
about this—then the computer can help by doing it
for her.

What magnetism does is make the mouse “target
zone” effectively bigger than it really is. If the user

tries to put one thing precisely next to another
thing, the target zone is one pixel wide; beyond
that, they either overlap or don’t touch, and she
has to keep trying to position it exactly right. But a
one-pixel target is awfully tiny. If magnetism snaps
the object into place when the user gets within,
say, four pixels of the edge, then the target zone is
two times four (i.e., eight) pixels wide. Much easier!

And much faster, too. This device also helps users
who do have the dexterity necessary to place ob-
jects within one-pixel target zones. Magnetism
saves them the time and effort they’d otherwise
need to do that, and it makes the application feel
more responsive and helpful in general.2

how

When the user drags an object close to another
object’s edge, make it snap to the other object.
Likewise, when it's dragged away, keep it there for
a few pixels, and then let it move away.

2 Martijn van Welie first described this pattern in his online patterns catalog: http/www.welie.com/patterns/gui/magnetism.html.

MAGNETISM
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Objects that can be “magnetic” might include: » Canvas edges, margins, and screen edges.

+ Obijects of the same type as the one * Guides and grid lines—devices that exist
moved, such as windows to windows or strictly for the purpose of aligning objects
shapes to shapes. with one another.

* Easily detectable “hard edges” in picture
layers, as seen in Photoshop.

examples

r\\/ N - D__':f‘

Sine Wave Scope Sine Wave Scope
Pulse Pulse
Generator Generator

E_ T ]
Sine Wave Scope Sine Wave
Fulse Pulse
Genarator Ganarator

FIGURE 8-15 / Diagram builders and visual programming environments sometimes
use magnetism to help the user link together a diagram. Here, you can use the Simulink
application to put together a miniature signal-generator simulation. The user needs to
connect the output port of the Sine Wave source to an input port of a multiplexer,
shown as a dark vertical bar.

Without magnetism, this task would require the user to position the mouse on a very
tiny target, click down on the mouse button, and then drag and release the connection
to another very tiny target. However, the source output port actually is bigger than the
few pixels shown. And as the user drags the connection—illustrated by a dotted line—
toward the multiplexer’s input port, the connection “snaps” into the input port as the
mouse approaches within ten pixels or so. (Simulink even puts corners into the
connection automaticaily.) In the last frame, the user has released the mouse button,
finishing the connection.

262

BUILDERS AND EDITORS
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