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The strain gage outputs of the Pointing Stick are
conditioned by an IBM PC/Portable computer,
equipped with a LabMaster A/D, D/A, and clock
board. The computer makes resistance measure-
ments on the pointing stick gages at 10 millisecond
intervals, and emits a set of four pulse trains simu-
lating standard Hawley Mouse signals, for speeds
from 2 to about 10,000 pixels/second. Either these
signals or signals from a standard mouse feed the
PS/2 via an interface box (supplied by Microsoft
during 1988-89) converting to serial PS/2 format.
13e experimental displäy is an IBM Type 8514 PS/2
color display, displaying 640 pixels horizontal and
350 vertical. Parameters are specified and results
given in a coordinate system with 0,0 at screen center
and -1000 EXs 1000, -750 sY ¾ 750, or agiproxi-
mately 0.14 mm per unit. Software in the
PC/Portable allows full generality in generating, mo-
difying, and applying transfer functions. The mouse
is a Microsoft InPort(tm) Mouse purchased during
1989.

4. EXPERIMENTAL PROCEDURE

Two related experimental procedures were used. In
both, Subject is seated before the computer display
and keyboard in normal typing position, hands on
the keys. Either the Pointing Stick or the mouse may
be used; if the mouse, it is located adjacent to the
keyboard on the preferred side, on a foani pad at
about the level of the top of the keyboard. After
signing in and entering experimental parameters,
Subject initiates a trial by pressing a key ("t"). At
the end of the trial, a score is presented, and the ex.
perimenter may choose to commence another trial,
present an average score for the most recent group
of trials, change exþerimental parameters, or termi-
nate the experiment. The content of the 'trial' de-
pends on the particular experiment.

I. Target Shooting. Subject selects argets presented
as circles of random size and position on the screen.
The situation being abstracted here is that of a user
engaged in a typing task interspersed with single
pointing actions; a pointing action begins and ends -
with the hands in typing home position. The 'trial'
bonsists of 10 repetitions of the following: a blank .
screen is presented, with the mouse cursor (arrow)
somewhere on it. Subject presses the J key (F if left-
handed). The arrow appears at screen center, and a
target outline appears at a random position on the
screen. Subject moves to the pointing device, brings
the arrow to point within the target, and presses a
'mouse•button'(on the mouse if a mouse is in use, the
button below the space bar if the Pointing Stick). A
hit (splash) or miss (beep) is signaled by the com-
poter.

For a hit, the target and splash symbol remain on the
screen until Subject returns to the keyboard and
presses the J or F key again; for a miss, the screen .
blanks, ready for the next shot. For each shot, six
items are recorded: target position (X,Y), target size,
and three times: the time from initial keypress to first
pointer movement, to 'hit', and to keyboard return.
Misses are generally excluded from the data in anal-
ysis. Subject identification, experimental parameters,
transfer function in use, date and time, and any other
relevant conditions are also recorded in tlle same file. .

The targets are circles of diameter randomly chosen
from a.uniform distribution between limits specified
as an experimental parameter (usually 20 and 100
screen units, corresponding to the range from one
character to a representative icon). Targets which
extend beyond the screen edges, or are within one
diameter of the center, are excipded.

2. Mare Running. A.field of targets is presented
which requires a.sequence of pointings of varying di.
rections and distances. Immediately upon the initi-
ation of a trial, the screen is blanked and a field of
numerals is presented, with the arrow in screen cen-
ter. The object is to select the numerals in numerical
order. Initially "1" is highlighted; as soon ás it is se-
lected by pressing the appropriate 'mouse' button
with the arrow within the highlight, the highlight
moves on to "2", and so on. For two·digit numerals,
only the first digit is highlighted. Misses (inappro-
priate button presses) are disrewarded with a brief
low-pitched sound, and counted. Each numeral must
be successfully selected before the subject can pro-
ceed. An event begins with one successful selection (or
the beginning of the trial) and ends with the nexi.
The duration of each event is recorded. When the
last numeral has been selected, the trial ends and the
total elapsed time and number of errors are reported.

The same maze is used for a series of-runs, so that in
place of the random pointings of the other exper.
iment, the maze presents a fixed sequence of point-
ings which is quickly learned. The targets are of fixed
size, and, most important for mouse • Pointing Stick
comparisons, the keyboard is not involved at all. this
is a pure pointing task.

5. SUBJECr5

Subjects were 6 men ages 22-30 employed as coop
students at the TJ. Watson Research Center. All
were experienced and proficient mouse users, but,
aside from video game experience, naive to the
Pointing Stick or any similar device. Subjects per-
formed the experiments in random order, until scores
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had settled (no significant difference between first
and last 10 trials of a series of at least 40 trials (10
shots or 16 maze evènts per trial). Subjects reached
different levels of proficiency.and comoarisons are
first within subject, those considered significant are
consistent across subjects.

6. ANALYSIS

We can compare performance in our experiments in
several ways. The simplest is to average measure-
ments over enough trials for the target distance and
size to average out. To see the ofTect ofsize or dis-
tance we can take a measurement as a functiön of the

. parameter in question, averaging out the other.. An-
other option, used by previous authors [1] is to use
the Fitts Difficulty index,DI = log;(D/S+ .5), to col.
lapse distance and size into a single parameter. We
can then fit a line to the resulting point set, either
before or after averaging points with similar DI, to
obtain a two-parameter characterization and visual-
ization of the data set, with a correlation coefficient
to characterize the adequacy of the fit. This gave
nice results, with correlation coefficient in the neigh-
borhood of .98 for our larger data sets with averaging
over intervals of 0.25 in DI.

For the maze experiment, total times are directly
comparable between trials, and can be used as a
sensitive measure of performance. To preserve the
momentum of a sequence of pointing tãsks, errots
were tolerated in the maze experiment. In the target
sitooting experiment, to raake all events directly ,
comparable, we followed earlier workers (1) in drop-
pmg pointings in which errors occurred. One might
question the effect of the different treatment of errors
in the two experiments. When events in which errors
occurred are eliminated from the maze data, the ef·
fect on the overall results is to increase the speed by
perhaps 5%, without any qualitative change. Sub-
jects were in part motivated by the scores which they
saw at the end of each trial. _In the maze the penalty
for an error was loss of time, but more time might be
lost in waiting to be sure of a hit before pressing the
button. In the target experiment, errors did not di-
rectly affect the score, and it might be advantageous
to deliberately miss a.difficult target: we saw no
suggestion that this occurred. The error rate was
considerably higher in the maze experiment.

7. RESULTS

The velocity scale must be in a reasonable range - a
control with a low top speed, or one which jumps
unontrollably at the slightest touch, is clearly unsat-
isfactory. The exact setting is less obvious. We re·
peatedly found that our intuition led to excessive

sensitivity. The more interesting:questions concern .
the shape of the transfer function, once the scalin8 is
optimized.

In preliminary experiments we selected the following
transfer functions for more careful characterization:

• Three linear functions with velocity scale factors
respectively 1.5, .75 and .375. These are LINia,
LIN1b and LINic.

• Two parabolic functions with velocity scale fac.
tors i and 2, caBed PARI and PAR2.

• Our current favorite shown above, 2Plateau. Its
velocity scale factor of 1.5 puts the upper plateau
.of 2Plateau at 1120 pixels or about 50 cm per
second.

Sr

8 IPtata

Lias *

Illitthirttil lilirligt
Diffkalty inten gi

Egure 3. Comparison of 2Plateau with Linear
Transfer Functions

Figure 3 is a plot of time against DI for 'target
shooting' with 2Plateau, LIN1b, and LIN1c. The li.
near functions are faster at low difficulty (mainly
distance - the range of targei sizes in this experiment
was 20 to 50 units). The simple numerical average
times from keyboard to hit,Tor example, were 1.61,
1.71, and I.65 seconds (average distances 645 ±1,
sizes 35.5 ±0.5 for all three runs). Excluding points
representing targets of size < 35 left the time against
DI regression lines for 2Plateau and LIN1c essen·
tiaBy unchanged, but reduced the slope of the LINib
line from .33 to .23. It appears that despite the small
range of target sizes, the effect of size is significant.

The 'maze running' experiment gave a clearer dis-
tinction. Average run times and standard deviations
in a sequence of runs, for one subject, were:

function average S.D. .trials slope
time tjpl

2Plateau 23.9 2.3 20 .30
LNb 27.9 2.4 30 .34
LNc 29.5 2.9 20 .5 I
LINia 27.Š 2.4 . 30 .31
2Plateau 23.6 1.7 40 .30
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LINia and LINIb are not distinguished, but LINic
differs from them at about I sigma, and all from
2Plateau at 2 sigma.

PARI and PAR2 gave performance similar to
. 2Plateau. Subjects reported objectionable fatigue us-

mg PARI and PAR2. The lower sensitivity could be
compensated, but at the cost of physicat effort - see

discussion below. More sensitive parabolic functions
were rejected in early screening as inadequately con•
trollable for fine pointing.

Comparisons with sigmoid parabolic functions gave
similar results - no significant differences in speed in
either experiment, but noticeable differences in 'feel'
and in fatigue effects.

8. POINTING STICK VERSUS MOUSE

Figure 4. Mouse vs. Pointing Stick

Figure 4 shows the general result. The lower line fits
- the pointing time for the mouse, in the 'target

shooting' experiment, taken from first movement (af-
ter 'homing') to selection of the target (hit). The up-
per line is the same inn of the experiment, but timed
from keyboard to keyboard (homing times included).
The middle pair of lines gives the same information
for the pointing stick. The averaged measurements
for these runs are as follows:

mouse SD Point SD
Keyboard to first move .64 .11 .39 .08
First move to hit . .76 .19 1.18 .35
Hit to keyboard .72 .12 .09 . .13
Keyboard to keyboard 2.12 .26 1.66 .39

Note that the time to reach the Pointing Stick is
higher than expected, nearly 2/3 that for the mouse,
despite the much shorter distance. The return time
for the mouse is much longer than for the Pointing
Stick.

The 'maze running' experiment, as a (nearly) pure
pointing task, gives results very similar to the central
part of the above experiment. The respective time
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against DI regression lines lie close to those for 'first
move to hit' for both the mouse and the Pointing
Stick. For most (but not all) subjects there was a
significant delay between the hit on target n and the
first move toward target n+ I, of the order of 0.1
second for the mouse and approaching twice this for
the Pointing Stick. Best average times observed for
the traversal of a sixteen point maze, starting at
screen center, were 15.7 seconds, 5.D. 1.8. 60 con-
secutive runs, for the mouse, and 20.0 seconds, S.D.
1.3, 120 consecutive runs, for the Pointing Stick.

9. DIŠCUSSION

In comparisons of mouse with Pointing Stick, it must
be kept in mind that the subjects were highly experi-
enced mouse users, but novices with the Pointing
Stick. Therefore the comparisons can be used only .
as upper bounds on the differences to be expected in
practice. Even so, for an isolated pointing action the
Pointing Stick still has an advanage.

We have no firm explanation of the time from key.
board to first movement with the Pointing Stick, or
of the difference in hit-to.first•move times in the
maze between mouse and Pointing Stick. It is
tempting to speculate that about 0.2 seconds is occu-
pied in mental preparation for the move, that this is
overlapped with the reaching action in the case of the
mouse, and that the r¢lative unfamiliarity of the
Pointing Stick accounts for the longer time observed
in the maze. The subject who exhibited very short
hit-to-move times in the maze was using the LIN1
transfer functions, with slow cursor movement, and
was observed to be 'shooting on the fly', never ap.
parently stopping at a target; this strategy was not
otherwise observed.

The relatively long return-to-keyboard time for the
mouse is consistent with the fact that a key is a
smaller target than the mouse.

The comparison of Pointing Stick transfer functions
shows a wide range of subject adaptability in using
strategies appropriate to the case in hand. For high
sénsitivity functions they automatically used inter·
mittent contact with the stick, for low sensitivity they
maintained contact and (in one case) adopted
'shoot•on-the-fly'. There may in fact be individtial
differences in optimum transfer function, although
we have not observed this. In addition to the ob-
served speed difL-- between linear and non-li·
near functions, differences of 'feef and fatigue were
observed, supporting our conjectures that at least two
stable speeds, with an appropriate ratio between
them, are desirable. The lower plateau of 2Plateau,
at 1.5 cm/second, is appropriate for character-sized
targets, but a bit fast for pixel targets, which would
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be needed for a drawing application. While subjects
could perform at speed with PARI and PAR2, the
force required for long.fast movements was too much
to sustain for more than a few minutes of operation,
while more sensitive innetions made fine pointing too
difficult.

We observed time/DI regression line slopes in the
range of 0.12 (for the mouse) to .20±.03 for the
Pointing Stick with optimal transfer function, and
considerably higher with other functions. These
contrast with apparently corresponding slopes of
about 0.10 found previously (1, 3]. The latter effect
is expected, for functions with low maximum speed -
time increases linearly with distance, not logarith-
mically. For other functions, the explanation is pre-
sumably deeper, and requires further investigation.

10. CONCLUSIONS

We have.been exploring alternative analogue pointing
devices for computer interfaces. Laptop computers
have no space for a mouse, and space is a problem in
many office and other settings as weU. The dis-
traction and time of reaching for and returning from
a mouse concerns us. We first considered adding
sensors to a key under the index finger in a normal

. keyboard; signaling the use of the key for pointing or
typing was distracting. We have placed joysticks in
several keyboards and find the Pointing Stick be-
tween the G and H keys very useable. In exper.
imenting with analogue pointing devices we have
found the Pointing Stick can best the mouse in many
situations.

For intermixed pointing and keyboard tasks the
Pointing Stick is faster than the mouse. When three
or more consecutive pointings occur the mouse can
be up to 25¾ faster than tbc Pointing Stick. We note
also that our Pointing Stick users' pointing speed
continues to improve.

Our experience has been that users consistently over
estimate their ability to control a fast pointing device.
Reducing the rate of change for low speeds as in the
parabolic, sigmoid parabolic and 2Plateau
(Figure I) functions increases subjects' speed for se-
1ecting small objects. The presence of two plateaus,
with the proper ratio between them, makes precise
control possible at relatively bigh sensitivity, greatly
tmproving comfort and reducing fatigue. Adding the
high speed tail of 2Plateau made users more com-
fortable with the Pointing Stick. Before this was ad·

• ded, two users Sterally bent the Pointing Stick
(probably pressing over 5 pounds with their index
fingers).

11. FUTUR£ DIRECTIONS

FoDowing [5, 6) we have informaHy modeled point-
ing as a fieedback control process, attempting to
maintain what we think of as critical damping, which
we find to yield the highest speed. A more critical
treatment of this area should yield improvements in
case of use and in speed.

Other classes of forte-to-motion functions are possi.
ble, in particular some degree of force·to-position
mapping. Pure force-taposition mapping seems in·
feasible, but some mixed strategy, perhaps force-to.
position locaBy with force-tovelocity at greater
distances, should be worth investigating.

We informally measured how fast a subject could run
our maze with his cycs; this was about 12 seconds or
3 seconds faster than the fastest pointing measured.
Could this 25% speed difference be bridged? Could
an eye tracking cursor positioner or "applications
smart" transfer functions improve pointing speed?
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4-Wire Resistive Touchscreens Page 1 of 2
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4-Wire Resistive Touchscreens

Touch pressure f¯¯- Soratch-
causes electrical i resistant
contact between conting
the conductive Conductive
and resistive layer
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Resistive
layer

Glass
panel
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4-Wire Resistive touch technology consists of a glass or acrylic panel that is coated with electrically
condictive and resistive layers. The thin layers are separated by invisible separator dots. When
operating, an electrical current moves through the screen. When pressure is applied to the screen
the layers are pressed together, causing a change in the electrical current and a touch event to be
registered.

4-Wire Resistive type touch screens are generally the most affordable. Although clarity is less than
with other touch screen types, resistive screens are very durable and can be used in a variety of
environments. This type of screen is recommended for individual, home, school, or office use, or less
demanding point-of-sale systems, restaurant systems, etc.

Advantages Disadvantages

• High touch resolution • 75 % clarity

• Pressure sensitive, works with any stylus • Resistive layers can be damaged by a sharp object
• Not affected by dirt, dust, water, or light • Less durable then 5-Wire Resistive technology
e Affordable touchscreen technology

Touchscreen Specifications

Touch Type: 4-Wire Resistive

Screen Sizes: 12"-20" Diagonal

Cable Interface: PC Serial/COM Port or USB Port

Touch Resolution: 1024 x 1024

Response Time: 10 ms. maximum

Activation Force: 50-120 grams per square centimer

Positional Accuracy: 3mm maximum error

Light Transmission: 80% nominal

Light Transmission: 80% nominal

Scratch Resistance: 3H pencil hardness

Life Expectancy: 3 million touches at one point

Temperature: Operating: -10°C to 70°C
Storage: -30°C to 85°C

http://www.touchscreens.com/intro-touchtypes-4resistive.html 7/25/2006
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4-Wire Recistive Touchscreens Page 2 of 2

HC..adity: Pass 40 degrees C, 95% RH for 96 hos...

Chemical Resistance: Alcohol, acetone, grease, and general household detergent

Software Drivers: Windows XP / 2000 / NT / ME / 98 / 95, Linux, Macintosh OS

TouchScreens.com is owned and operated by Mass Multimedia, Inc È Call: 1-800-348-8610 2 E-mail: info@touchscreens.com

i

http://www.touchscreens.com/intro-touchtypes-4resistive.html 7/25/2006
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LIPIMP Application Note 3

NOLOGY Jub/ 1985

Applications for a Switched-Capacitor Instrumentation
Building Block
Jim Williams

CMOS analog IC design is largely based on manipulation
of charge. Switchesand capacitors are the elements used
to control and distribute the charge. Monolithic filters,
data converters and voltage converters rely on the ex-
cellent characteristics of IC CMOS switches. Because of
the importance of switches in their circuits, CMOS
designers have developed techniques to minimize switch
induced errors, particularly those associated with stray
capacitance and switch timing. Until now, these tech-
nlques have been used only in the internal construction of
monolithic devices. A new device, the LTC1043, makes
these switches available for board level use. Multi-pole
switching and a self-driven, non-overlapping clock allow
the device to be used in circuits which are impractical
with other switches.

Conceptually, the LTC1043 is simple. Figure i details its
features. The oscillator, free-running at 200kHz, drives a
non-overlapping clock. Placing a capacitor from pin 16 to
ground shifts the oscillator frequency downward to any
desired point. The pin may also be driven from an external
source, synchronizing the switches to external circuitry.
A non-overlapping clock controls both DPDT switch sec-
tions. The non-overlapping drive prevents simultaneous
conduction in the series connected switch sections.

Charge balancing circultry cancels the effects of stray
capacitance. Pins 1 and 10 may be used as guard points
for pins 3 and 12 in particularly sensitive applications.

BALANCING
C A RCuliñY

c+e CHARSE
BALANCING

C^g ' IRCulfAY

saa s4e

i i

NON4VERLAPPING CLOCIf

I
CT OSCILLATOR

V+ V-

Figure 1. Block Diagram of LTC1043 Showing Individual Switches
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Although the device's operation is simple, it permits sur-
prisingly sophisticated circuit functions. Additionally, the
careful attention paid to switching characteristics makes
implementing such functions relatively easy. Discrete
timing and charge-balance compensation networks are
eliminated, reducing component count and trimming
requirements.

Switched-capacitor approaches have greatly aided ana-
log MOS IC design. The LTC1043 brings many of the
freedoms and advantages of CMOS IC switched-capaci-
tor circuits to the board level, providing a valuable addi-
tion to available design techniques.

Instrumentation Amplifier

Classical analog circuits work by utilizing continuous
functions. Their operation is usually described in terms of
voltage and current. Switched-capacitor based circuits
are sampled data systems which approximate continuous
functions with bandwidth limited by the sampling fre-
quency. Their operation is described in the distribution of
charge over time. To best understand the circuits which
follow, this distinction should be kept in mind. Analog
sampled data and carrier based systems are less com-
mon than true continuous approaches, and developing a
working familiarity with them requires some thought.

Figure 2 uses the LTC1043 to build a simple, precise
instrumentation amplifier. An LTC1043 and an LT1013
dual op amp are used, allowing a dual instrumentation
amplifier using just two packages. A single DPDT section
converts the differential input to a ground referred single-
ended signal at the LT1013's input. With the input
switches closed, C1 acquires the input signal. When the
input switches open, C2's switches close and C2 re-
ceives charge. Continuous clocking forces C2's voltage
to equal the difference between the circuit's Inputs. The
0.01µF capacitor at pin 16 sets the switching frequency
at 500Hz. Common-mode voltages are rejected by over
120dB and drift is low.

+5V

C2-1pF ½ LT1013 VOUT

01FFERENTIAL --1µF -5V
INPUI C1 (EXTERNAL

n 11 -

½ LTC1043

-SV

CMRR>120dBATOC
CMAR> 120dB AT 60Hz
DUAL SUPPLY OR SINGLE SV
GAIN = 1+ R2/RT
Vos = 150µV

AT

COMMON-MODE INPUT VOLTAGE INCLUDES THE SUPPUES

Figure 2. ±5V Precision Instrumentation Amplifier
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Amplifier gain is set in the conventional manner. This cir-
cuit is a simple, economical way to build a high perform-
ance instrumentation amplifier. Its DC characteristics
rival any IC or hybrid unit and it can operate from a single
5V supply. The common-mode range includes the supply
rails, allowing the circuit to read across shunts in the
supply lines. The performance of the instrumentation
amplifier depends on the output amplifier used. Specifi-
cations foran LT1013appear in the figure. Lower figures
for offset, drift and bias current are achievable by em-
ploying type LT1001, LT1012, LT1056 or the chopper-
stabilized LTC1052.

Ultra-liigh Performance Instrumentation Ampilfier

Figure 3 is similar to Figure 2, but utilizes the remaining
LTC1043 section to construct a low drift chopper
amplifier. This approach maintains the true differential in-
puts while achieving 0.1pV/°C drift. The differential in-
put is converted to a single-ended potential at pin 7 of the
LTC1043. This voltage is chopped into a 500Hz square
wave by the switching action of pins 7, 11, and 8. A1, AC ,
coupled, amplifies this signal. A1's square wave output,
also AC coupled, is synchronously demodulated by
switches 12, 14, and 13. Because this switch section is

synchronously driven with the input chopper, proper
amplitude and polarity information is presented to A2, the
DC output amplifier. This stage integrates the square
wave into a DC voltage to provide the output. The output is
divided down and fed back to pin 8 of the input chopper
where it serves as the zero signal reference. Because the
main amplifier is AC coupled, its DC terms do not affect
overall circuit offset, resulting in the extremely low offset
and drift noted in the specifications. This circuit offers
lower offset and drift than any commercially available in-
strumentation amplifier.

Lock-In Amplifier

The AC carrier approach used in Figure 3 may be extend-
ed to form a "lock-in" amplifier. A lock-in amplifier
works by synchronously detecting the carrier modulated
output of the signal source. Because the desired signal
information is contained within the carrier, the system
constitutes an extremely narrow-band amplifier. Non-
carrier related components are rejected and the amplifier
passes only signals which are coherent with the carrier.
In practice, lock-in amplifiers can extract a signal 120dB
below the noise level.

+SV

CHOPPER
- 4 - - - p ACAMPURER

+INPUT LTC104 31

L - -A 1M g LT1050

-INPUT

0 01 F

T

PHASE
S£NSITIVE

DEMCDULATOR

TµF ¼ LTC1043
6

14
12

1004 took I †

1000

OFFSET = 14µV
ORIFT=0.1µVI°C
FilLL DIFFERENTIAL INPUT
CMRR=140dB
OPENLOOPGAIN>108
GAIN=R2/R1+1

=1nA -

OC
QUTPUT

AMPUFIER
1pF

+5V

100k 2Ý 7

LT1055 6 OUTPUT

-- -5V

0.01 > took

R1
1000

Figure 3. Chopper-Stabilized lustrumentation Amplifier
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Figure 4 shows a lock-in amplifier which uses a single
LTC1043 section. In this application, the signal source is
a thermistor bridge which detects extremely small
temperature shifts in a biochemical microcalorimetry
reaction chamber.

The 500Hz carrier is applied at T1's input (Trace A,
Figure 5).T1's floating output drives the thermistor
bridge, which presents a single-ended output to A1. A1
operates atan AC gain of 1000. A 60Hz broadband noise
sourceisalsodeliberatetyinjectedintoA1'sinput(Trace B).
The carrier's zero crossings are detected by C1. C1's

outputclockstheLTC1043(TraceC).A1'soutput(Trace D)
shows the desired 500Hz signal buried within the 60Hz
noise source. The LTC1043's zero-cross-synchronized
switching at A2's positive input (Trace E) causes A2's
gain to alternate between plus and minus one. As a
result, A1's output is synchronously demodulated by A2.
A2's output (Trace F) consists of demodulated carrier
signal and non-coherent components. The desired carrier
amplitude and polarity information is discernible in A2's
output and is extracted by tilter-averaging at A3. To trim
this circuit, adjust the phase potentiometer so that C1
switches when the carrier crosses through zero.

THERMISTOR BRIOGE SYNCHRONOUS
IS THE SIGNAL SOURCE DEMODULATOR

TEST 10k 10k
POINT

500 A
SINE ORIVE 4 1 6 19k 6.19k +5V

¼ LTC1043 1 2 +5V

3 Ry 6 19k LT1007 LM301A

1 IM 6 Vegy-1000×DC
- SV 100k 3 LT1012 BRIDGE SIGNAL

I sv
G 14 - 16 30pF 1pF -5V

1000

11 = TF5SX t 7ZZ, TOROTEL
47µF RT=YSI THERMISTOR 44006

-6.19k AT 37.5°C
*MATCH 0 05%

PHASE TRIM 6.tek=VISHAY S-102
OPERAfE LTC1043 WITH

+SV *SVSUPPUES
60k 0 002 + SV
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Wide Range, Digitally Controlled, Variable Gain Amplifier

Aside from low drift and noise rejection, another dimen-
sion in amplifier design is variable gain. Designing a wide
range, digitally variable gain block with good DC stability
is a difficult task. Such configurations usually involve
relays or temperature compensated FET networks in ex-
pensive and complex arrangements. The circuit shown in
Figure 6 uses the LTC1043 in a variable gain amplifier
which features continuously variable gain from0-1000,
gain stability of 20ppm/°Cand single-ended or differen-
tial input. The circuit uses two separate LTC1043s, Unit A
is clocked by a frequency input which could be derived
from a host processor. LTC1043B is continuously clocked
by a ikHz source which could also be processor sup-
plied. Both LTC1043s function as the sampted data
equivalent of a resistor within the bandwidth set by A1's /
0.01µF value and the switched-capacitor equivalent
feedback resistor. The time-averaged current delivered to
the summing point by LTC1043A is a function of the
0.01µF capacitor's input-derived voltage and the com-
mutation frequency at pin 16. Low commutation frequen-

cies result in small time-averaged current values,
approximating a large input resistor. Higher frequencies
produce an equivalent small input resistor. LTC1043B, in
A1's feedback path, acts in a similar fashion. For the cir-
cult values given, the gain is simply:

IIN 0.01pF8- x
10 100pF

Gain stability depends on the ratiometric stability between
the ikHz and variable clocks (which could be derived
from a common source) and the ratio stability of the
capacitors. For polystyrene types, this will typically be
20ppm/ °C. The circuit input, determined by the pin con-
nections shown in the figure, may be either single-ended
or fully differential. Additionally, although A1 is con-
nected as an inverter, the circuit's overall transfer func-
tion may be either positive or negative. As shown, with
pins 13A and 7A grounded and the input applied to 8A, it
is negative.

78 LTC10438

10 ikH2 CLOCK

125

138 148

L J
001

13A LTC1043A

A1
Lft056 ui

12A

C1 ·
0.01µF

11A

D O elN (FOR Olrruar.nmu. INPUT, GROUND PIN SA
... AND USE PINS 13A AND 7A FOR INPUTS)

i 16A

L f is 0-10kHz =GAIN 0-1000

Figure 6. Variable Gain Amplifier

ITH AN3-5

APLNDC00026175



Application Note 3

Precision, Linearized Platinum RTD Signal Conditioner

Figure 7 shows a circuit which provides complete,
linearized signal conditioning for a platinum RTD. One
side of the RTD sensor is grounded, often desirable for
noise considerations. This LTC1043 based circuit is con-

. siderably simpler than instrumentation or multi-amplifier
based designs and will operate from a single SV supply.
A1 serves as a voltage-controlled ground referred current
source by differentially sensing the voltage across the
8870 feedback resistor. The LTC1043 section which
does this presents a single-ended signal to A1's negative
Input, closing a loop. The 2k-0.1µF combination sets
amplifier roll-off well below the LTC1043's switching fre-
quency and the configuration is stable. Because Al s
loop forces a fixed voltage across the 8870 resistor, the
current through RP is constant. A1's operating point is
primarily fixed by the 2.5V LT1009 voltage reference.

The RTD's constant current forces the voltage across it to
vary with its resistance, which has a nearly linear positive
temperature coefficient. The non-linearity could cause
several degrees of error over the circuit's 0°C-400°C
operating range. A2 ampilfies RP's output, while
simultaneously supplying non-linearity correction. The
correction is implemented by feeding a portlon of A2's
output back to A1's input via the 10k-250k divider. This
causes the current supplied to RP to slightly shift with its
operating point, compensating sensor non-linearity to
within ±0.05°C. The remaining LTC1043 section tur-
nishes A2 with a differential input. This allows an offset-
ting potential, derived from the LT1009 reference, to be
subtracted from RP's output. Scaling is arranged so 0°C
equals OV at A2's output. Circuit gain is set by A2's feed-
back values and linearity correction is derived from the
output.

250k' (UNEARITY CORRECTION LDOP)

+5V
10k

3 8 2.4k

% LT1013 1
2 274k'

4 LT1009
50k 2.5V

- ZERO
ADJUST

8 25k'

0.tµF

LTC1043
LTC1041

11 2

0 01

I I .
I I

±0.05 C

½ LT1013
6 ik

¯ GAIN Sk
ADJUST

-1,F
8.06k

1k'

Ap= ROSEMOUNT 118MFRTD
*1¾ FILM RESISTOR
TRtu SEQUENCE:

SET SENSOR TO O'O VALUE A0JUST ZEBO
FOA OY CUT. SET SENSOR TO 100°C VALUE.
ADJUST GAIN FOR 1.000V OUT. SET SENSOR
TO 400*C VALUE. AuluST UNEARITY FOR 4.000V OUT.
REPEAT AS REQUIRED.

Figure 7. Unearized Platinum Signal Conditioner
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To calibrate this circuit, substitute a precision decade box
(e.g., General Radio 1432k) for RP. Set the box to the C°C
value (100.000) and adjust the offset trim for a 0.00V
output. Next, set the decade box tor a 140°C output
(154.269) and adjust the gain trim for a 1.400V output
reading. Finally, set the box to 249.0°C (400.00°C) and
trim the linearity adjustment for a 4.000V output. Repeat
this sequence until all three points are fixed. Total error
over the entire range will be within ±0.0S°C. The
resistance values given are for a nominal 100.000 (0°C)
sensor. Sensors deviating irom this nominal value can be
used by factoring in the deviation from 100.000. This
deviation, which is manufacturer specified for each in-
dividual sensor, is an offset term due to winding toler-
ances during fabrication of the RTD. The gain slope of the
platinum is primarily fixed by the purity of the material
and is a very small error term.

Note that A1 constitutes a voltage controlled current
source with input and output referred to ground. This is a
difficult function to achieve and.is worthy of separate
mention.

Relative Humidity Sensor Signal Conditioner

Relative humidity is a difficult physical parameter to
transduce, and most transducers available require fairly
complex signal conditioning circuitry. Figure 8 combines
two LTC1043s with a recently introduced capacitively
based humidity transducer in a simple charge-pump
based circuit.

The sensor specified has a nominal 500pF capacitance at
RH = 76%, with a slope of 1.7pF/% RH. The average
voltage across this device must be zero. This provision
prevents deleterious electrochemical migration in the
sensor. LTC1043A inverts a resistively scaled portion of
the LT1009 reference, generating a negative potential at
pin 14A. LTC10438 alternately charges and discharges
the humidity sensor via pins 12B, 138, and 14B. With
14B and 128 connected, the sensor charges via the 1µF
unit to the negative potential at pin 14A. When the
148-128 pair opens, 12B is connected to A1's summing
point via 138. The sensor now discharges into the sum-
ming point through the iµF capacitor. Since the charge

v I I
L- "LJ

4700 0 1µF 100pF - -0.1µF

1k 10k 5 RH TRIM

LTC10438
13A 14A 148 138

. 90%RH y '
Igig • Al CV-W-

... LT1056 0%-100% AH

SENSOR=PANAMETRICS #RHS
- 500pF AT RH = 76%

1.7pF /% RH SENSOR / 22M

Figure 8. Relative Humidity Signal Conditioner
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voltage is fixed, the average current into the summing
point is determined by the sensor's humidity related
value. The 1µF value AC couples the sensor to the
charge-discharge path, maintaining the required zero
average voltage across the device. The 22M resistor
prevents accumulation of charge, which would stop cur-
rent flow. The average current into A1's summing point is
balanced by packets of charge delivered by the switched-
capacitor network in A1's teedback loop. The 0.1µF
capacitor gives A1 an integrator-like response, and its
output is DC.

Drift terms in this circuit include the LT1009 and the ratio
stability of the sensor and the 100pF capacitors. These
terms are well within the sensor's 2% accuracy specifi-
cation and temperature compensation is not required. To
callbrate this circuit, place the sensor in a known 5% RH
environment and adjust the "5% RH trim" for 0.05V out-
put. Next, place the sensor in a 90% RH environment and
set the "90% RH trim" for 900mV output. Repeat this
procedure until both points are fixed. Once callbrated,
this circuit is accurate within 2% in the 5%-90% RH
range.

To allow 0% RH to equal OV, offsetting is required. The
signal and feedback terms biasing the summing point are
expressed in charge form. Because of this, the offset
must also be delivered to the summing point as charge,
instead of a simple DC current. If this is not done, the cir-
cuit wiu be affected by frequency drift of LTC1043B's
oscillator. Section 88-11B-7B serves this function,
delivering LT1009-referenced offsetting charge to A1.

Figure 9 shows an altemate circuit which requires two op
amps but needs only one LTC1043 package. This circuit
retains insensitivity to clock frequency while permitting a
DC offset trim. This is accomplished by summing in the
offset current atter Ai.

0.01µF

!!
I I

½ LTC1043

7

16

-59 L- 11 - 17

470 100pF

- 2 - 3 LM301A OV tVU
LT1004 8 0%-100%

SENSOR 22M 100pF

10k
6% RH TRIM

* = 1% FILM RESISTOR SENSOR = PANAMETRICS & RHS ,
=.500pFATRH=76% Vik°
1.7 pFI¾RH

Figure 9. Relative Humidity Signal Conditioner
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LVDT Signal Conditioner

LVDTs (Linear Variable Differential Transformers) are
another example of a transducer which the LTC1043 can
signal condition. An LVDT is a transformer with a
mechanically actuated core. The primary is driven by a
sine wave, usually amplitude stabilized. Sine drive
eliminates error inducing harmonics in the transformer.
The two secondaries are connected in opposed phase.
When the core is positioned in the magnetic center of the
transformer, the secondary outputs cancel and there is no
output. Moving the core away from the center position
unbalances the flux ratio between the secondaries,
developing an output. Figure 10 shows an LTC1043

based LVDT signal conditioner. Al and its associated
components furnish the amplitude stable sine wave
source. A1's positive feedback path is a Wein bridge,
tuned for 1.5kHz. 01, the LT1004 reference, and addi-
tional components in A1's negative loop unity-gain
stabilize the amplifier. A1's output (Trace A, Figure 11),
an amplitude stable sine wave, drives the LVDT. Ci
detects zero crossings and feeds the LTC1043 clock pin
(Trace 8). A speed-up network at C1's input compen-
sates LVDT phase shift, synchronizing the LTC1043's
clock to the transformer's output zero crossings. The
LTC1043 alternately connects each end of the

trciosa 1
0.005 0.005 7 0

30K 3 g - 11 -

071013 1 LSkH ' RDSLUE
2 · 4 YEL BLK

100k

AMPUTUDE STABLE BLUE ½ LT1013 y 00TPU 2.5V
SîNE WAVE SOURCE 10k 1N914 OM-•±2.50MM

4.7k 200k

N4301 1.2y BLK 10k GAIN TRIM

10µF 7.5k -" 12 -

¼ LIC1043 •L-- ... ..I
LVDT=SCHAEVITZE 100

100k 0 01 I i

T . «
MSE TO PIN 18. LTCIO43

-SV

Figure 10. LVDT Signal Conditioner
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nonizom-soon

Figure 11

transformer to ground, resulting in positive half-wave
rectification at pins 7 and 14 (Traces C and D, respec-
tively). These points are summed (Trace E) at a low pass
filter which feeds A2. A2 furnishes gain scaling and the
circuit's output.

The LTC1043's synchronized clocking means the infor-
mation presented to the low pass filter is amplitude and
phase sensitive. The circuit output indicates how far the
core is from center and on which side.

To calibrate this circuit, center the LVDT core in the
transformer and adjust the phase trim for OV output.
Next, move the core to either extreme position and set the
gain trim for 2.50V output.

Charge Pump F-V and V-F Converters

Figure 12 shows two related circuits, both of which show
how the LTC1043 can simplify a precision circuit func-
tion. Charge pump F-•Vand V-F converters usually
require substantial compensation for non-ideal charge
gating behavior. These examples equal the performance
of such circuits, while requiring no compensations.
These circuits are economical, component count is low,
and the 0.005% transfer linearity equals that of more
complex designs. Figure 12A is an F--V converter. The
LTC1043's clock pin is driven from the input (Trace A,
Figure 13). With the input high, pins 12 and 13 are
shorted and 14 is open. The 1000pF capacitor receives
charge from the 1µF unit, which is biased by the LT1004.
At the input's negative-going edge, pins 12-13 open and
12-14 Close. The 1000pF capacitor quickly removes cur-
rent (Trace B) from A1's summing node. Initially, current

is transferred through A1's feedback capacitor and the
amplifier output goes negative (Trace C). When A1
recovers, it slews positive to a level which resets the
summing junction to zero. A1's 1pF feedback capacitor
averages this action over many cycles and the circuit
output is a DC level linearly related to frequency. A1's
feedback resistors set the circuit's DC gain. To trim the
circuit, apply 30kHz in and set the 10k0 gain trim for ex-
actly 3V output. fhe primary drift term in this circuit is the
120ppm/°C tempco of the 1000pF capacitor, which
should be polystyrene. This can be reduced to within
20ppm/*C by using a feedback resistor with an oppos-
ing tempeo (e.g., TRW # MTR-5/ + 120ppm). The input
pulse width must be low for at least 100ns to allow com-
plete discharge of the 1000pF capacitor

in Figure 128, the LTC1043 based charge pump is placed
in A1's feedback loop, resulting in a V- F converter. The
clock pin is driven from A1's output. Assume that A1's
negative input is just below OV. The amplifier output is
positive. Under these conditions, LTC1043's pins 12 and .
13are shorted and 14 is open, allowing the0.01µF capaci-
tor to charge toward the negative 1.2V LT1004. When the
input-voltage-derived current forces A1's summing point
(Trace A, Figure 13) positive, its output (Trace B) goes
negative. This reverses the LTC1043's switch states, con-
necting pins 12 and 14. Current flows from the summing
point into the 0.01µF capacitor (Trace C). The 30pF-22k
combination at A1's positive input (Trace D) ensures A1
will remain low long enough for the 0.01µF capacitor to
completely reset to zero. When the 30pF-22k positive
feedback path decays, A1's output returns positive and
the entire cycle repeats. The oscillation frequency of this
action is directly related to the input voltage with a transfer
linearity of 0.005%.

Start-up or overdrive conditions could force Al to go to
the negative rail and stay there. 01 prevents this by pulb
ing the summing point negative if A1's output stays low
long enough to charge the 1µF-330k RC. Two LTC1043
switch sections provide complementary sink-source out-
puts. Similar to the F-•Vcircuit, the 0.01µF capacitor is
the primary drift term, and the resistor type noted above
will provide optimum tempco cancellation. To calibrate
this circuit, apply 3V and adjust the gain trim for a 30kHz
output.
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12-Blt A-•DConverter

Figure 15 shows the LTC1043 used to implement an
economical 12-bit A-- D converter. The circuit is self-
clocking, has a serial output, and completes a tulkscale
conversion in 25ms.

Two LTC1043s are used in this design. Unit A free-runs,
alternately charging the 100pF capacitor from the LT1004

reference source and then dumping it into A1's summing
point. A1, connected as an integrator, responds with a
linear ramp output (Trace B, Figure 16). This ramp is
compared to the input voltage by C1B. When the crossing
occurs. C1B's output goes low (Trace C, just faintly visible
in the photograph), setting thetlip-flop high (Trace D). This
pulls LTC1043's pin 16 high, .resetting A1's integrator

-5Y

470

SOD LTC1043A

GAIN TR

soo L LT10439

i I ,sv
i i

0 !µF 100pF 0 11 1k

+ SV + LT1 egi-0V-3V hL 319A 74C74
L J +sv

.. , ik
CIA -5V SERIAL 00TPilT

- OY-3V =
100k ½ LT31 &-4095 WUMTS

+5V -
5V 0 0068µF tNo148

\ \ ht

100k

' POLYSTYRENE CAPACITORS. MOUNT IN CLOSE PROXIMITY -

Figure 15. 12-Bit A-.0 Converter
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capacitor via the paralleled switches. Simultaneously,
pin 148 opens, preventing charge from being delivered to
A1's summing point during the reset. The flip-flop's 0 out-
put, low during this interval, causes an AC negative-going
spike at C1A. This forces C1A's output high, inserting a
gap in the output clock pulse stream (Trace A). The width
of.this gap, set by the components at C1A's negative in-
put, is sufficient to allow a complete reset of A1's in-
tegrating capacitor..The number of pulses between gaps is
directly related to the input voltage. The actual conversion
begins at the gap's negative edge and ends at its positive
edge. The flip-flop output may be used for resetting. Alter-
nately, a processor driven "time-out" routine can deter-
mine the end of conversion. Traces E through H offer
expanded scale versions of Traces A through D, respec-
tively. The staircase detail of A1's ramp output reflects the
charge pumping action at its summing point. Note that drift
in the 100pF and 0.1µF capacitors, which should be poly-
styrene, ratiometrically cancels. Full-scale drift for this cir-
cuit is typically 20ppm/°C, allowing it to hold 12-bit
accuracy over 25°C+ 10°C. To calibrate the circuit, apply
3V In and trim the gain potentiometer for 4096 pulses out
between data stream gaps.

+SV

INPUfÂ , 8
0-2V

½ LT1013 1

4

Miscellaneous Circuits

Figures 17-22 show a group of miscellaneous circuits,
most of which are derivations of applications covered in
the text. As such, only brief commerits are provided.

Voltage-Controlled Current Source-Grounded Source
and Load

This is a simple, precise voltage-controlled current
source. Bipolar supplies will permit bipolar output. Con-
figurations featuring a grounded voltage control source
and a grounded load are usually more complex and de
pend upon several components for stability. In this cir-
cuit, accuracy and stability are almost entirely dependent
on the 1000 shunt.

Current Sensing in Supply Ralls

The LTC1043 can sense current through a shunt in either
of its supply rails (Figure 18). This capability has wide
application in battery and solar-powered systems. If the
ground-referred voltage output is unloaded by an ampli-
fier, the shunt can operate with very little voltage drop
across it, mlnlmizing losses.

PCSITIVE OB
0.W NEGATIVE RAIL '

I I - "'""" r ,I i LTC1043

1k 13 -

OPERATES FROM A SINGLE SV SUPliY

Figure 17. Voltage Controlled Current Source with Ground Figure 18. Precision Current Sensing in Supply Rails
Referred Input and Output
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0.01% Analog Multiplier

Figure 19, using the V-F and F- V circuits previously
described, forms a high precision analog multiplier. The
F-V input frequency is locked to the V-F output
because the LTC1043's clock is common to both sec-
tions. The F-V's reference is used as one input of the
multiplier, while the V- F fumishes the other. To
calibrate, short the X and Y inputs to 1.7320V and trim for
a 3V output.

Inverting a Reference

Figure 20 allows a reference to be inverted with 1ppm ac-
curacy. This circuit features high input impedance and
requires no trimming.

Low Power, SV Driven, Temperature Compensated
Crystal Oscillator

Figure 21 uses the LTC1043 to differentiate between a
temperature sensing network and a DC reference. The
single-ended output biases a varactor tuned crystal
oscillator to compensate drift. The varactor-crystal net-
work has high DC impedance, eliminating the need foran
LTC1043 output amplifier.

Simple Thermometer

Figure 22's circuit is conceptually similar to the platinum
RTD example of Figure 7. The thermistor network speci-
tied eliminates the requirement for a linearity trim, at the
expense of accuracy and range of operation.

¼LTC1043
1k

LT1004-1.2V 1pF

- 12 - ..A 20k
OUTPUT

-sv ¼ LICIO43 | +SV

X1NM 5 -

/ 30pF LT1056 6 OUTPUT=
722k 330k 3 KY±0.01%

OPERATE LTC1043 FROM ±5V L••- 2 - A 4
tWILYSTYRENE. MOUNT CLOSE

2N2907A •1% RLM RESISTOR 0.001µFI y ¯
(FOR START-UP) ADJUST GUTPUT TRIM

1# SDX•Y=0UTPUT±D01% ¯

-SV

Figure 19. Analog Multiplier with 0.01% Accuracy
+5V

1k til043

13

LT1004
1.W 12

1µF T tpF

Figure 20. Precision Voltage inverter
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Figure 21. Temperature Compensated Crystal Oscillator
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- 11 ~¯ 51.1k
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Figure 22. Linear Thermometer

High Current, "inductoriess," Switching Regulator

Figure 23 shows a high efficiency battery driven regulator
with a 1Aoutput capacity. Additionally, it does not require
an inductor, an unusual feature for a switching regulator
operating at this current level.

The LTC1043 switched-capacitor building block provides
non-overlapping complementary drive to the 01-04 power
MOSFETs. The Muora s are arranged so that C1 and C2
are attemately placed in series and then in parallel. During
the series phase, the + 12V battenj's current flows

through both capacitors, charging them and furnishing
load current. During the parallel phase, both capacitors
deliver current to the load. Traces A and B, Figure 24, are
the LTC1043-supplied drives to 03 and 04, respectively.
01 and 02 receive similar drive from pins 3 and 11. The
diode-resistor networks provide additional non-overlap-
ping drive characteristics, preventing simultaneous drive
to the series-parallel phase switches. Normally, the output
would be one-half of the supply voltage, but C1 and its
associated components close a feedback loop, forcing the
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output to 5V. With the circuit in the series phase, the out-
put (Trace C) heads rapidly positive. When the output ex-
ceeds SV, C1 trips, forcing the LTC1043 oscillator pin
(Trace D) high. This truncates the LTC1043's triangle
wave oscillator cycle. The circuit is forced into the parallel
phase and the output coasts down slowly until the next
LTC1043 clock cycle begins. C1's output diode prevents
the triangle down-slope from being affected and the 100pF

capacitor provides sharp transitions. The loop regulates
the output to SV by feedback controlling the turn-off point
of the series phase. The circuit constitutes a large scale
switched-capacitorvoltage divider which is never allowed
to complete a full cycle. The high transient currents are
easily handled by the power MOSFETs and overall effi-
ciency is 83%.

I

12V

L. - .J Figure

14

GATES
PN0800-0004-fi CELLS

'I‡Illt!

01
o 5030

470µF Ik

- li
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23. Inductoriess Switching Regulator
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5-Wire Res/stive Touchscreens

5-Wire Resistive touch technology consists of a glass or acrylic panel that is coated with electrically
Touch pressure r-- Soratch- condictive and resistive layers. The thin layers are separated by invisible separator dots. When

nÊaecte rc operating, an electrical current moves through the screen. When pressure is applied to the screen
the conductive Conductive the layers are pressed together, causing a change in the electrical current and a touch event to be
and resistive layer registered.
tayers,

separatore 5-Wire Resistive type touch screens are generally more durable than the similiar 4-Wire Resistive
-- - Resistive type. Although clarity is less than with other touch screen types, resistive screens are very durable

layer and can be used in a variety of environments. This type of screen is recommended for demanding
Glass point-of-sale systems, restaurant systems, industrial controls, and other workplace applications.
panel

CRT

Advantages Disadvantages

. High touch resolution • 75 % clarity
e Pressure sensitive, works with any stylus • Resistive layers can be damaged by a sharp object

• Not affected by dirt, dust, water, or light
• More durable then 4-Wire Resistive technology

Touchscreen Specifications

Touch Type: Elo AccuTouch 5-Wire Resistive

Cable Interface: PC Serial/COM Port or USB Port

Touch Resolution: 4096 x 4096

Response Time: 21 ms. at 9600 baud

Light 80% +/-5% at 550 nm wavelength (visible light spectrum)
Transmission:
Expected Life: 35 million touches at one point

Temperature: Operating: -10°C to 50°C
Storage: -40°C to 71°C

Humidity: Operating: 90% RH at max 35°C
Storage: 90% RH at max 35°C for 240

Chemical Acetone, Methylene chloride, Methyl ethyl ketone, Isopropyl alcohol, Hexane, Turpentine, Mineral spirits, Unleaded Gasolîne, Olesel Fuel, Motor Oil, Transmission Fluid,
Resistance: Antifreeze. Ammonia based glass cleaner, Laundry Detergents, Cleaners (Formula 409, etc.), Vinegar, Coffee, Tea, Grease, Cooking Oil, Salt

Regulations: UL, CE, TUV, FCC-B
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& Jare Drivers: Windows XP, 2000, NT, ME, 98, 95, 3.1, DOS, Macintosh Os, _mux, Unix (3rd Party)

TouchScreens.com is owned and operated by Mass Multimedia, Inc- È Call: 1-800-348-8610 E-mail: Info@touchscreens.com
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A Brief L . erview of Gesture Recognition

A primary goal of gesture recognition research is to create a system which can identify specific human gestures and use them to convey information or for
device control. To help understand what gestures are, an examination of how other researchers view gestures is useful. How do biologists and sociologists
define "gesture"? How is information encoded in gestures? We also explore how humans use gestures to communicate with and command other people.
Furthermore, engineering researchers have designed a variety of "gesture" recognition systems - how do they define and use gestures?

Biological and Sociological Definition and Classification of Gestures

From a biological and sociological perspective, gestures are loosely defined, thus, researchers are free to visualize and classify gestures as they see fit.
Speech and handwriting recognition research provide methods for designing recognition systems and useful measures for classifying such systems. Gesture
recognition systems which are used to control memory and display, devices in a local environment, and devices in a remote environment are examined for
the same reason.

People frequently use gestures to communicate. Gestures are used for everything from pointing at a person to get their attention to conveying information
about space and temporal characteristics fKendon 90 . Evidence indicates that gesturing does not simply embellish spoken language, but is part of the
language generation process [McNeill 82].

Biologists define "gesture" broadly, stating, "the notion of gesture is to embrace all kinds of instances where an individual engages in movements whose
communicative intent is paramount, manifest, and openly acknowledged" Nespoulousk Gestures associated with speech are referred to as gesticulation.
Gestures which function independently of speech are referred to as autonomous. Autonomous gestures can be organized into their own communicative
language, such as American Sign Language (ASL). Autonomous gestures can also represent motion commands. In the following subsections, some various
ways in which biologists and sociologists define gestures are examined to discover if there are gestures ideal for use in communication and device controL

Gesture Dichotomies

One class fication method categorizes gestures using four dichotomies: act-symbol, opacity-transparency, autonomous semiotic (semiotic refers to a general
philosophical theory of signs and system that deals with their function in both artificially constructed and natural languages) -multisemiotic, and centrifugal-
centripetal (intentional) [Nemanlom R61.

The act-symbol dichotomy refers to the notion that some gestures are pure actions, while others are intended as symbols. For instance, an action gesture
occurs when a person chops wood or counts money, while a symbolic gesture occurs when a person makes the "okay" sign or puts their thumb out to
hitchhike. Naturally, some action gestures can also be interpreted as symbols (semiogenesis), as illustrated in a.spy novel, when an agent carrying an object
in one hand has important meaning. This dichotomy shows that researchers can use gestures which represent actual motions for use in controlling devices.

The opacity-transparency dichotomy refers to the ease with which others can interpret gestures. Transparency is often associated with universality, a belief
which states that some gestures have standard cross-cultural meanings. In reality, gesture meanings are very culturally.dependent. Within a society, gestures
have standard meanings, but no known body motion or gesture has the same meaning in all societies [Birdwhistell 70]. Even in ASL, few signs are so clearly
transparent that a non-signer can guess their meaning without additional clues [Klima14]. Fortunately, this means that gestures used for device control can
be freely chosen. Additionally, gestures can be culturally defined to have specific meaning.

The centrifugal-centripetal dichotomy refers to the intentionality of a gesture. Centrifugal gestures are directed toward a specific object, while centripetal
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gestures a. Jot [_Smoza]_7]. Researchers usually are concerned with ges.ores which are directed toward the control of a specific object or a
communication with a specific person or group of people.

Gestures which are elements of an autonomous semiotic system are those used in a gesture language, such as ASL. On the other hand, gestures which are
created as partial elements of multisemiotic activity are gestures which accompany other languages, such as oral ones (Lebrug 8_2). Gesture recognition
researchers are usually concerned with gestures which are created as their own independent, semiotic language, though there are some exceptions.

Gesture Typologies

Another standard gesture classification scheme uses three categories: arbitrary, mimetic, and deictic Nispædo_u_s ¾ .

In mimetic gestures, motions form an object's main shape or representative feature [Wundt13]. For instance, a chin sweeping gesture can be used to
represent a goat by alluding to its beard. These gestures are intended to be transparent. Mimetic gestures are useful in gesture language representations.

Deictic gestures are used to point at important objects, and each gesture is transparent within its given context. These gestures can be specific, general, or
functional. Specific gestures refer to one object. General gestures refer to a class of objects. Functional gestures represent intentions, such as pointing to a
chair to ask for permission to sit. Deictic gestures are also useful in gesture language representations.

Arbitrary gestures are those whose interpretation must be learned due to their opacity. Although they are not common in a cultural setting, once learned they
can be used and understood without any complimentary verbal information. An example is the set of gestures used for crane operation [I a- ].
Arbitrary gestures are useful because they can be specifically created for use in device control. These gesture types are already arbitrarily defined and
understood without any additional verbal information.

Voice and Handwriting Recognition: Parallel Issues for Gesture Recognition

Speech and handwriting recognition systems are similar to gesture recognition systems, because all of these systems perform recognition of something that
moves, leaving a "trajectory" in space and time. By exploring the literature of speech and handwriting recognition, classification and identification schemes
can be studied which might aid in developing a gesture recognition system.

Typical speech recognition systems match transformed speech against a stored representation. Most systems use some form of spectral representation, such
as spectral templates or hidden Markov models (MMM). Speech recognition systems are classified along the following dimensions Rudnicky 94 :

· Speaker dependent versus Independent: Can the system recognize the speech of many different individuals without training or does it have to be trained for
a specific voice? Currently, speaker dependent systems are more accurate, because they do not need to account for large variations in words.
· Discrete or Continuous: Does the speaker need to separate individual words by short silences or can the system recognize continuous sentences? Isolated-
word recognition systems have a high accuracy rate, in part because the systems know when each word has ended.
· Vocabulary size: This is usually a task dependent vocabulary. All other things being equal, a small vocabulary is easier to recognize than a large one.
· Recognition Rate: Commercial products strive for at least a 95% recognition rate. Although this rate seems very high, these results occur in laboratory
environments. Also, studies have shown that humans have an individual word recognition rate of 99.2% f Pisoni 851.

State of the art speech recognition systems, which have the capability to understand a large vocabulary, use HMMs. HMMs are also used by a number of
gesture recognition systems (see Control of Memory and Display). In some speech recognition systems, the states of an MMM represent phonetic units. A

http://homepages.inf.ed.ac.uk/rbf/CVonline/LOCAL COPIES/COHEN/gesture overview.html 7/25/2006

APLNDC00026191



A Brief Overview of Gesture Recognition Page 3 of 13

state trano in defines the probability of the next state's occurrence. See as) for a simple example representation of an HMM. The term he...en refers to
the type of Markov model in which the observations are a probabilistic function of the current state. A complete specification of a hidden Markov model
requires the following information: the state transition probability distribution, the observation symbol probability distribution, and the initial state
distribution. An HMM is created for each word (string of phonemes) in a given lexicon. One of the tasks in isolated speech recognition is to measure an
observed sequence of phonetic units and determine which HMM was most likely to generate such a sequence [Molje 91] [Rabilled9].

Figure 1: A Simplified Representation of a Hidden Markov Model. The Various Q's Represent the States, While the Lines Represent the

Transitions.

From some points of view, handwriting can be considered a type of gesture. On-line (also called "real time" or "dynamic") recognition machines identify
handwriting as a user writes. On-line devices have the advantage of capturing the dynamic information of writing, including the number of strokes, the
ordering of strokes, and the direction and velocity profile of each stroke. On-line recognition systems are also interactive, allowing users to correct
recognition errors, adapt to the system, or see the immediate results of an editing command.

Most on-line tablets capture writing as a sequence of coordinate points. Recognition is complicated in part, because there are many different ways of
generating the same character. For example, the letter E's four lines can be drawn in any order.

Handwriting tablets must take into account character blending and merging, which is similar to the continuous speech problem. Also, different characters can
look quite similar. To tackle these problems, handwriting tablets pre-process the characters, and then perform some type of shape recognition. Preprocessing
typically involves properly spacing the characters and filtering out noise from the tablet. The more complicated processing occurs during character
recognition.

Features based on both static and dynamic character information can be used for recognition. Some systems using binary decision trees prune possible
characters by examining simple features first, such as searching for the dots above the letters "i" and "j". Other systems create zones which define the
directions a pen point can travel (usually eight), and a character is defined in terms of a connected set of zones. A lookup table or a dictionary is used to
classify the characters.

Another scheme draws its classification method from signal processing, in which curves from unknown forms are matched against prototype characters.
They are matched as functions of time or as Fourier coefficients. To reduce errors, an elastic matching scheme (stretching and bending drawn curves) is

used. These methods tend to be computationally intensive.
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Alternati\ ,, pen strokes can be divided into basic components, which are L..a connected by rules and matched to characters. This method is maed
Analysis-by-Synthesis. Similar systems use dynamic programming methods to match real and modeled strokes.

This examination of handwriting tablets reveals that the dynamic features of characters make on-line recognition possible and, as in speech, it is easier to
recognize isolated characters. Most systems lag in recognition by more than a second, and the recognition rates are not very high. They reach reported rates
of 95% due only to very careful writing. They are best used for filling out forms which have predefined prototypes and set areas for characters. For a more
detailed overview of handwriting tablets, consult rTannert 901.

Presentation, Recognition, and Exploitation of Gestures in Experimental Systems

The researchers who create experimental systems which use "gestural" input use their own definitions of gesture, which are as diverse as the biological and
sociological definitions. The technology used to recognize gestures, and the response derived from gestures, further complicates this issue. Gestures are
interpreted to control computer memory and displays or to control actuated mechanisms. Human-computer interaction (HCI) studies usually focus on the
computer input/output interface [Card 90], and are useful to examine for the design of gesture language identification systems. Many telerobotic studies
analyze the performance of remotely controlled actuated mechanisms. The study of experimental systems which span both HCI and telerobotics will
illuminate criteria for the design of a gestural input device for controlling actuated mechanisms located in remote environments.

In such systems, gestures are created by a static hand or body pose, or by a physical motion in two or three dimensions, and can be translated by computer
into either symbolic commands or trajectory motion co--------ds. Examples of symbolic command gestures are stop, start, and turn. Gestures may also be
interpreted as letters of an alphabet or words of a language. Alternatively, the kinematic and dynamical content of a gesture can represent a trajectory motion
command. Combinations of symbolic and trajectory co- ---ds are possible in a single gesture.

Given that gestures are used to communicate information, the question arises: is it possible to consistently capture that information in a usable form? Based
on the work of Wolf [Wolf 87] in studying hand drawn gestures, we analyze gestural control devices by examining the following generation, representation,
recognition, and transformation questions:

What is the gesture lexicon?
How are the gestures generated?
How does the system recognize gestures?
What are the memory size and computational time requirements for gesture recognition?

And for using gestures for device control:
What devices are the gestures intended to control?
What system control commands are represented by gestures?
How are the gestures transformed into connaands for controlling devices?
How large are the physical and temporal separations between command initiation and response (local control versus telerobotics)?

Based on the answers to the above questions gestural control devices are classified into three categories: control of computer memory and display, local
control of actuated mechanisms, and remote control of actuated mechanisms.

Control of Memory and Display
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A numbei , systems have been designed to use gestural input devices to coi-l computer memory and display. These systems perceive gestu through a
variety of methods and devices. While all the systems presented identify gestures, only some systems transform gestures into appropriate system specific
commands. The representative architecture for these systems is show in Fimire 2.

display

T

Figure 2: Block Diagram of Architecture for Gestural Control of Memory and Display.

A basic gesture input device is the word processing tablet. Through the use ofmouse drawn gestures, Mardia's system allows the editing of display graphics
FMardia 93]. Similarly, Rubine's system uses gestures (stylus markings) on a graphics tablet to represent word processing commands (Rubine 911.

In these representative systems, two dimensional hand gestures are sent via an input device to the computer's memory and appear on the computer monitor.
These symbolic gestures are identified as editing commands through geometric modeling techniques. The commands are then executed, modifying the
document stored in computer memory. Both systems require that the gesture be completed before recognition can begin.

Both systems require the calculation of feature points to represent the gesture. Mardia's system requires 27 binary valued features. Most features are
computed through simple additions and comparisons, but one feature is computed using a Linear Least Squares algorithm. A decision tree is used to sort
through the 27 features to determine a specific gesture classification.

Rubine's system requires the computation of 13 different features, with five features requiring multiplications and additions based on the total number of data
points used to create the gesture. Again, a linear evaluation function is used to discriminate between gestures.

Murakami's system inputs the gesture data via a data-glove Murakami 91 . Instead ofgeometric modeling, a neural network identifies gestures based on a
finger alphabet containing 42 symbols. The data-glove, which provides 13 features, allows a wider range of motions than the mouse and stylus input devices,
which enables a richer vocabulary of gestural inputs and responses. Several hours are required to train the neural network using a SUN/4 workstation.

Darrell's monocular vision processing system accurately identifies a wide variance of yes/no hand gestures [Darrell 93]. Gestures are represented by a view-
based approach, and stored patterns are matched to perceived gestures using dynamic time warping. View-based vision approaches also permit a wide range
of gestural inputs when compared to the mouse and stylus input devices. Computation time is based on the number of view-based features used (20 in their
example) and the number of view models stored (10). Through the use of specialized hardware and a parallel architecture, processing time is less than 100
ms.

Baudel's system [Baudel 93] uses symbolic gestures to control a Macintosh hypertext program. Gestures are tracked through the use of a data-glove and
converted into hypertext program co----------ds. Because Baudel's system identifies natural hand gestures unobtrusively with a data-glove, it is more intuitive
to use than a standard mouse or stylus control system. Unlike Murakami's and Darrell's systems which only identify gestures, this system uses gestural
commands to control a display program, similar to the control of word processing programs. This system had difficulty identifying gestures which differed
in their dynamic phase, for instance, when one gesture was twice the speed of another.
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The ALIk i system fMaes 951 identifies full body gestures, as opposed to . «d gestures, through basic image processing techniques. Body g, ares are
used to control simulated mechanisms ("virtual creatures") located in computer memory ("virtual environment"). ALIVE 11 is the first system presented here
which uses kinematic information from a gesture as part of a control command. The direction of the pointing arm is translated into a virtual creature's travel
direction command. The body gesture itself is superimposed into the computer generated environment. A gesture interacts with a virtual environment, and
the system can use background environment information to aid in interpreting the gesture command. Therefore, the user can use gestures to point at or grab
objects in the virtual environment.

The Digital Desk Calculator [Wenner 0 l] is another kinematic gesture tracking system which controls a display. Computer graphics are displayed onto a real
world desk top. The system tracks a human finger which points at real desk top items. If the system can identify the objects or text pointed at, then the
graphical output display responds. Objects pointed to on the graphics overlay also effect the graphics display. For example, a user points at numbers located
on a real document. The vision system scans the numbers. When the user points at a virtual calculator, the numbers appear on the calculator and are entered
into computer memory. The user can perform operations by pointing at the virtual calculator's buttons superimposed on the desk. Low resolution image
processing is used to obtain the approximate position of the finger through motion detection via image differencing. Then, high resolution unage processmg
is used to determine the finger's exact position. Tracking occurs at 7 frames per second.

Starner and Pentland's system uses an HMM method to recognize forty American Sign Language gestures [Starner 95.]. Acquired feature vectors are run
through all possible sets of five-word sentences. The probability of the data stream being generated by each I-liviivi model is then determined. The system
picks the model which has the highest probability of generating the data stream. States consist of a probability distribution of the hand features (as opposed
to the pose itself).

Weng's SHOSLIF identifies the most discriminating features of an image through a multi-class, multivariate discriminant analysis [Cui 94]. These features
are categorized in a space partition tree. SHOSLIF can recognize 28 ASL signs. The calculations are multiplication intensive, based on the size of the image,
the number of images in a gesture sequence, and the number of signs in the lexicon. However, the time spent searching the partition tree increases only
logarithmically.

Local Control of Actuated Mechanisms.

An examination of research in mobile robotics and visual servoing systems reveals systems in which control can be conceptualized as local gestural control
of actuated mechanisms. Although the "gestures" in many of these systems are created by the local environment rather than a human, interesting possibilities
are suggested by analogy. A representative system architecture is shown in Figurd.

Figure 3: Block Diagram of Architecture for Local Control of Actuated Mechanisms.

Road-following systems used by some mobile robots can be conceptualized as examples of local control through gestures. Two representative systems are
Crisman's [Crisman 93] and Dickmanns' [Dickmanns 88] work. Crisman's system uses road features detected through monocular vision as navigation cues
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for a moba .obot platform. On a reduced color image, classification is perfos ed by determining the probability of each pixel representing a re .. surface.
Detection of straight roads and intersections on a SUN/4 takes 6 seconds and 20 seconds, respectively. Dickmanns' system models road features, from
motion relative to the moving mobile robot, as dynamical systems. Each feature's trajectory is a gesture used to control the attached mobile platform. A
Linear Least Squares calculation (with additional computations to handle noise) is used to recognize gestures at video field rate.

The Buhgler Juggler Rigi_92 can also be considered a local gesture control device. The system identifies and visually tracks a falling ball "gesture" and
uses the dynamics of the gesture to command a robot arm to juggle via a "mirror law" calculation at field rate.

Allen's system [Allen 93] tracks a moving toy train, which can be considered a gesture, to be grasped by a robot arm. Using optical flow, updated centroids
of the train are obtained every 0.25 seconds, with a probabilistic method used to obtain a model of the motion.

Kortenkamp uses static gestures, in the form of six human arm poses, [Kortenkamp 9_6], to control a mobile robot. Small regions in 3-D visual space,
proximity spaces, are used to concentrate the system's visual attention on various parts of a human agent. Vision updates occur at frame rate, but the system
can only track gestures which move less than 36 deg/sec. This architecture stresses the need to link gestures to desired robot actions. The system can also
determine the intersection of a line formed from a pointing gesture with the floor of an environment, allowing a human to give a position command to a
mobile robot.

Cohen developed a system which recognizes gestures which are natural for a human to create, consisting of oscillating circles and lines fCohen 96]. Each
gesture is modeled as a linear-in-parameters dynamical system with added geometric constraints to allow for real time gesture recognition using a small
amount of processing tie and memory. The linear least squares method is used to determine the parameters which represent each gesture. A gesture
recognition and control architecture is developed which takes the position of a feature and determines which parameters in a previously defined set of
predictor bins best fits the observed motion. The gesture classification is then used to create a reference trajectory to control an actuated mechanism.

Remote Control of Actuated Mechanisms: Telerobotics.

Telerobotics refers to the control of mechanisms "at a distance". This includes both short and long range control - the mechanism can be in the next room or
in earth orbit. Telerobotics also incorporates the study of relevant human-machine interfaces, so as to enable better overall control of mechanisms at a
distance.

As above, the control of an actuated mechanism located in the same environment as the input device is "local control in a local environment". Remote
control and telerobotics are terms used when the input device and controlled mechanism are located in physically separate environments, requiring visual
communication links to enable users to see the activity of the controlled mechanisms.

Certain challenges arise when controlling mechanisms located a very large distance, due to the effect of communication time delays [Sherian 93]. For
example, when relaying a control connaand from the earth to synchronous earth orbit, the round trip time delay for visual feedback is several tenths of a
second. The range of possible controls is limited because of added instabilities arising from time delays in feedback loops.

Research to mitigate the effects of time delays has taken the form of studying system modeling and sensor display concepts [_Lj_u 93]. Conway uses a
simulator to aid in mechanism device control, exploiting a time-desynchronized planning model that projects the future trajectory of the telerobotic
mechanism (see [ComvÆ_90] and the patent FConwav 91]). Herzinger adds additional sensors to aid user mechanism control [Hirzinver 90].

The time delay problems can also be alleviated if a symbol, representing a recognized gesture command, is sent to the remote site. However, this creates an
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additional .ne delay": the time required to recognize the gesture. The Robogt architecture uses such a gestural control method. The Roboge- aystem
controls a robot with static hand gestures, which are recognized, converted into a command, and sent to a remote site rschien7iG $À3,

A hidden Markov model describes the six hand gestures, and recognition occurs at 0.5 Hz. Each gesture is paired with various robot behaviors, such as turn,
accelerate, and stop.

Other telerobotic systems use a joystick to control the remote mechanism (see Fimire 43 rsberidan 931. Consistent with our previous observations, a joystick
is used to input "gestures" which control the remote actuated mechanism.

Unfortunately, if a gesture is generated at a local site and interpreted at a remote site, time delays cause further gesture recognition difficulties: the
recognition must now take into account blurred and warped gestures. With additional processing, Darrell's system (see Control of Memory and Djsplay)
rnarrell 93] could help identify "warped"gestures.

I I

i i
I I

Video Receiver Video Transmitter

Figure 4: Block Diagram of Longer Distance Telerobotics.

A special communication environment could be developed to take advantage of gestural inputs for the control of devices. Since gestures are visual, a video
communication system could transmit a gesture from the local site to the remote site. However, a created gesture would be isolated from the device it is
intended to control. If we desire gestures which appear as though they were created in the remote location, another architecture or communication
environment is required. (For examp e, see the Linivmity *3^¾higan?^-ocuro remote control project and a patent [Conway17 on remote control in the
visual information stream.)

Issues Concerning the Recognition and Generation of Human Generated Gestures

In addition to human-to-human communication research, the use of gestures as computer input has been studied. Wolf's research in this area examines the
following concerns [Wolf R721:

1. How consistent are people in their use of gestures?
2. What are the most common gestures used in a given domain, and how easily are they recalled?
3. Do gestures contain identifiable spatial components which correspond to the functional components of command (the action to be performed), scope (the
object to which the command is applied), and target (the location where the object is moved, inserted, copied, etc.)?
4. What kind of variability exists in a gesture, and are the deviations predictable or random?

Wolf explored these questions by studying hand drawn two dimensional gestures which were used to edit text documents [Wotf Ra]. Hauptmann attempted
to answer similar questions by examining three dimensional spatial gestures which were used to rotate, translate, and scale three dimensional graphic objects
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on a comi. r screen [Hmmtmann M]. Although the uses were drastically du sent (text versus graphics), the concepts and conclusions were so..Jngly
similar.

People consistently used the same gestures for specific commands. In particular, the recognition scheme used by Hauptmann was able to classify the types of
three dimensional gestures used for rotation, translation, and scaling with a high degree of consistency.

People are also very adept at learning new arbitrary gestures. Gesturing is natural for humans, and only a short amount of training is required before people
can consistently use new gestures to communicate information or control devices (see (Wolf37], [H_auptmann 89], and [Harwin 90]).

Wolf also discovered that, without prompting, test subjects used very similar gestures for the same operations, and even used the same screen drawn gestures
days later. Hauptmann also found a high degree of similarity in the gesture types used by different people to perform the same manipulations. Test subjects
were not coached beforehand, indicating that there may be intuitive, common principles in gesture communication. Therefore, this research illustrates that
accurate recognition of gestures from an intuitively created arbitrary lexicon is possible.

In both studies, humans were used to interpret the gestures, and humans are very adept at handling noisy data and recognizing shifted data [S_hepard_71].
Unfortunately, the probleins of computers recognizing specific gestures were not addressed. However, these studies were among the first steps toward
designing such a system.

A further complication in gesture recognition is determining which features of the gesture generator are used. In a study of representing language through
gestures, McNeill and Levy [McNeill 82] have identified gestures according to physical properties. These properties include hand configuration, orientation
of the palm, and.direction of movement. McNeill and Levy note that gestures have a preparatory phase, an actual gesture phase, and a retraction phase (see
Figur_e 5). Hauptmann defines a "focus" or "center'" of a gesture, used to identify and classify three dimensional gestures. Systems that are created to
recognize gestures must define which aspects of the gesture creator they are recognizing.

preparatory
phase

retraction
phase

end

Figure 5: Phases in the Creation of a Gesture.

Wolf noted that screen drawn gesture variability can cause problems when one gesture begins to look like another. However, even when the gesture was not
precise, enough information was conveyed to allow the system to execute the correct response. In Hauptmann's study, the variations of three dimensional
gestures was not explored as much as the alignment of a gesture with respect to a manipulated object. Still, despite deviations in alignment, there was a high
percentage of correct recognition.
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Although, m Wolfs and Hauptmann's studies, we know that humans can is ognize and differentiate between gestures, additional problems as mvolved in
designing a system which can reliably recognize human created gestures. There are many difficulties involved because, unlike a device, a human cannot
form "perfect" circles, lines, and ASL gesture motions. Furthermore, people often hesitate when starting or ending a gesture, which could confuse a
recognition system.

When a system, for example, recognizes a repeated oscillatory gesture, it should not matter where on the circle or line the generation begins. To be more
specific, starting a circle gesture at the top or bottom of its arc does not effect how humans recognize the gesture. Therefore, any recognition system should
be able to handle such arbitrary initial positions.

Furthermore, how accurately can humans create oscillatory circles and lines of various frequencies? The hs....m. arm is a linked kinematic chain, and such
oscillating motions might not be easy for it to make. In addition, between the slowest and fastest physically possible speed, gradations in oscillating
frequency are possible. However, the gesture velocities for similar spatial gestures need to be distinct in order for any gesture recognition system, human or
otherwise, to have a chance at accurate recognition.

Therefore, the gesture velocities for "slow" and "fast" need to separated by a distinct amount. This amount can be determined empirically by watching
people make circles and determining when the velocities can be consistently distinguished. Brown [Brown 90] has determined that humans can stay within
5% of the velocity in a desired line motion. Her experiments show that people are very adept at choosing distinct motion speeds when the human pretends
there is a visual target velocity to track. This trait is common in all humans and is one of the first aspects to be lost when the human brain is damaged in a
specific way.

System Architecture Concepts for Gesture Recognition Systems

Based on the use of gestures by humans (see Bjologjcal section), the analysis of speech and handwriting recognizing systems (see Voice and Handwriting
Recognition section), and the analysis of other gesture recognition systems (see ExnerimentA Sveems section) requirements for a gesture recognition system
can be detailed. Some requirements and tasks are:

Choose gestures which fit a useful environment.
Create a system which can recognize non-perfect human created gestures.
Create a system which can use a both a gesture's static and dynamic
information components.
Perform gesture recognition with image data presented at field rate (or as fast as possible).
Recognize the gesture as quickly as possible, even before the full gesture is completed.
Use a recognition method which requires a small amount of computational time and memory.
Create an expandable system which can recognize additional types of gestures.
Pair gestures with appropriate responses (language definitions or device command responses).
Create an environment which allows the use of gestures for remote control of devices.

Gesture Rocognition Home Page

For a list of current research availible on the internet, please go to the Gesture Recoenition Home Pave. Also, if anyone wishes to add their page to the
GRHP, or knows of pages which should be added, please contact conhen(/hevhemet enm.

http://homepages.inf.ed.ac.uk/rbf/CVonline/LOCAL_COPIES/COHEN/gesture overview.html 7/25/2006
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Abstract
This paper presents a computer vision system for

tracking human hands. The algorithms used to extract
the 3D position and planar orientation of the hand,
and the joint angles of the fingers are described. The
combined system is able to track a natural hand at 30
frames per second on a standard workstation with no
special image processing hardware other than a frame
grabber. The tracker has been used as an interface for
navigating around virinal worlds.

1 Introduction
Is it feasible to build a practical and non-intrusive

hand tracking device? The answer is at least a partial
"yes". In this paper I give an overview of two working
systems, based on computer vision, for extracting the
3D position, planar orientation, and the finger joint
angles of natural hands.1

The primary motivation of this work has been the
development of an ideal interface for manipulating
three dimensional objects and for navigating around
three dimensional environments. It is clear that our
hands are our primary means of interacting with our

. physical environment. As such our hands have evolved
to be versatile but highly complex devices. In fact, as
children, we spend years mastering their use. Rather
than invent completely new interfaces it is natural to
take advantage of this intense training and attempt to
exploit the way we use our hands.

There are a number of stringent requirements that
must be met in order for a hand tracking systern to be
really useful as an interface. First, real time perfor-
mance is critical. In our experience we find that the
latency must be smaller than 100 milliseconds for the
system to be bearable, and should really be smaller
than 50 msecs for extended use. This agrees qual-
itatively with the psychophysical literature on "the
psychological moment"[6] (briefly: visual events that
occur within 100 milliseconds are naturally integrated,
events that occur outside that time window are not).
Second, we must use technologies that keep the user
as unencumbered as possible. The system should be
able to extract the desired information without requir-
ing the user to wear gloves, wires, or other encumber-
ances as with the DataGlove[9).

1Gesture recognition, or the task of interpreting the hand
configuration, is beyond the scope of this paper. See (5] for a
good introduction to this topic.

These requirements pose challenging problems for
computer vision. No general purpose solutions are
known. The rest of this paper describes some attempts
at solving the task outlined above. The approach is
quite specific to hand tracking but will hopefully lead
to insights that are more generally applicable.

2 A Four Degree of Freedom Hand
Tracker

We now describe the first version of our system, im-
plemented in 1992 at Siemens Central Research, Mu-
nich. This system is able to reliably track a normal
(unmarked and unencumbered) hand in real time. Un-
like [4, 5] the system is relatively insensitive to image
clutter and extracts three dimensional positional infor-
mation. This version of the tracker can run on a stan-
dard Sun Sparcstation 10 at a speed of 30 frames per
second, without any special image processing hard-
ware other than a framegrabber. (A previous version
of the system required a person to wear a specially
marked cotton glove[8].) There are essentially two
parts to the system: a segmentation module and a
control strategy. These are described in turn below.

2.1 Color Histogram Based Segmentation

Given sequences of camera images, an important
task of the system is to separate the target hand from
the background. The main challenge is to build a seg-
mentation module that is insensitive to normal back-
grounds and that operates in real-time. This is not an
easy task as the image may contain many irrelevant
and confusing details (See Figure 1).

Our algorithm works by estimating the distribution
of skin colors on a person's hand. This information is
then used to detect which parts of the image belong
to the hand and which are part of the background.
The hope is that as long as the objects in the scene
do not have the same color distribution as the user's
hand the segmentation will be relatively clean.

2.1.1 Constructing the Histogram

A color-histogram is used to estimate the distribution
of colors in a patch of skin. The basic idea behind a
colot histogram is to partition RGB color space into
a number of bins. To train the system we select a
patch of skin from an image (by a "patch" we mean
a small square region in the image). From the set of
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Figure 1: Example of a typical image with a hand.
Note the complex background which the system has
to ignore.

pixels in this patch, a color histogram is constructed
by counting the number of pixels that fall into each
bin. By computing a histogram of sample patches
from the skin in this way, the system essentially con-
structs a rough estimate of the probability distribution
of colors in the skin. Instead of RGB space we use a
normalized 2D space that tends to eliminate the ef-
fects of varying illumination. Given an example skin-
colored pixel, with color values r, g, and b, we com-
pute its normalized colors as r' = r/(r + g + b + 1)
and b' = b/(r + g + b + 1). These give values between
0 and 1 and can be thought of as computing the per-
centage of red and percentage of blue. Each of the
dimensions r' and b' are discretized by a factor of d.
The histogram is then a dxd array.

2.1.2 Histogram Based Segmentation

At run time the tracking system repeatedly matches
small patches of the image to the stored histogram us-
mg a matching algorithm. To match two histograms,
the histogram intersection algorithm (7] is used. The
match score M between histograms y and q is defined
as:

L,jmin(HP(i,j),HV(i,j))

HP(i, j) . (1)

Those patches whose score is above a threshold (typ-
ically 0.9) are skin-colored and assumed to belong to
the hand.

Once each image is segmented, a list of patches in
the image which match the stored histogram is cre-
ated. Each patch has associated with it a center and
an area. Figure 2 shows an example segmentation
given the unage in Figure 1. Each small square rep-
resents one patch. As can be seen, the color-based
segmentation results in a clean separation of the hand
from the background.

Figure 2: The result of segmenting a hand with a color
histogram. Each small unfilled rectangle represents
one segmented patch. The filled square represents the
center of mass, the line represents the hand's orienta-
tion, and the inner large rectangle the search region
for the next frame.

2.1.3 Extracting 3D Position

After the segmentation process, it is possible to ex-
tract the 3D location and 2D orientation of the hand.
The center of mass of the segmented patches is used
as the 2D position of the hand: C, = E, p¿2/N
and C, = Eg pg,/N where N is the total number of
patches that were considered part of the hand, and p¿s
and p¿, denote the z and y coordinate of the center of
the i'th patch.

The planar rotation (rotation about the camera
axis) is estimated by fitting an ellipse to the segmented
patches and computing the angle of its principal axis.
This can be done by computing the second order mo-
ments of the patches:

m2o = f(C, - p¿s)2 (2)

mo2 = f(C, - p¿y)2 (3)

mii = f(C, - pi,)(C2 - pix) (4)

Then the orientation of the principal axis is given by:

1 _ m2o - mo2
0 = - tan 1 2mti ) (5)

To smooth out noise we compute a moving average
for each of the above parameters. The small filled
square and the oblique line in Figure 2 depict the com-
puted center of mass and orientation, respectively, of
the hand in Figure 1.

Since we are only using one camera, it is difficult
to obtain accurate estimates of the absolute distance
of the hand to the camera. However, as an interface,
it is sufficient to compute the relative depth (i.e. the
depth relative to some standard location). With this
information it is possible to tell whether the target
is coming closer or moving further away. One way
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to compute this is to simply count the total area of
the segmented patches. As the target moves closer it
will occupy a larger section of the image and the total
patch area will increase. However this is susceptable to
interference from transient noise patches. We obtain
more robust estimates by weighting the area of the
patches by a Gaussian placed on the center of mass:

A=Ap exp(¯ ' ' "¯AuŸ) (6)
8

Here Av is the area that each patch is responsible for
and S is a scaling constant.

Computing relative distance in this way requires a
simple calibration step. On the first image the hand
is assumed to be at some canonical position. The ini-
tial area, Aa, is computed for the initial frame and
stored. Then on subsequent frames, depth estimates
are obtained by computing the instantaneous area and
comparing it with Ao: C2 = g. This quantity will
be 1 if the target is exactly at the same position as
in the calibration frame. The value will get smaller
as the target approaches the camera, and larger as
it moves away. Thus it provides an estimate of the
relative distance of the target from the camera.
2.2 Control Strategies

Although the above computations can be carried
out reasonably efficiently, in order to obtain real-time
performance on our system (a Sun Sparcstation), two
resource allocation techniques were used. These in-
clude a dynamic search window, and a technique for
adaptive subsampling. Without these techniques the
tracking algorithm can achieve a maximum frame rate
of about 8 - 10 frames/second. The next few sections
describe these aspects of the system.

2.2.1 Modifying the Search Region

A dynamic search region is implemented to ignore
irrelevant regions of the image. The system main-
tains arectangular tracking window around segmented
patches. For each subsequent frame only image
patches within this window are searched. At each iter-
ation, given the current segmentation, the boundaries
for the search region for the next frame are computed
as follows:

zmin = ming - b and xmax = max¿ - b
ym¿n = ming - b and ymax = max¿ - b

Thus at the next rame, only the image p' s in the
rectangle defined by (x ¿s, ymin) and (xmax, ymax) are
searched. The constant b (we use a value of 40 pixels)
ensures that the window is slightly larger than the
actual target boundaries.

2.2.2 Adaptive Subsampling

It is not necessary to check every pixel within the
search window. Indeed it is too time consuming to do
so. In order to speed things up, the system subsamples
the image. That is, once an image patch at location
(x, y) is checked, the next patch is chosen starting at

location (x + s, y). (If the end of the scan line has
been reached, then the patch starting at (0, y + s) is
checked.) The issue of determining the best subsam-
plmg constant, s, is important but non-trivial. Sub-
sampling affects both the accuracy and the speed of
the tracking. If s is too large than the position esti-
mates discussed in the last section will be too noisy.
If s is too small then too much time will be taken up
processing each image.

Rather than use predetermined s, the system uses
an adaptive technique to automaticallyselect the best
subsampling. The key is to allow the client application
which is using the tracker to specify a goal frame rate.
The segmentation module then continuously monitors
its speed. If the segmentation time is faster than de-
sired, then s is dec.--1. Conversel r, if the time is
slower than desired then a is increasee to give greater
speed.

2.2.3 Balancing Accuracy and Speed at Vary-
ing Depths

The above two techniques also solve a common prob-
lem concerned with the three-way interaction between
accuracy, speed, and depth. In particular, when the
target. is close to the camera, the resulting image of
the hand is large. In this case, the search window will
be large, requiring more processing time per frame.
s will be automatically increased, maintaining system
throughput. When the target is far from the camera,
the resulting image is small and so a smaller value of
s is required in order to maintain accuracy. In this
case the search window will be correspondingly small,
requiring less processing per frame, and so the sub-
sampling will be automatically decreased. The end
result is that the system maintains relatively constant
accuracy and speed at different depths. (It is easy to
see that no fixed value of a can achieve this result.)

2.3 Using the Hand Tracker as a User In-
terface

The tracking system has been used to successfully
navigate in virtual environments. Figure 3 shows the
setup. The camera images the hand from above. Hand
movements are transmitted to a real time VR simula-
tor so that by moving his or her hand the user is able
to translate in all six directions (up, down, left, right,
forward, and backward) and rotate the view clockwise
or counterclockwise. A 3D rendering of the hand pro-
vides positional feedback to the user for navigation.
By including objects in the world that perform actions
when touched the user is able to actually manipulate
both the internal and external world. For example, we
have implemented a CD player control panel, which
when touched, plays back music using a CD ROM.

3 A 19 Degree of Freedom Hand
Tracker

So far we have described a system that is able to
track the 3D position and planar orientation of the
hand. It is also of interest to recover the complete
configuration of the hand. From a computer vision
point of view, this is a very difficult task as the hand
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Figure 3: The view of the hand tracking setup.
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Figure 4: A model of the joint angles in a finger.

contains about 20 degrees of freedom (each finger con-
tains four degrees of freedom: two joints with one de-
gree of freedom and one joint, the base, with two).
This section describes one approach for recovering the
required information from the image.
3.1 Recovering Joint Angles

Figure 4 shows a schematized side view of a finger
and its joints (the fourth degree of freedom, moving a
finger from side to side is not considered here). Given
the joint angles 0; and finger segment lengths l¿, we
can easily compute the location of the fingertip:

zy = li cos(01) + 12 cos(02) + la cos(0a) (7)

y; = li sin(01) + I2 sin(02) + la sin(0a) (8)

This is complicated by the fact that not every point in
joint space is realizable with our fingers. For example,
although there are three joints shown, the finger can
only cover a two dimensional space. Even in 2D space,
not every point is reachable (e.g. we cannot bend our
finger backward). It turns out that if location of the
fingertip is known, the set of possible joint angles is
actually very constrained. This implies that, given the
location of the fingertips, it is theoretically possible to

approximately compute the actual joint angles. Un-
fortunately it is difficult to do this directly: there does
not seem to be a closed form analytic expression for
the inverses to equations (7) and (8) that can easily
incorporate the joint angle constraints.

The approach we have taken has been to learn the
inverse mapping. The idea is that the forward model
is easy to compute. Given the 3 angles and knowledge
of the segment lengths, we can compute the location of
the fingertip from equations (7) and (8). So it is pos-
sible to construct a training set with pairs of vectors
consisting of joint angles and corresponding fingertip
locations. Using this training set, we can simply train
a function approximator to compute the inverse map.

This turns out to be quite successful. For our
purposes the best results were obtained using near-
est neighbor approximation. That is given a fingertip
location, locate the closest fingertip in the training
set and select the corresponding joint- angles. Using
kd-trees one can implement nearest neighbor very ef-
ficiently [2]. Average retrieval time is O(log n) where
n is the number of vectors in the training set.

3.2 Fingertip Detection

The joint angle recovery has been incorporated
within the hand tracking system described earlier. In
order to do this a "fingertip detector" had to be imple-
mented. For efficiency reasons we decided on fitting a
very coarse model of the hand to the segmented im-
age patches. The palm is represented as a circle; the
fingers are represented by lines emanating from the
center of the wrist. The lines are allowed to rotate
around the wrist center. To fit such a model we need
to locate the radius of the palm and determine the
angles and lengths of each finger.

In order to locate the circle representing the palm,
the current system assumes that the center of the palm
is at the center of mass. This is not completely accu-
rate but is a reasonable assumption as long as the arm
does not also appear in the segmented patches (i.e. the
person should wear a full sleeved shirt). In order to
find the palm the system computes the largest circle
such that the area of all patches within the circle is
roughly the same as the actual area of the circle.

Once the palm is located, the fingertips need to be
detected. Every patch that is outside the circle could
be part of a finger. In a human hand the finger bones
emanate from a central point on the wrist. Thus the
angles of the fingers (especially the thumb) are best
measured from the wrist center. This point is obtained
by projecting the center of mass backwards along the
orientation of the hand to the edge of the circle.

In order to locate the actual angle of each finger we
have used a Hough transform based approach. The
set of possible angles are discretized into a number
of bins. Each patch outside the circle has associated
with it an angle to the wrist center and votes for this
angle. Within each bin the system also keeps track
of the patch with maximal distance that had voted
for it. After the voting process the five best peaks in
the histogram are selected and the maximal patch is
chosen as the fingertip location.
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3.3 Real Time Finger Modeling
The fingertip detector and joint angle recovery

modules have been combined to obtain a real time
system for approximating the user's finger movements.
The system works, as before, by using the first frame
as a calibration frame. In this frame the users hand
is assumed to be flat with all lingers extended. The
depth of the hand and the maximal length of each
finger are stored. Then on each subsequent frame,
each fingertip is located. Treating each finger inde-
pendently, the system uses the joint angle module to
output the joint angles for each finger to a visualizer.
Each finger is only allowed three degrees of freedom
(fingers are not allowed to wiggle from side to side).
This results in 15 degrees of freedom for the fingers.
Combined with the position and angle estimates leads
to a total of 19 degrees of freedom.- The combined
system can run at a rate of 10 frames per second
on a SparcStation 10. Although it often works well,
this system unfortunately is not as stable as the hand
tracker. This is due in part to failures in detecting the
fingertip when the user's hand is not approximately
parallel to the camera plane. When the fingertips are
detected correctly then the visualizer shows a reason-
able interpretation of the user's fingers moving around.
Further research needs to be conducted on the feature
detection stage.

4 Discussion
This paper has described initial steps towards

building a cornplete hand recognition system based
on computer vision. There are still several drawbacks
of the systems described above. First, only rotations
parallel to the camera plane are recovered. Rotating
the hand around the other two axes can confuse the
system. Second, although the system is quite insen-
sitive to the image background, only one skin colored
object may be present in the image at any one time.
This means that the system cannot yet handle two
hands in the image. Finally, the system for recovering
joint angles occasionally has problems detecting the
fingertip, mainly due to the limitations of the hand
model used.

Apart from these disadvantages, the systems are
quite stable and robust, particularly the position and
orientation tracking component. There is typically
very little noise in the position estimates. The ap-
proach based on fitting a set of patches to a model
has proven to be very robust to noise in the segmenta-
tion process. Finally, the speed of the system provides
the user with rapid feedback, an important factor in
interactive systems.

How far away are we from full scale 3D hand track-
ing? There are a number of outstanding problems
that must be solved. There are still no general al-
gorithms for dealing with self-occlusion, for modeling
non-rigid objects, and for determining the pose of non-
rigid objects. Adaptive techniques based on density
estimation(1) and on estimating the surface that data
points lie on[3] appear promising. Although the task
is formidable, the results outlined here provide some
hope that vision based algorithms can eventually lead
to non-obstrusive and natural 3D user interfaces.
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Ag37RACT

A capacitance measurement circuit
is re orted here. The unique features.
are; (t) The sensitivity apd nuit point
of the output con be programed
indep adently by two control voltage
sources. (2) The insensitivity of the
circuit to large fixed stray
capacitance, makes t useful in sili¢on
to silicon cepecitsve trasadsters nd
the two chips model * approach of sen-or
packaging, (3) A 419 i output level, w th
a sensitivity of IV/pF is obtained f om
a discrete component bench model. he
principle and operation of this•cittuit
is presented.

INTil000CTION

Capacitive sensors have been ess4
to design trentducers measuring
pressure, acceteretton, force and
position, interface circuits used are
generally either en oscillator with
variable frequency rg, or a rstfo
detector such as a diode bridge '2° to
detect the change in tapacitence from a
nuit point. The first method does not
provide suffi¢ient bastline stAbility.
The second method shows suffictent
sensitivity when the percentage of
change of capat1tence is large.
However, in cases such as silicon to
$111ton capacitor and two chip modula
assembly, where the stroy Capacitanci
may be larger than the capacitance at
ttie seesing element, the sensitivity ii
greatly reduced. Forthermore variation
in stray capacitance will very the nul
point of an individual chip, the
requiring some kind of on.¿hip trimming.
Another method using .a switched
capacitor circuit has been reported '3".

This article presents an interface
circuit the output of which is
Of090ftŠ0Bal 0 the thingt of
capacitence, in- sensitivity is not
affected by the magnitude of parasitic
capacitance. Also m external adjustment
of the Control vol Lages 1s provided to

set ta null point and sensitivity
fadependently at any desired values.
Tats a kes it possible to saasure
capacit nte change oftr leveral ranget
by the :ero supresion technieur. The
sensitivity and output level obtatesble
are higher than other-types of circuits.

In the early stage of miniatuffted
capacitive oressure trensdater
development; diode, resistor end
¢apacitor circuits are widely used '4 4
These circuits can be divided into two -
categottes; differential typa and retto
type. The differential type circui
d\tects the variation of th
c..pacitance, while the.ratio typ
c rcuit senses the retio of th
capacitance vertation to the tota
capacitance. Att these circuits convert
itse charges stored in the senstog
(ggg¢1tgr into either ¢ CQrrent of
voltage output. Aasically t¾ey are
switcned capa£4tor circuits. howerft.
the diodes act as passive switching
tements. The diodes tore on and off
ccording to the voltage across them.
em ht05 switch ces be turned on or off
Adèphndent of'the voltogd across it,
he M45 Switches era adapted in the
ecently developed espotitanct

measurement cirtutte, the typical
examples are the ratia type CMilS bridge
circuit '2" and the differential ty0e
switched capacitor read out emplifier

When the eenefactured capacitive
sensing elements are not uniform enough,
trimoing is regetred to have the
transducers interchangsbie, The most
straight forward solutton is to make the
circuit electrically programeble. In
order to design en electrically
programable capa¢itance measurestat
circuit, the switched capacitor
technique is the most appropriate rg
However, the circuit should be simple
enough such that it can be integrated in
a small chip ares. The high output
t.mpedance of a switched capacitor
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Slaulated resistor depends on * e
inverse of the normally low capacitance
vetoe. Feedback techniana can be used
•.6 decr•ase the output lep•danc*.

BLOCK Of AGRAN

The system alock disorèm is
shown in Fig.t.

Yht ðuilding blocks of the circuit
are:

VCFci voltaq:, capacitance
and frequency
controlled current
source

R Corrent to To)tage
converter

And:

If* Yout

•(I,-1,-ty)R

. ( vyt . va-c, - vy.cy )-t-a (1)

C, . Vad, FN

out"
i 1 + Cgi-R ) *2)

when Cyf•R *

Vout e X ° *040

5 Cy out O C, • VgRy (3)

The sensitivity 5 tan be ad.iusted
by verying Yg and the output voltaga can
be nulled by varyinq v . Notice when
(c,·f R) is much greater than 1. the
output voltage is independent of clock
freouency (f) and the value of the
current to voltage converter R.

CIRCUIT ANALYSIS

The VCFel can be realized DY using
two switches clocked by a two phase
conoverlaping contt01 914641 as shown in
Fig.2a. The capacitor C is charted to
gatenttat y at the ene of phase 1, and
is discharged through the someter A in
phase 2. Tae overage currënt flow I
through the ammeter is rg y..g y* og
't.t•f', If the asseter is replaced by
a MOSFET current mirror, and the
switches are replaced by the Cnos 4paloq
switches, as shown in Fio.fb, the drate
turftat Of Tg will b 14 MY - Yž FO
f.k", khere k is the current mirror
retto and Vg is the threshold voltagt of
NOSFET.

In oraar to perform the current
substraction function in the two phase

systegi. a current substractor '6' as
shown in Fie.3. is used. The current
throuqh MOSFET 71• I?• T3 and T4 ore
Igg. Id2* 43 god 144.

144 • id3 * x 0

A dummy VCFCI discharging through
Ty is osed to cancel the stray
capacitance irr parallel with Cy. Part
of the stray capacitance is from drain
año source junction capacitance watch ' s
sensitive to the applied voltage acrois
the junction. This 9011990 dePtodende
effect of the stray p-o junctif n
capacitors will affect ¢¾e output
lineerity. Large filter capacitors , Ca.
with istge (capacitence are necessary in
the two phede gygtes to average out the
pulsed current, Ints is not desirable in
applications where ehto size is
limitted.

The circuit diagram of the three
phase system is shown in Fig.a. Switch I
and 2 are closed durißg phase ). The
voltage across C, is Vg and across C. is
V,, Ouring pnase 2. switch 3 and switch
i era closed, the charges stored in Co
47e dischstged throuan Ty and the
cnarqqs in C, are dischermed through T2'
óue to the current mirror 71 and 72, the
same amopt of charge will be drawn from
C . Þt ghe end of phase ?, e ¢¾arnt 09

9 ~ Eo40) is left on C,. Dortng
paase 1. toe charge init on fa
dischargjid through T). ny measuring to
current tnrough 14, one can deterrain
the amount of charges left on ( , if th
currect mirror ratio k (g i, th
overall result is,

14•tt Vg-fe-fe)/I I

whett I is the period of the clock, and

3 14/ C, • 99 'O

A dumy VCFci 15 used to tinprove the
tinwarityj,of the voltage to current
feedback ,blement. The two current
cosipontats ( Ig - to ) and if tre
compared in current mirror 710 and Tyg.
Their difference is.converted .to a
voltage across the qate and 500fte of
Îg. The Vtici of Ig is yted as the 1080
on Iq to Qtfierata Vogt.

EXPERittfRTAL BistlLT

A sensitivity (S g) of 0.5 to 1.0
VfpF is observed, he sensitivity

.versus control voltage V4 is shown in
figure S. The sensittrity varies less
than 11 when the outpr t voltage varies
from sy to 9.47. The sensitivity versus
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C is shown in fiqure 4. to the
measurestat, the nell point of the
output is kept at 64 by verging C,Vh
The temperature dependence of
cirEgit is 1951 than D.OÎ DF/0C gain C,
is 47 p‡. The frequency dependtogt of
the output null point is less than 0.001
pF/titz in the osttiletor frequency rene•
of 200ggt to 240 KNr. Sensitiviti
varies less then 11 in the oscillator
frÒuency range of lí0KNz to 220tua. Low
frequency noise limits the resolution to
0.0lpF etroostemperature.

CORCLitSION

The afscrete component bench model
shows that this switched capacitor
c pacitence measurement circuit is
p ogrambia, insensitive ta fixed stray
C pacitance and has high output level
Î'e 10g frequency no!Sg is th
I attation on the resolution. Thi
probles can be solved by using saat! MC
switches and large gate MOS trantistor
for the current mirrors. The higner te
RC time Constant of the switch
reSis ante and the associated capacitor,

he over the low frequency noite
apli ude †P. The .tunction capacitance
a pa 411el with Cy should be made EGoal

:o the Joaction capacitance of the dumy
TCFCI, This util eliminate the voltage
dependent part of the feedðack loon.

When higher performante **
required. modulation af the Cdpati AAC
variation stenal can to used to i rove
the oc stability and avoid th low
frequency noise. This can be done by
using AC control voltage tources instead
of the SC voltaqe tources used in the
bench eladel.
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ABSTRACT

To find ways to improve users' performance of tasks that involve both scrolling and pointing, we studied three dual-
stream input methods, with one stream for pointing and one for scrolling. The results showed that a mouse augmented
with a tracking wheel did not outperform the conventional single stream mouse. Two other methods, a mouse with an
isometric rate-control joystick and a two handed system significantly improved users' performance.
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INTRODUCTION

Typical GUI interfaces feature a single stream of input for all interaction tasks. Alternative methods, such as two-
handed input, have been proposed and demonstrated to be effective in many tasks [e.g. 1, 2]. These ideas are just
beginning to be implemented in mainstream user interfaces. This study investigates user's performance and preferences
with three new dual stream input methods, in a web browsing task.

During browsing, one often needs to alternatively perform scrolling and pointing. With a traditional scroll bar method,
ye are at least the following two limitations. First, the Fitts' index of difficulty of traveling across the screen to

guire the arrow widget at the end of a scroll bar can be up to 8 bits, which may take 2 seconds to complete. Second,
to go to the scroll bar to move a document, even by just one line, takes the perceptual, cognitive and motor resources
away from the main task, breaking the work flow.
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With dual-stream input methods, one stream can be exclusively used for pointing and the other for scrolling. Two of
the dual stream methods we studied were variations of a conventional mouse. One, called WheelMouse in this study,
was a mouse augmented with a rolling wheel for scrolling (the Microsoft IntelliMouseTM, Fig, 1). The second device,
abeled as JSMouse in this study, was a mouse augmented with an isometric joystick (an IBM TrackpointTM) for
arolling (Fig. 2). Both of these devices were manipulated with one hand. The third method, labeled as 2hand

condition, used the same sensors as in the second condition, but with a different design: the isometric joystick was in
the keyboard and was operated by the user's non-dominant hand (Fig. 3)

Fig. 1 Mouse with a tracking wheel, the IntelliMouseTM

Fig. 2 Mouse with a Joystick (Trackpoint(TM))

Fig. 3 Two handed system: an in-keyborad isometric joystick and a mouse

The Experiment
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The goals of the experiment were: 1. Measuring performance and preference of the three dual stream input methods
against conventional smgle stream input; 2. Comparing a rate control isometric joystick with a position control rolling
wheel for scrolling tasks; 3. Contrasting the one handed and two handed methods.

he experimental task was to browse 10 web pages: scroll each page, and find and click on the target hyperlink in the
page, which led to the next web page.

A total of 12 subjects participated in the experiment, with an order balanced within subject design. With each method,
the subjects were first given one practice run which lasted as long as the subjects needed to explore all modes (in the
cases of Mouse and WheelMouse). The subjects were then asked to performed two consecutive tests (10 pages each
test) as quickly as possible.

Of the 12 subjects, all had extensive experience with using a mouse; five had experience with using the in-keyborad
isometric joystick; all but one had no experience with the three dual stream methods. After completing the experiment,
subjects were asked to rate each of the four methods.

Èean me:(sec gith 5gConfidence.error be s

00 ' ' I I'

80
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Fig. 4 Mean Completion time ofweb browsing task

Repeated measure ANOVA analysis on the results showed significantly different completion times among the four
techmques (F 3, 11 = 20.3, p < .0001). As shown in Fig. 4, the JSMouse and 2Hand conditions were 22 and 25 percent
faster, but the WheelMouse condition was 8.7 percent slower than the conventional single stream mouse. The
difference between Mouse and WheelMouse conditions and the difference between JSMouse and 2Hand were not
significant. All other pairwise comparisons were significant.
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