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3 searching mode, a network navigation mode, a network browsing mode, an
4 email reading mode, an email writing mode, a document writing mode, a
5 viewing "pushed" information mode, a finding expert advice mode, and a
6 product purchasing mode.
1 6.  The method of claim 1 further comprising crawling network documents, wherein
2 the crawling comprises parsing crawled documents for links, calculating probable
3 user interest in the parsed links using the learning machine, and preferentially
4 following links likely to be of interest to the user.
1 7. The method of claim | wherein the identified properties of the document 4
2 comprise a user y-independent property selected from the group consisting of:
3 a) a probability P(,d) that the document d is of interest to users interested in a
= 4 topic #;
5 b)  atopic classifier discrete probability distribution P(# d);
- 6 ¢) aproduct model discrete probability distribution P(p!d);
7 d)  product feature values extracted from the document 4;
8 e) an author of the document d;
i f)  anage of the document d;
: 10 g) alist of documents linked to the document d,
1 h) alanguage of the document d;
12 1)  anumber of users who have accessed the document d;
13 j)  anumber of users who have saved the document d in a favorite document
14 list; and
15 k)  alist of users previously interested in the document d.
1 8. The method of claim 1 wherein the parameters of the learning machine define a
2 user u-dependent function selected from the group consisting of:
3 a)  auser topic probability distribution P(r|u) representing interests of the user u
4 in various topics f;
5 b) a user product probability distribution P(p|u) representing interests of the
6 user # in various products p;
7 ¢) auser product feature probability distribution P(flu,p) representing interests
8 of the user u in various features fof each of the various products p;
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9 d) aweb site probability distribution P(s|u) representing interests of the user u
10 in various web sites s;
11 e) acluster probability distribution P(c(u)|u) representing similarity of the user
12 u to users in various clusters c¢(u);
13 f)  a phrase model probability distribution P(w|u) representing interests of the
14 user u in various phrases w;
15 g) an information theory based measure I(],; ) representing mutual
16 information between various phrases w and the user u;
17 h)  an information theory based measure /(I 1) representing mutual information
18 between various topics ¢ and the user u;
19 i)  an information theory based measure (I, 1,) representing mutual
20 information between various web sites s and the user ;.
21 j) an information theory based measure IfI,; I) representing mutual

information between various products p and the user u; and
k)  aninformation theory based measure /(I; J,) representing mutual information

between various features f of each of the various products p and the user .

1 9. The method of claim 1 wherein the parameters of the learning machine define:
2 a)  auser product probability distribution P(p|u) representing interests of the
.3 user « in various products p; and
4 b)  auser product feature probability distribution P(f|u,p) representing interests
5 of the user u in various features fof each of the various products p;
6 and wherein the method further comprises estimating a probability P(u|d, product
7 described=p) that a document d that describes a product p is of interest to the user
3 u, wherein the probability is estimated in part from the user product probability
9 distribution and the user product feature probability distribution.
1 10. The method of claim 9 further comprising recommending products to the
2 uset based on the probability P(u|d, product described=p).
1 11.  The methed of claim 1 further comprising estimating a posterior probability
2 P(u|d,g) that the document d is of interest to the user u, given a query g submitted
3 by the user.
47

PUM 0067932



1
2
3
4

[ T S

UTO-101

13.

16.
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18.

19.

12.  The method of claim 11 wherein estimating the posterior probability

comprises estimating a probability P(q|d,u) that the query ¢ is expressed by

the user # with an information need in the document d.

The method of claim 1 further comprising applying the identified properties of the
document d to a learning machine having product parameters characterizing a
product p to estimate a probability P(p|d) that the document d refers to the product

p.

14. The method of claim 13 further comprising updating the product parameters
based on the identified properties of the document d and the estimated
probability P(p|d).

15. The method of claim 13 further comprising initializing the product

parameters based on a set of documents associated with the product p.

The method of claim 1 further comprising clustering multiple usets into clusters of
similar users, wherein the clustering comprises calculating distances between User
Models, and selecting similar users based on the calculated distances between
User Models.

The method of claim 1 further comprising calculating relative entropy values
between User Models of multiple users, and clustering together users based on the
calculated relative entropy values.

The method of claim 1 wherein the parameters defining the User Model comprise
calculated distances between the User Model and User Models of users similar to
the user.

The method of claim 1 further comprising selecting in a group of users an expert
user in an area of expertise, wherein selecting the expert user comprises finding an
expert User Model among User Models of the group of users, such that the expert
User Model indicates a strong interest of the expert user in a document associated
with the area of expertise.
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24.

25.

26.

27.

28.

The method of claim 1 further comprising parsing the document d for hyperlinks,
and separately estimating for each of the hyperlinks a probability that the

hyperlink is of interest to the user u.

The method of claim 1 further comprising sending to a third party web server user
interest information derived from the User Model, whereby the third party web

server may customize its interaction with the user.

The method of claim 1 wherein the monitored user interactions include a sequence

of interaction times.

The method of claim 1 further comprising initializing the User Model using
information selected from the group consisting of a set of documents provided by
the user, a web browser history file associated with the user, a web browser
bookmarks file associated with the user, ratings by the user of a set of documents,

and previous product purchases made by the user.

The method of claim 1 further comprising modifying the User Model based on

User Model modification requests provided by the user.

The method of claim 1 further comprising providing to the user a score for a
document identified by the user, wherein the score is derived from the estimated

probability.
The method of claim 1 further comprising providing to the user a 3D map of a
hyper linked document collection, wherein the 3D map indicates a user interest in

each document.

The method of claim 1 further comprising temporarily using a User Model that is

built from a set of predetermined parameters of a profile selected by the user.

The method of claim 1 further comprising initializing the User Model by selecting
a set of predetermined parameters of a prototype user selected by the user.
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29. The method of claim 28 further comprising updating the predetermined
2 parameters of the prototype user based on actions of users similar to the
3 prototype user.

30. The method of claim 1 further comprising identifying a set of users interested in
2 the document d.

31. The method of claim 30 further comprising calculating a range of interests in

2 the document d for the identified set of users.
1 32. A program storage device accessible by a central computer, tangibly embodying a
2 program of instructions executable by the central computer to perform method steps for
: 3 providing automatic, personalized information services to a user , the method steps
4 comprising:
5 a)  transparently monitoring user interactions with data while the user is engaged in
6 normal use of a client computer in communication with the central computer;
7 b)  updating user-specific data files, wherein the user-specific data files comprise the
8 monitored user interactions with the data and a set of documents associated with
9 the user;
10 ¢) estimating parameters of a learning machine, wherein the parameters define a User
11 Model specific to the user and wherein the parameters are estimated in part from
12 the user-specific data files;
~~~~~~ 13 d)  analyzing a document d to identify properties of the document;
14 ¢) estimating a probability P(u|d) that the document d is of interest to the user w,
15 wherein the probability P(u|d) is estimated by applying the identified properties of
16 the document to the learning machine having the parameters defined by the User
17 Model; and
18 )  using the estimated probability to provide automatic, personalized information
19 services to the user.

33. The program storage device of claim 32 wherein the user-specific data files

2 include documents of interest to the user # and documents that are not of interest
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34.

37.

38.

to the user , and wherein estimating the parameters comprises distinct treatment

of the documents of interest and the documents that are not of interest.

The program storage device of claim 32 wherein analyzing the document d

provides for the analysis of documents having multiple distinct media types.

The program storage device of claim 32 wherein transparently monitoring user
interactions with data comprises monitoring multiple distinct modes of user

interaction with network data.

36. The program storage device of claim 35 wherein the multiple distinct modes
of user interaction comprise a mode selected from the group consisting of a
network searching mode, a network navigation mode, a network browsing
mode, an email reading mode, an email writing mode, a document writing
mode, a viewing "pushed" information mode, a finding expert advice mode,

and a product purchasing mode.

The program storage device of claim 32 wherein the method steps further
comprise crawling network documents, wherein the crawling comprises parsing
crawled documents for links, calculating probable user interest in the parsed links
using the learning machine, and preferentially following links likely to be of
interest to the user.

The program storage device of claim 32 wherein the identified properties of the

document d comprise a user u-independent property selected from the group

consisting of:

a) a probability P(t,d) that the document d is of interest to users interested in a
topic f;

b) atopic classifier discrete probability distribution P(t|d);

c) aproduct model discrete probability distribution P(p|d);

d) product feature values extracted from the document d;

e) anauthor of the document d;

f)  anage of the document d,

o) alist of documents linked to the document
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12 h)  alanguage of the document d,

13 i)  anumber of users who have accessed the document d;

14 i) a number of users who have saved the document  in a favorite document
15 list; and

16 k)  alist of users previously interested in the document 4.

39. The program storage device of claim 32 wherein the parameters of the learning
machine define a user u-dependent function selected from the group consisting of:
a) a user topic probability distribution P(#|u) representing interests of the user u
in various topics f;

b) a user product probability distribution P(p|u) representing interests of the
user ¥ in various products p;

¢)  auser product feature probability distribution P(f|u,p) representing interests
of the user u in various features f of each of the various products p;

d) a web site probability distribution P(s|u) representing interests of the user u
in various web sites s;

e) a cluster probability distribution P(c(u)|u) representing similarity of the user
u 1o users in various clusters c(u);

f)  a phrase model probability distribution P(w|u) representing interests of the
user ¥ in various phrases w;

g) an information theory based measure I(I,, 1) representing mutual
information between various phrases w and the user u;

h)  aninformation theory based measure /(Z, 1) representing mutual information

between various topics ¢ and the user u;

19 i)  aninformation theory based measure I(Z;; I,) representing mutual
20 information between various web sites s and the user ;.
21 j)  an information theory based measure I(I,; 1) representing mutual
22 information between various products p and the user «; and
23 k)  aninformation theory based measure /(1 I,) representing mutual information
24 between various features f'of each of the various products p and the user u.

| 40. The program storage device of claim 32 wherein the parameters of the learning

2 machine define:
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42.

44.

a)  auser product probability distribution P(p|u) representing interests of the
user # in various products p; and

b)  auser product feature probability distribution P(f|u,p) representing interests
of the user u in various features f of each of the various products p;

d,

product described=p) that a document d that describes a product p is of interest to

and wherein the method steps further comprise estimating a probability P(x

the user u, wherein the probability is estimated in part the user product probability

distribution and the user product feature probability distribution.

41. The program storage device of claim 40 wherein the method steps further
comprise recommending products to the user based on the probability P(u|d

product described=p).

The program storage device of claim 32 wherein the method steps further
comprise estimating a posterior probability P(u|d,g) that the document d is of

interest to the user u, given a query g submitted by the user.

43. The program storage device of claim 42 wherein estimating the posterior
probability comprises estimating a probability P(g|d,u) that the query g is
expressed by the user # with an information need in the document d.

The program storage device of claim 32 wherein the method steps further
comprise applying the identified properties of the document d to a learning
machine having product parameters characterizing a product p to estimate a

probability P(p|d) that the document d refers to the product p.

45. The program storage device of claim 44 wherein the method steps further
comprise updating the product parameters based on the identified properties
of the document d and the estimated probability P(p|d).

46. The program storage device of claim 44 wherein the method steps further

comprise initializing the product parameters based on a set of documents

associated with the product p.
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49.

50.

51.

52.

53.

54.

The program storage device of claim 32 wherein the method steps further
comprise clustering multiple users into clusters of similar users, wherein the
clustering comprises calculating distances between User Models, and selecting

similar users based on the calculated distances between User Models.

The program storage device of claim 32 wherein the method steps further
comprise calculating relative entropy values between User Models of multiple

users, and clustering together users based on the calculated relative entropy values.

The program storage device of claim 32 wherein the parameters defining the User
Model comprise calculated distances between the User Model and User Models of

users similar to the user.

The program storage device of claim 32 wherein the method steps further
comprise selecting in a group of users an expert user in an area of expertise,
wherein selecting the expert user comprises finding an expert User Model among
User Models of the group of users, such that the expert User Model indicates a
strong interest of the expert user in a document associated with the area of

expertise.

The program storage device of claim 32 wherein the method steps further
comprise parsing the document d for hyperlinks, and separately estimating for
each of the hyperlinks a probability that the hyperlink is of interest to the user u.

The program storage device of claim 32 wherein the method steps further
comprise sending to a third party web server user interest information derived
from the User Model, whereby the third party web server may customize its

interaction with the user.

The program storage device of claim 32 wherein the monitored user interactions

include a sequence of interaction times.

The program storage device of claim 32 wherein the method steps further
comprise initializing the User Model using information selected from the group
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61.

consisting of a set of documents provided by the user, a web browser history file
associated with the user, a web browser bookmarks file associated with the user,
ratings by the user of a set of documents, and previous product purchases made by
the user.

The program storage device of claim 32 wherein the method steps further
comprise modifying the User Model based on User Model modification requests
provided by the user.

The program storage device of claim 32 wherein the method steps further
comprise providing to the user a score for a document identified by the user,

wherein the score is derived from the estimated probability.

The program storage device of claim 32 wherein the method steps further
comprise providing to the user a 3D map of a hyper linked document collection,

wherein the 3D map indicates a user interest in each document.

The program storage device of claim 32 wherein the method steps further
comprise temporarily using a User Model that is built from a set of predetermined
parameters of a profile selected by the user.

The program storage device of claim 32 wherein the method steps further

comprise initializing the User Model by selecting a set of predetermined

parameters of a prototype user selected by the user.

60. The program storage device of claim 59 wherein the method steps further
comprise updating the predetermined parameters of the prototype user based

on actions of users similar to the prototype user.

The program storage device of claim 32 wherein the method steps further
comprise identifying a set of users interested in the document d.
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62. The program storage device of claim 61 wherein the method steps further

comprise calculating a range of interests in the document d for the identified

('S ) [\ —_

set of users.
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ABSTRACT OF THE DISCLOSURE

A method for providing automatic, personalized information services to a computer user
includes the following steps: transparently monitoring user interactions with data during
normal use of the computer; updating user-specific data files including a set of user-related
documents; estimating parameters of a learning machine that define a User Model specific to
the user, using the user-specific data files; analyzing a document to identify its properties;
estimating the probability that the user is interested in the document by applying the
document properties to the parameters of the User Model; and providing personalized
services based on the estimated probability. Personalized services include personalized
searches that return only documents of interest to the user, personalized crawling for
maintaining an index of documents of interest to the user; personalized navigation that
recommends interesting documents that are hyperlinked to documents currently being
viewed; and personalized news, in which a third party server customized its interaction with
the user. The User Model includes continually-updated measures of user interest in words or
phrases, web sites, topics, products, and product features. The measures are updated based on
both positive examples, such as documents the user bookmarks, and negative examples, such
as search results that the user does not follow. Users are clustered into groups of similar users
by calculating the distance between User Models.
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User Product Distribution
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s Fitle 35, United States Code, $112, T acknowledge the duty o disclose matorial infurmation ax defined in Titlc 37, Code of Tedersl
= Regulations, §1.56 which occumat hatween tho filing dale of the prior application end the natiunal or PCT inferaational filing data of this

ipplication,
PRIOR 1. 8. APPLICATION(S)

60/173,392 12/28/99 Patented | [ } Ponding

horeby appoint Thomas 1. Mebariane, Reg No, 19,299, Marek Alboszts, Reg, No, 39,804, and Rena Kaminsky, Reg. No, P-46,818 as my
gents with full power of subsiitution 1 prosecute this application ad transact all business ln the Uniled Siates Patent and ‘Trademark Offfe
conneited therewith,  Divect all correspondence to:

Rena Kaminsky

Lumen

45 Cabot Ave., Suite 110
Santa Clara, CA 95051
Telephone: 408-260-7300
Fux: 408-360-7301

The wiiorniy docket number for this cuse i UT0-101,

 declase thes all simements made herein of my uwn knuwledge are truc and that ! stulements made on information and buicl ars helieved 10 be
true; and fusther that these statemonts were made with the knowlodge that wiliful falsc statcments and the like so made arc punishable by fine of
imprisnament, or both undes Titke 18, $100) of the United States Code, akl thit such wiliful false statoments may jeopardize the validity of
the application or any pient issued thereon,

N

INVENTOR STGNATURE(S) ‘ // /
Honia &) Toe 5 oo (%o
YOCHALKONIGV | Dae ROY TWERRKY f/ Date
Q2~\S' -2o0
Daje
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Altorney Docket No: UTQs101
POWER OF ATTORNEY BY ASSIGNEE

. The undersigned ussignec of the entire interest in the attached application for | atters Patent for the
invention entitled:

Automatic, Personalized Online Information and Product Services

by virtue of Assignment recorded concusrently herewith hersby appoints Thomas 3, McFarlane, Reg. No,
30,299, Marck Alboszta, Reg, No, 39,894, and Rena Kaminsky, Rog. No. P-46,818 as its attomeys to
prosecutc the atlached application and to transact all business in the Patent and Trademurk Office connected
therewith, suid appeintment Lo be to the cxclusion of the inventor(s) and their attomey(s) in accordance with
the provisions of Rule 32 of the Patent Office Rules of Practice.

Please direct all communication relative to said application to the following correspondence address:

Rena Kaminsky
Lumen
45 Cabot Ave., Suite 110
Santa Clara, California 95051
Telephone: 408-260-7300
Facsimile; 408-260-7301

‘ T am duly authotized to sign this instrument on hehalf of assignee corporation. 1 hereby doclare
& that, to the hest of my knowledge and belief, title is in the assignee herein, and T alfirm review of the
3 Assignment document concurrently submitted and believe that the attached application has been assigned o
=1 gssignee herein und that assignee therefore has the right to make this Power of Auorncy and Exclusion of
:=  Inventor(s).

Tdectare that all statements mude herein of my own knowledge are true and that all statements made
on information and heliel arc belicved to be true; and further, that these sttements were made with the
knowlcdge that willful false siastements and the like so made are punishable by linc or imprisonment, or
hoth, under Section 1001 of Title 18 of the United States Code and that such willful fulse stalements may
jeopardize the validity of the application or any patent issued therson.

7 ASSIGNEE:

Utopy, Ing,
330 Fell Street
San Francisco, CA 94102

Official Amhm‘i?? to Act on Behall of Assignec:
J \
Signature: M‘Q’&)D une }S pU
Nume: ﬁVt)cbgfl_‘L ! Kom' q ate
T  Diceciol, CTO Y

Power of Atiarncy hy Assighee
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