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ABSTRACT
A method for providing automatic, personalized information services to a computer user includes the following steps: transparently monitoring user interactions with data during normal use of the computer; updating user-specific data files including a set of user-related documents; estimating parameters of a learning machine that define a User Model specific to the user, using the user-specific data files; analyzing a document to identify its properties; estimating the probability that the user is interested in the document by applying the document properties to the parameters of the User Model; and providing personalized services based on the estimated probability. Personalized services include personalized searches that return only documents of interest to the user, personalized crawling for maintaining an index of documents of interest to the user; personalized navigation that recommends interesting documents that are hyperlinked to documents currently being viewed; and personalized news, in which a third party server customized its interaction with the user. The User Model includes continually-updated measures of user interest in words or phrases, web sites, topics, products, and product features. The measures are updated based on both positive examples, such as documents the user bookmarks, and negative examples, such as search results that the user does not follow. Users are clustered into groups of similar users by calculating the distance between User Models.
(Continued) 62 Claims, 19 Drawing Sheets
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Fig. 1


Fig. 2


Fig. 3

Informative Word/Phrase List

| Word ID | Word Grade | Last Access <br> Time | Number of <br> Accesses |
| :--- | :---: | :---: | :---: |
| Vegan | 0.86 | $3 / 6 / 200012: 22: 41$ | 173 |
| Parasail | 0.72 | $4 / 15 / 200018: 51: 27$ | 220 |

Fig. 4A

Web Site Distribution

| Site ID | Site <br> Probability | Last Access <br> Time | Number of <br> Accesses |
| :--- | :---: | :---: | :---: |
| herring.com | 0.61 | $5 / 1 / 200019: 15: 21$ | 152 |
| Java.com | 0.43 | $4 / 24 / 20003: 16: 18$ | 460 |

Fig. 4B

User Topic Distribution

| Topic ID | Topic Parent | Topic <br> Probability | Last Access <br> Time | Number of <br> Accesses |
| :---: | :---: | :---: | :---: | :---: |
| Computers | Industries | 0.6 | $12 / 2 / 19991: 21: 22$ | 74 |
| Publishing | Industries | 0.31 | $1 / 2 / 20006: 25: 31$ | 62 |

Fig. 4C
User Product Distribution

| Product ID | Product <br> Parent | Product <br> Probability | Last Purchase <br> Time | Number of <br> Purchases | Last Access <br> Time | Number of <br> Accesses |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3Com | Without <br> Palm 3E | 0.73 | $12 / 16 / 1999$ <br> Keyboards | $0.21: 21$ | 1 | $5 / 2 / 2000$ <br> $16: 01: 21$ |
| Without <br> Keyboards | Handhelds/ <br> PDAs | 0.81 | $12 / 16 / 1999$ <br> $17: 21: 21$ | 1 | $3 / 15 / 2000$ <br> $17: 21: 21$ | 98 |

Fig. 4D

Fig. 4E


Fig. 5A

User Cluster Tree

| Cluster ID | Cluster <br> Parent ID |
| :---: | :---: |
| C123 | C3345 |

Fig. 5B


Fig. 6A

User Fuzzy Cluster Tree

| Cluster ID | Cluster Parent <br> ID | Cluster <br> Probability |
| :---: | :---: | :---: |
| Bob | C 1 | 0.3 |
| Bob | C 2 | 0.2 |
| Bob | C 3 | 0.1 |
| Bob | C 4 | 0.4 |
| C 1 | C 11 | 0.2 |

Fig. 6B


Fig. 7
Topic Tree

| Topic ID | Depth <br> Level | Topic Parent <br> ID | Number of <br> Children | Children |
| :---: | :---: | :---: | :---: | :---: |
| Investing | 2 | Business | 3 | International, Resources, Socially Responsible |
| Employment | 2 | Business | 4 | Careers, Recruiters, Resumes, Seasonal |

Fig. 8
Topic Experts

| Topic ID | Topic Parent <br> ID | Cluster 1 | Cluster 2 | Cluster 2 |
| :---: | :---: | :---: | :---: | :---: |
| Investing | Business | C 112 | C 113 | C 114 |
| Employment | Business | C 241 | C 212 | C 159 |

Fig. 9


Fig. 10

Product Tree

| Product ID | Depth <br> Level | Product <br> Parent ID | Number of <br> Children | Children |
| :---: | :---: | :---: | :---: | :---: |
| Cameras | 3 | Consumer <br> Electronics | 2 | Digital Cameras, <br> Webcams |
| Consumer <br> Electronics | 2 | Top | 3 | CD Players, Cameras, <br> Personal Minidiscs |

Fig. 11

Product Feature List

| Product ID | Feature | Value |
| :---: | :---: | :---: |
| Sony CDP-CX350 | Brand | Sony |
| Sony CDP-CX350 | CD Capacity | 50 Discs or Greater |
| Sony CDP-CX350 | Digital Output | Optical |

Fig. 12A

Product Feature Value List

| Feature | Value |
| :---: | :---: |
| Digital Output | Coaxial and Optical |
| Digital Output | Coaxial |
| Digital Output | Optical |
| Digital Output | No |

Fig. 12B

User Recently Accessed Butter

| Document ID | Access <br> Time | Interaction <br> Type | Context | Degree of Interest |
| :---: | :---: | :---: | :---: | :---: |
| www.herring.com/insider | $5 / 12 / 2000$ <br> $14: 37: 21$ | Navigation | bookmark access | positive, followed 3 links <br> 12 minutes |
| www.m-w.com | $5 / 12 / 2000$ <br> $15: 08: 21$ | Search | query "dictionary" | positive, followed 5 links <br> bookmarked, 21 minutes |

Fig. 14

## User Site Candidate Table

| Site Name | Number of <br> Access | Last Access <br> Time |
| :---: | :---: | :---: |
| www.herring.com | 157 | $5 / 12 / 2000$ <br> $14: 37: 21$ |
| www.m-w.com | 162 | $5 / 12 / 2000$ <br> $15: 08: 21$ |

Fig. 15A

User Word Candidate Table

| Word ID | Word Spelling | Word Spelling | Word <br> Grade | Last Access <br> Time |
| :---: | :--- | :---: | :---: | :---: |
| Cytochrome | Cytochrome | Cytocrome | 0.67 | $4 / 16 / 200$ <br> $7: 10: 01$ |
| Hyperbilirubinemia | Hyperbilirubinemia | Hyperbilirubenema | 0.58 | $4 / 27 / 2000$ <br> $12: 18: 42$ |

Fig. 15B

User Recently Purchased Products

| Product ID | Parent <br> Node | Purchase Time | Purchase Source |
| :---: | :---: | :---: | :---: |
| Panasonic <br> SL-502 | Discmans | $5 / 1 / 2000$ 16:01:04 | ebyweb.com |
| Hitachi <br> VM6500A | Camcorders | $5 / 3 / 2000$ 18:19:21 | supremevideo.com |

Fig. 16



Fig. 18


Fig. 19


Fig. 20


Fig. 21


Fig. 22

## AUTOMATIC, PERSONALIZED ONLINE INFORMATION AND PRODUCT SERVICES

## CROSS-REFERENCE TO RELATED APPLICATIONS

This application claims the benefit of U.S. Provisional Application No. 60/173,392 filed Dec. 28, 1999, which is herein incorporated by reference.

## FIELD OF THE INVENTION

This invention relates generally to methods for personalizing a user's interaction with information in a computer network. More particularly, it relates to methods for predicting user interest in documents and products using a learning machine that is continually updated based on actions of the user and similar users.

## BACKGROUND ART

The amount of static and dynamic information available today on the Internet is staggering, and continues to grow exponentially. Users searching for information, news, or products and services are quickly overwhelmed by the volume of information, much of it useless and uninformative. A variety of techniques have been developed to organize, filter, and search for information of interest to a particular user. Broadly, these methods can be divided into information filtering techniques and collaborative filtering techniques.

Information filtering techniques focus on the analysis of item content and the development of a personal user interest profile. In the simplest case, a user is characterized by a set of documents, actions regarding previous documents, and user-defined parameters, and new documents are characterized and compared with the user profile. For example, U.S. Pat. No. 5,933,827, issued to Cole et al., discloses a system for identifying new web pages of interest to a user. The user is characterized simply by a set of categories, and new documents are categorized and compared with the user's profile. U.S. Pat. No. 5,999,975, issued to Kittaka et al., describes an online information providing scheme that characterizes users and documents by a set of attributes, which are compared and updated based on user selection of particular documents. U.S. Pat. No. 6,006,218, issued to Breese et al., discloses a method for retrieving information based on a user's knowledge, in which the probability that a user already knows of a document is calculated based on userselected parameters or popularity of the document. U.S. Pat. No. $5,754,939$, issued to Herz et al., discloses a method for identifying objects of interest to a user based on stored user profiles and target object profiles. Other techniques rate documents using the TFIDF (term frequency, inverse document frequency) measure. The user is represented as a vector of the most informative words in a set of user-associated documents. New documents are parsed to obtain a list of the most informative words, and this list is compared to the user's vector to determine the user's interest in the new document.

Existing information filtering techniques suffer from a number of drawbacks. Information retrieval is typically a two step process, collection followed by filtering; information filtering techniques personalize only the second part of the process. They assume that each user has a personal filter, and that every network document is presented to this filter. This assumption is simply impractical given the current size
and growth of the Internet; the number of web documents is expected to reach several billion in the next few years. Furthermore, the dynamic nature of the documents, e.g., news sites that are continually updated, makes collection of documents to be filtered later a challenging task for any system. User representations are also relatively limited, for example, including only a list of informative words or products or user-chosen parameters, and use only a single mode of interaction to make decisions about different types of documents and interaction modes. In addition, information filtering techniques typically allow for extremely primitive updating of a user profile, if any at all, based on user feedback to recommended documents. As a user's interests change rapidly, most systems are incapable of providing sufficient personalization of a user's experience.

Collaborative filtering methods, in contrast, build databases of user opinions of available items, and then predict a user opinion based on the judgments of similar users. Predictions typically require offline data mining of very large databases to recover association rules and patterns; a significant amount of academic and industrial research is focussed on developing more efficient and accurate data mining techniques. The earliest collaborative filtering systems required explicit ratings by the users, but existing systems are implemented without the user's knowledge by observing user actions. Ratings are inferred from, for example, the amount of time a user spends reading a document or whether a user purchases a particular product. For example, an automatic personalization method is disclosed in B. Mobasher et al., "Automatic Personalization Through Web Usage Mining," Technical Report TR99-010, Department of Computer Science, Depaul University, 1999. Log files of documents requested by users are analyzed to determine usage patterns, and online recommendations of pages to view are supplied to users based on the derived patterns and other pages viewed during the current session.

Recently, a significant number of web sites have begun implementing collaborative filtering techniques, primarily for increasing the number and size of customer purchases. For example, Amazon.com ${ }^{\mathrm{TM}}$ has a "Customers Who Bought" feature, which recommends books frequently purchased by customers who also purchased a selected book, or authors whose work is frequently purchased by customers who purchased works of a selected author. This feature uses a simple "shopping basket analysis"; items are considered to be related only if they appear together in a virtual shopping basket. Net Perceptions, an offshoot of the GroupLens project at the University of Minnesota, is a company that provides collaborative filtering to a growing number of web sites based on data mining of server logs and customer transactions, according to predefined customer and product clusters.

Numerous patents disclose improved collaborative filtering systems. A method for item recommendation based on automated collaborative filtering is disclosed in U.S. Pat. No. $6,041,311$, issued to Chislenko et al. Similarity factors are maintained for users and for items, allowing predictions based on opinions of other users. In an extension of standard collaborative filtering, item similarity factors allow predictions to be made for a particular item that has not yet been rated, but that is similar to an item that has been rated. A method for determining the best advertisements to show to users is disclosed in U.S. Pat. No. 5,918,014, issued to Robinson. A user is shown a particular advertisement based on the response of a community of similar users to the particular advertisement. New ads are displayed randomly, and the community interest is recorded if enough users click
on the ads. A collaborative filtering system using a belief network is disclosed in U.S. Pat. No. 5,704,317, issued to Heckerman et al., and allows automatic clustering and use of non-numeric attribute values of items. A multi-level mindpool system for collaborative filtering is disclosed in U.S. Pat. No. 6,029,161, issued to Lang et al. Hierarchies of users are generated containing clusters of users with similar properties.

Collaborative filtering methods also suffer from a number of drawbacks, chief of which is their inability to rate content of an item or incorporate user context. They are based only on user opinions; thus an item that has never been rated cannot be recommended or evaluated. Similarly, obscure items, which are rated by only a few users, are unlikely to be recommended. Furthermore, they require storage of a profile for every item, which is unfeasible when the items are web pages. New items cannot be automatically added into the database. Changing patterns and association rules are not incorporated in real time, since the data mining is performed offline. In addition, user clusters are also static and cannot easily be updated dynamically.

Combinations of information filtering and collaborative filtering techniques have the potential to supply the advantages provided by both methods. For example, U.S. Pat. No. $5,867,799$, issued to Lang et al., discloses an information filtering method that incorporates both content-based filtering and collaborative filtering. However, as with contentbased methods, the method requires every document to be filtered as it arrives from the network, and also requires storage of a profile of each document. Both of these requirements are unfeasible for realistically large numbers of documents. An extension of this method, described in U.S. Pat. No. $5,983,214$, also to Lang et al., observes the actions of users on content profiles representing information entities. Incorporating collaborative information requires that other users have evaluated the exact content profile for which a rating is needed.

In summary, none of the existing prior art methods maintain an adaptive content-based model of a user that changes based on user behavior, allow for real-time updating of the model, operate during the collection stage of information retrieval, can make recommendations for items or documents that have never been evaluated, or model a user based on different modes of interaction.

## OBJECTS AND ADVANTAGES

Accordingly, it is a primary object of the present invention to provide a method of personalizing user interaction with network documents that maintains an adaptive contentbased profile of the user.

It is another object of the invention to incorporate into the profile user behavior during different modes of interaction with information, thus allowing for cross-fertilization. Learning about the user interests in one mode benefits all other modes.

It is a further object of the invention to provide a method that jointly models the user's information needs and product needs to provide stronger performance in both modes.

It is an additional object of the invention to provide a method that personalizes both the collection and filtering stages of information retrieval to manage efficiently the enormous number of existing web documents.

It is another object of the invention to provide a method for predicting user interest in an item that incorporates the opinions of similar users without requiring storage and maintenance of an item profile.

It is a further object of the invention to provide an information personalization method that models the user as a function independent of any specific representation or data structure, and represents the user interest in a document or product independently of any specific user information need. This approach enables the addition of new knowledge sources into the user model.
It is an additional object of the present invention to provide a method based on Bayesian statistics that updates the user profile based on both negative and positive examples.
It is a further object of the invention to model products by analyzing all relevant knowledge sources, such as press releases, reviews, and articles, so that a product can be recommended even if it has never been purchased or evaluated previously.

## SUMMARY

These objects and advantages are attained by a computerimplemented method for providing automatic, personalized information services to a user. User interactions with a computer are transparently monitored while the user is engaged in normal use of the computer, and monitored interactions are used to update user-specific data files that include a set of documents associated with the user. Parameters of a learning machine, which define a User Model specific to the user, are estimated from the user-specific data files. Documents that are of interest and documents that are not of interest to the user are treated distinctly in estimating the parameters. The parameters are used to estimate a probability $\mathrm{P}(u l d)$ that a document is of interest to the user, and the estimated probability is then used to provide personalized information services to the user.
The probability is estimated by analyzing properties of the document and applying them to the learning machine. Documents of multiple distinct media types of analyzed, and identified properties include: the probability that the document is of interest to users who are interested in particular topics, a topic classifier probability distribution, a product model probability distribution, product feature values extracted from the document, the document author, the document age, a list of documents linked to the document, the document language, number of users who have accessed the document, number of users who have saved the document in a favorite document list, and a list of users previously interested in the document. All properties are independent of the particular user. The product model probability distribution, which indicates the probability that the document refers to particular products, is obtained by applying the document properties to a product model, a learning machine with product parameters characterizing particular products. These product parameters are themselves updated based on the document properties and on the product model probability distribution. Product parameters are initialized from a set of documents associated with each product.

User interactions are monitored during multiple distinct modes of user interaction with network data, including a network searching mode, network navigation mode, network browsing mode, email reading mode, email writing mode, document writing mode, viewing "pushed" information mode, finding expert advice mode, and product purchasing mode. Based on the monitored interactions, parameters of the learning machine are updated. Learning machine parameters define various user-dependent functions of the User Model, including a user topic probability distribution representing interests of the user in various topics, a user
product probability distribution representing interests of the user in various products, a user product feature probability distribution representing interests of the user in various features of each of the various products, a web site probability distribution representing interests of the user in various web sites, a cluster probability distribution representing similarity of the user to users in various clusters, and a phrase model probability distribution representing interests of the user in various phrases. Some of the userdependent functions can be represented as information theory based measures representing mutual information between the user and either phrases, topics, products, features, or web sites. The product and feature distributions can also be used to recommend products to the user.

The User Model is initialized from documents provided by the user, a web browser history file, a web browser bookmarks file, ratings by the user of a set of documents, or previous product purchases made by the user. Alternatively, the User Model may be initialized by selecting a set of predetermined parameters of a prototype user selected by the user. Parameters of the prototype user are updated based on actions of users similar to the prototype user. The User Model can be modified based on User Model modification requests provided by the user. In addition, the user can temporarily use a User Model that is built from a set of predetermined parameters of a profile selected by the user.

Distances between users are calculated to determine similar users, who are clustered into clusters of similar users. Parameters defining the User Model may include the calculated distances between the User Model and User Models of users within the user's cluster. Users may also be clustered based on calculated relative entropy values between User Models of multiple users.

A number of other probabilities can be calculated, such as a posterior probability $\mathrm{P}(\mathrm{uld}, \mathrm{q})$ that the document is of interest to the user, given a search query submitted by the user. Estimating the posterior probability includes estimating a probability that the query is expressed by the user with an information need contained in the document. In addition, the probability $\mathrm{P}(\mathrm{uld}, \mathrm{con})$ that the document is of interest to the user during a current interaction session can be calculated. To do so, $\mathrm{P}(\mathrm{u}$, conld $) / \mathrm{P}($ conld $)$ is calculated, where con represents a sequence of interactions during the current interaction session or media content currently marked by the user. A posterior probability $\mathrm{P}(\mathrm{uld}, \mathrm{q}, \mathrm{con})$ that the document is of interest to the user, given a search query submitted during a current interaction session, can also be calculated.

A variety of personalized information services are provided using the estimated probabilities. In one application, network documents are crawled and parsed for links, and probable interest of the user in the links is calculated using the learning machine. Links likely to be of interest to the user are followed. In another application, the user identifies a document, and a score derived from the estimated probability is provided to the user. In an additional application, the user is provided with a three-dimensional map indicating user interest in each document of a hyperlinked document collection. In a further application, an expert user is selected from a group of users. The expert user has an expert User Model that indicates a strong interest in a document associated with a particular area of expertise. Another application includes parsing a viewed document for hyperlinks and separately estimating for each hyperlink a probability that the linked document is of interest to the user. In a further application, user interest information derived from the User Model is sent to a third party web server that then customizes its interaction with the user. Finally, a set of users

FIG. 9 is a table that stores the names of clusters having the most interest in nodes of the topic tree of FIG. 7, used to implement the topic experts model.

FIG. 10 illustrates a portion of a product tree.
FIG. 11 is a table that stores nodes of the product tree of FIG. 10.

FIG. 12A is a table that stores feature values of products of the product tree of FIG. $\mathbf{1 0}$.

FIG. 12B is a table that stores potential values of product 35 features associated with intermediate nodes of the product tree of FIG. 10.

FIG. 13 is a schematic diagram of the method of initializing the User Model.

FIG. 14 illustrates the user recently accessed buffer, which 0 records all user interactions with documents.

FIG. 15A is a table for storing sites that are candidates to include in the user site distribution.

FIG. 15B is a table for storing words that are candidates to include in the user word distribution.
FIG. 16 is a table that records all products the user has purchased.

FIG. 17 is a schematic diagram of the method of applying the User Model to new documents to estimate the probability of user interest in the document.
FIG. 18 is a block diagram of the personal crawler application of the present invention.
FIG. 19 is a block diagram of the personal search application of the present invention.

FIG. 20 is a block diagram of the personal navigation application of the present invention.

FIG. 21 is a block diagram of the document barometer application of the present invention.

FIG. 22 is a schematic diagram of the three-dimensional map application of the present invention.

## DETAILED DESCRIPTION

Although the following detailed description contains many specifics for the purposes of illustration, anyone of 65 ordinary skill in the art will appreciate that many variations and alterations to the following details are within the scope of the invention. Accordingly, the following preferred
embodiment of the invention is set forth without any loss of generality to, and without imposing limitations upon, the claimed invention.

The present invention, referred to as Personal Web, provides automatic, personalized information and product services to a computer network user. In particular, Personal Web is a user-controlled, web-centric service that creates for each user a personalized perspective and the ability to find and connect with information on the Internet, in computer networks, and from human experts that best matches his or her interests and needs. A computer system 10 implementing Personal Web 12 is illustrated schematically in FIG. 1. Personal Web 12 is stored on a central computer or server 14 on a computer network, in this case the Internet 16, and interacts with client machines $18,20,22,24,26$ via clientside software. Personal Web 12 may also be stored on more than one central computers or servers that interact over the network. The client-side software may be part of a web browser, such as Netscape Navigator or Microsoft Internet Explorer, configured to interact with Personal Web 12, or it may be distinct from but interacting with a client browser. Five client machines are illustrated for simplicity, but Personal Web 12 is intended to provide personalized web services for a large number of clients simultaneously.

For all of the typical interactions that a user has with a computer network, such as the world wide web, Personal Web $\mathbf{1 2}$ provides a personalized version. Personal Web 12 stores for each user a User Model 13 that is continuously and transparently updated based on the user's interaction with the network, and which allows for personalization of all interaction modes. The User Model represents the user's information and product interests; all information that is presented to the user has been evaluated by the User Model to be of interest to the user. The User Model allows for cross fertilization; that is, information that is learned in one mode of interaction is used to improve performance in all modes of interaction. The User Model is described in detail below.

Five examples of personalized interaction modes provided by the present invention are illustrated in FIG. 1. However, it is to be understood that the present invention provides for personalization of all modes, and that the following examples in no way limit the scope of the present invention. Personal Web is active during all stages of information processing, including collection, retrieval, filtering, routing, and query answering.

Client 18 performs a search using Personal Web 12 by submitting a query and receiving personalized search results. The personal search feature collects, indexes, and filters documents, and responds to the user query, all based on the user profile stored in the User Model 13. For example, the same query (e.g., "football game this weekend" or "opera") submitted by a teenager in London and an adult venture capitalist in Menlo Park returns different results based on the personality, interests, and demographics of each user. By personalizing the collection phase, the present invention does not require that all network documents be filtered for a particular user, as does the prior art.

Client 20 browses the web aided by Personal Web 12. In browsing mode, the contents of a web site are customized according to the User Model 13. Personal Web interacts with a cooperating web site by supplying User Model information, and a web page authored in a dynamic language (e.g., DHTML) is personalized to the user's profile. In navigation mode, a personal navigation aid suggests to the user relevant links within the visited site or outside it given the context, for example, the current web page and previously visited pages, and knowledge of the user profile.

Client 22 illustrates the find-an-expert mode of Personal Web 12. The user supplies an expert information or product need in the form of a sample web page or text string, and Personal Web 12 locates an expert in the user's company, circle of friends, or outside groups that has the relevant information and expertise, based on the expert's User Model The located expert not only has the correct information, but presents it in a manner of most interest to the user, for example, focussing on technical rather than business details of a product.

Client 24 uses the personal pushed information mode of Personal Web 12. Personal Web 12 collects and presents personal information to a user based on the User Model 13. The pushed information is not limited to a fixed or category or topic, but includes any information of interest to the user. In communities, organizations, or group of users, the pushed information can include automatic routing and delivery of newly created documents that are relevant to the users.
Finally, client 26 illustrates the product recommendation mode of Personal Web 12. The user submits a query for information about a product type, and Personal Web 12 locates the products and related information that are most relevant to the user, based on the User Model 13. As described further below, product information is gathered from all available knowledge sources, such as product reviews and press releases, and Personal Web 12 can recommend a product that has never been purchased or rated by any users.
All of the above features of Personal Web 12 are based on a User Model 13 that represents user interests in a document or product independently of any specific user information need, i.e., not related to a specific query. The User Model 13 is a function that is developed and updated using a variety of knowledge sources and that is independent of a specific representation or data structure. The underlying mathematical framework of the modeling and training algorithms discussed below is based on Bayesian statistics, and in particular on the optimization criterion of maximizing posterior probabilities. In this approach, the User Model is updated based on both positive and negative training examples. For example, a search result at the top of the list that is not visited by the user is a negative training example.
The User Model 13, with its associated representations, is an implementation of a learning machine. As defined in the art, a learning machine contains tunable parameters that are altered based on past experience. Personal Web 12 stores parameters that define a User Model 13 for each user, and the parameters are continually updated based on monitored user interactions while the user is engaged in normal use of a computer. While a specific embodiment of the learning machine is discussed below, it is to be understood that any model that is a learning machine is within the scope of the present invention.

The present invention can be considered to operate in three different modes: initialization, updating or dynamic learning, and application. In the initialization mode, a User Model 13 is developed or trained based in part on a set of user-specific documents. The remaining two modes are illustrated in the block diagram of FIG. 2. While the user is engaged in normal use of a computer, Personal Web 12 operates in the dynamic learning mode to transparently monitor user interactions with data (step 30) and update the User Model 13 to reflect the user's current interests and needs. This updating is performed by updating a set of user-specific data files in step 32, and then using the data files to update the parameters of the User Model 13 in step 34. The user-specific data files include a set of documents
and products associated with the user, and monitored user interactions with data. Finally, Personal Web 12 applies the User Model 13 to unseen documents, which are first analyzed in step 36, to determine the user's interest in the document (step 38), and performs a variety of services based on the predicted user interest (step 40). In response to the services provided, the user performs a series of actions, and these actions are in turn monitored to further update the User Model 13.

The following notation is used in describing the present invention. The user and his or her associated representation are denoted with u , a user query with q , a document with d, a product or service with $p$, a web site with $s$, topic with $t$, and a term, meaning a word or phrase, with w. The term "document" includes not just text, but any type of media, including, but not limited to, hypertext, database, spreadsheet, image, sound, and video. A single document may have one or multiple distinct media types. Accordingly, the set of all possible documents is D , the set of all users and groups is U , the set of all products and services is P , etc. The user information or product need is a subset of $D$ or $P$. Probability is denoted with P , and a cluster of users or of clusters with c, with which function semantics are used. For example, $\mathrm{c}(\mathrm{c}(\mathrm{u}))$ is the cluster of clusters in which the user u is a member ("the grandfather cluster"). Note that an explicit notation of world knowledge, such as dictionaries, atlases, and other general knowledge sources, which can be used to estimate the various posterior probabilities, is omitted.

A document classifier is a function whose domain is any document, as defined above, and whose range is the continuous interval $[0,1]$. For example, a document classifier may be a probability that a document $d$ is of interest to a particular user or a group of users. Specific document classifiers of the present invention are obtained using the User Model 13 and Group Model. The User Model 13 represents the user interest in a document independent of any specific user information need. This estimation is unique to each user. In strict mathematical terms, given a user $u$ and a document d, the User Model 13 estimates the probability $\mathrm{P}(\mathrm{uld}) . \mathrm{P}(\mathrm{uld})$ is the probability of the event that the user $u$ is interested in the document d, given everything that is known about the document d. This classifier is extended to include P (uld,con), the probability that a user is interested in a given document based on a user's current context, for example, the web pages visited during a current interaction session.

The Group or Cluster Model is a function that represents the interest level of a group of users in a document independently of any specific information need. For example, for the group of users $\mathrm{c}(\mathrm{u})$, the mathematical notation of this probability, which is determined by applying the Group Model to a document d , is $\mathrm{P}(\mathrm{c}(\mathrm{u}) \mathrm{d})$.

A schematic diagram of the User Model is shown in FIG. 3, which illustrates the various knowledge sources (in circles) used as input to the User Model. The knowledge sources are used to initialize and update the User Model, so that it can accurately take documents and generate values of user interest in the documents, given the context of the user interaction. Note that some of the knowledge sources are at the individual user level, while others refer to aggregated data from a group of users, while still others are independent of all users. Also illustrated in FIG. 3 is the ability of the User Model to estimate a user interest in a given product, represented mathematically as the interest of a user in a particular document, given that the document describes the product: $P$ (userldocument, product described=p). As explained further below, the long-term user interest in a
product is one of many probabilities incorporated into the computation of user interest in all documents, but it can also be incorporated into estimation of a current user interest in a product.

Beginning at the bottom left of FIG. 3, User Data and Actions include all user-dependent inputs to the User Model, including user browser documents, user-supplied documents, other user-supplied data, and user actions, such as browsing, searching, shopping, finding experts, and reading news. Data and actions of similar users are also incorporated into the User Model by clustering all users into a tree of clusters. Clustering users allows estimation of user interests based on the interests of users similar to the user. For example, if the user suddenly searches for information in an area that is new to him or her, the User Model borrows characteristics of User Models of users with similar interests. Topic classifiers are used to classify documents automatically into topics according to a predefined topic tree. Similarly, product models determine the product or product categories, if any, referred to by a document. Product models also extract relevant feature of products from productrelated documents. The topic experts input provides input of users with a high interest in a particular topic, as measured by their individual User Models. Finally, the User Model incorporates world knowledge sources that are independent of all users, such as databases of company names, yellow pages, thesauri, dictionaries, and atlases.

## User Model Representations

Given the inputs shown in FIG. 3, the User Model is a function that may be implemented with any desired data structure and that is not tied to any specific data structure or representation. The following currently preferred embodiment of abstract data structures that represent the User Model $\mathbf{1 3}$ is intended to illustrate, but not limit, the User Model of the present invention. Some of the structures hold data and knowledge at the level of individual users, while others store aggregated data for a group or cluster of users. Initialization of the various data structures of the User Model is described in the following section; the description below is of the structures themselves.

User-dependent inputs are represented by components of the User Model shown in FIGS. 4A-4E. These inputs are shown as tables for illustration purposes, but may be any suitable data structure. The user-dependent components include an informative word or phrase list, a web site distribution, a user topic distribution, a user product distribution, and a user product feature distribution. Each of these user-dependent data structures can be thought of as a vector of most informative or most frequent instances, along with a measure representing its importance to the user.

The informative word and phrase list of FIG. 4A contains the most informative words and phrases found in user documents, along with a measure of each informative phrase or word's importance to the user. As used herein, an "informative phrase" includes groups of words that are not contiguous, but that appear together within a window of a predefined number of words. For example, if a user is interested in the 1999 Melissa computer virus, then the informative phrase might include the words "virus," "Melissa," "security," and "IT," all appearing within a window of 50 words. The sentence "The computer virus Melissa changed the security policy of many IT departments" corresponds to this phrase.

In addition to the words and phrases, the list contains the last access time of a document containing each word or phrase and the total number of accessed documents contain-
ing the words. One embodiment of the informative measure is a word probability distribution $\mathrm{P}(\mathrm{wlu})$ representing the interest of a user $u$ in a word or phrase $w$, as measured by the word's frequency in user documents. Preferably, however, the informative measure is not simply a measure of the word frequency in user documents; common words found in many documents, such as "Internet," provide little information about the particular user's interest. Rather, the informative measure should be high for words that do not appear frequently across the entire set of documents, but whose appearance indicates a strong likelihood of the user's interest in a document. A preferred embodiment uses the TFIDF measure, described in Ricardo Baeza-Yates and Berthier Ribeiro-Neto, Modern Information Retrieval, Addison Wesley, 1999, in which TF stands for term frequency, and IDF stands for inverse document frequency. Mathematically, if $\mathrm{f}_{u, w}$ denotes the frequency of the word w in user $u$ documents, and $D_{w}$ denotes the number of documents containing the word $w$, then the importance of a word $w$ to a user $u$ is proportional to the product $\mathrm{f}_{u, w} \cdot \mathrm{D} / \mathrm{D}_{w}$.

A more preferred embodiment of the measure of each word's importance uses a mathematically sound and novel implementation based on information theory principles. In particular, the measure used is the mutual information between two random variables representing the user and the word or phrase. Mutual information is a measure of the amount of information one random variable contains about another; a high degree of mutual information between two random variables implies that knowledge of one random variable reduces the uncertainty in the other random variable.

For the present invention, the concept of mutual information is adapted to apply to probability distributions on words and documents. Assume that there is a document in which the user's interest must be ascertained. The following two questions can be asked: Does the phrase p appear in the document?; and Is the document of interest to the user $u$ ? Intuitively, knowing the answer to one of the questions reduces the uncertainty in answering the other question. That is, if the word w appears in a different frequency in the documents associated with the user $u$ from its frequency in other documents, it helps reduce the uncertainty in determining the interest of user $u$ in the document.

Through the concept of mutual information, information theory provides the mathematical tools to quantify this intuition in a sound way. For a detailed explanation, see T. Cover and J. Thomas, Elements of Information Theory, Wiley, 1991. In this embodiment of the informative measure, two indicator variables are defined. $\mathrm{I}_{w}$ has a value of 1 when the word $w$ appears in a web document and 0 when it does not, and $\mathrm{I}_{\mu}$ has a value of 1 when a web document is of interest to the user $u$ and 0 when it does not. The mutual information between the two random variables $\mathrm{I}_{w}$ and $\mathrm{I}_{u}$ is defined as:

$$
I\left(I_{w} ; I_{u}\right)=\sum_{i_{w} \in I_{w}} \sum_{i_{u} \in I_{u}} P\left(i_{w}, i_{u}\right) \log _{2} \frac{P\left(i_{w}, i_{u}\right)}{P\left(i_{w}\right) P\left(i_{u}\right)}
$$

The probabilities in this formula are computed over a set of documents of interest to the user and a set of documents not of interest to the user. For example, consider a set of 100 documents of interest to the user, and a set of 900 documents not of interest to the user. Then $\mathrm{P}\left(\mathrm{i}_{u}=1\right)=0.1$, and $\mathrm{P}\left(\mathrm{i}_{u}=0\right)$ $=0.9$. Assume that in the combined set of 1000 documents, 150 contain the word "Bob." Then $\mathrm{P}\left(\mathrm{i}_{w}=1\right)=0.15$, and
$\mathrm{P}\left(\mathrm{i}_{\boldsymbol{w}}=0\right)=0.85$. In addition, assume that "Bob" appears in all 100 of the documents of interest to the user. $\mathrm{P}\left(\mathrm{i}_{w}, \mathrm{i}_{u}\right)$ has the following four values:

| $\mathrm{i}_{\mathrm{u}}$ | $\mathrm{i}_{\mathrm{w}}$ | $\mathrm{P}\left(\mathrm{i}_{\mathrm{w}}, \mathrm{i}_{\mathrm{u}}\right)$ |
| :---: | :---: | ---: |
| 0 | 0 | $850 / 1000$ |
| 0 | 1 | $50 / 1000$ |
| 1 | 0 | $0 / 1000$ |
| 1 | 1 | $100 / 1000$ |

Using the above formula, the mutual information between the user and word Bob is:

$$
\begin{aligned}
I\left(I_{\text {Bob }} ; I_{\text {user }}\right)= & 850 / 1000 \log [850 / 1000 /(0.85 * 0.9)]+ \\
& 50 / 1000 \log [50 / 1000 /(0.15 * 0.9)]+ \\
& 0 / 1000 \log [0 / 1000 /(0.1 * 0.85)]+ \\
& 100 / 1000 \log [100 / 100 /(0.15 * 0.1)] \\
= & 0.16 .
\end{aligned}
$$

Mutual information is a preferred measure for selecting the word and phrase list for each user. The chosen words and phrases have the highest mutual information.

The remaining User Model representations are analogously defined using probability distributions or mutual information. The web site distribution of FIG. 4B contains a list of web sites favored by the user along with a measure of the importance of each site. Given the dynamic nature of the Internet, in which individual documents are constantly being added and deleted, a site is defined through the first backslash (after the www). For example, the uniform resource locator (URL) http://www.herring.com/companies/ 2000 . . . is considered as www.herring.com. Sites are truncated unless a specific area within a site is considered a separate site; for example, www.cnn.com/health is considered to be a different site than www.cnn.com/us. Such special cases are decided experimentally based on the amount of data available on each site and the principles of data-driven approaches, described in Vladimir S . Cherkassky and Filip M. Mulier, Learning from Data: Concepts, Theory, and Methods, in Adaptive and Learning Systems for Signal Processing, Communications and Control, Simon Haykin, series editor, Wiley \& Sons, March, 1998. Each site has an importance measure, either a discrete probability distribution, $\mathrm{P}(\mathrm{slu})$, representing the interest of user u in a web site s , or the mutual information metric defined above, $\mathrm{I}\left(\mathrm{I}_{s} ; \mathrm{I}_{u}\right)$, representing the mutual information between the user $u$ and a site $s$. The web site distribution also contains the last access time and number of accesses for each site.
FIG. 4C illustrates the user topic distribution, which represents the interests of the user in various topics. The user topic distribution is determined from a hierarchical, userindependent topic model, for example a topic tree such as the Yahoo directory or the Open Directory Project, available at http://dmoz.org/. Each entry in the tree has the following form:

## Computers Internet WWW Searching

the

## Web $\backslash$ Directories $\backslash$ Open Directory Project $\backslash$

where the topic following a backslash is a child node of the topic preceding the backslash. The topic model is discussed in more detail below.

For each node of the topic tree, a probability is defined that specifies the user interest in the topic. Each level of the topic model is treated distinctly. For example, for the top level of the topic model, there is a distribution in which

$$
P\left(t_{u} \mid u\right)+P\left(t_{i} \mid u\right)=1
$$

where $t_{1}$ represents the top level of topics and is the same set of topics for each user, e.g., technology, business, health, etc. $\mathbf{P}\left(\mathrm{t}_{l} / \mathrm{u}\right)$ is the sum of the user probabilities on all top level topics. For each topic level, $t_{\mu}$ represents specific interests of each user that are not part of any common interest topics, for instance family and friends' home pages. For lower topic levels, every node in the tree is represented in the user topic distribution by a conditional probability distribution. For example, if the Technology node splits into Internet, Communication, and Semiconductors, then the probability distribution is of the form:
$P($ Internet $\mid u$, Technology $)+P($ Communication $u$, Tech-
nology $)+P($ Semiconductors $\mid u$, Technology $)+P$
$\left(\mathrm{t}_{u} u\right.$, Technology $)=1$

Rather than probabilities, the mutual information metric defined above may be used; $\mathrm{I}\left(\mathrm{I}_{t} ; \mathrm{I}_{u}\right)$ represents the mutual information between the user u and the topic t . An exemplary data structure shown in FIG. 4C for storing the user topic distribution contains, for each topic, the topic parent node, informative measure, last access time of documents classified into the topic, and number of accesses of documents classified into the topic. Note that the User Model contains an entry for every topic in the tree, some of which have a user probability or mutual information of zero.

The user product distribution of FIG. 4D represents the interests of the user in various products, organized in a hierarchical, user-independent structure such as a tree, in which individual products are located at the leaf nodes of the tree. The product taxonomy is described in further detail below. The product taxonomy is similar to the topic tree. Each entry in the tree has the following form:

Consumer Electronics\Cameras\Webcams\3Com HomeConnect
where a product or product category following a backslash is a child node of a product category preceding the backslash.

For each node of the product model, a probability is defined that specifies the user interest in that particular product or product category. Each level of the product model is treated distinctly. For example, for the top level of the product hierarchy, there is a distribution in which

$$
P\left(p_{l} \mid u\right)=1
$$

where $\mathrm{p}_{l}$ represents the top level of product categories and is the same for each user, e.g., consumer electronics, computers, software, etc. For lower product category levels, every node in the tree is represented in the user product distribution by a conditional probability distribution. For example, if the Cameras node splits into Webcams and Digital Cameras, then the probability distribution is of the form:
$P($ Webcams $u$, Cameras $)+P($ Digital $\quad$ Cameras $\mid u$, Cam-
eras $)=1$

Rather than probabilities, the mutual information metric defined above may be used. Then $\mathrm{I}\left(\mathrm{I}_{p} ; \mathrm{I}_{u}\right)$ represents the mutual information between the user $u$ and the product or product category p. An exemplary data structure for storing the user product distribution contains, for each product, the product ID, product parent node, user probability, last pur-
chase time of the product, number of product purchases, last access time of documents related to the product, and number of related documents accessed.

For each product or category on which the user has a nonzero probability, the User Model contains a user product feature distribution on the relevant features, as shown in FIG. 4E. Each product category has associated with it a list of features, and the particular values relevant to the user are stored along with a measure of the value's importance, such as a probability $\mathrm{P}(\mathrm{flu}, \mathrm{p})$ or mutual information measure $\mathrm{I}\left(\mathrm{I}_{f}\right.$, $\mathrm{I}_{u}$ ). For example, Webcams have a feature Interface with possible values Ethernet (10BaseT), Parallel, PC Card, serial, USB, and TV. Probability values of each feature sum to one; that is,
$P($ Ethernet $\mid u$, Interface,Webcam $)+P($ Parallel $\mid u$, Inter-
face,Webcam $)+P($ PCCard $\mid u$, Interface,Webcam $)$
$+P($ serial $u u$ Interface, Webcam $)+P($ USB $\mid u$, Inter-
face, Webcam $)+P($ TV $\mid u$, Interface, Webcam $)=1$.

User probability distributions or mutual information measures are stored for each feature value of each node. Note that there is no user feature value distribution at the leaf nodes, since specific products have particular values of each feature.
Finally, user-dependent components of the User Model include clusters of users similar to the user. Users are clustered into groups, forming a cluster tree. One embodiment of a user cluster tree, shown in FIG. 5A, hard classifies users into clusters that are further clustered. Each user is a member of one and only one cluster. For example, Bob is clustered into a cluster $\mathrm{c}(\mathrm{u})$, which is further clustered into clusters of clusters, until the top level cluster is reached $c(U)$. The identity of the user's parent cluster and grandfather cluster is stored as shown in FIG. 5B, and information about the parent cluster is used as input into the User Model. As described below, clusters are computed directly from User Models, and thus need not have a predefined semantic underpinning.

Preferably, the User Model does not user hard clustering, but rather uses soft or fuzzy clustering, also known as probabilistic clustering, in which the user belongs to more than one cluster according to a user cluster distribution P(c(u)). FIG. 6A illustrates fuzzy clusters in a cluster hierarchy. In this case, Bob belongs to four different clusters according to the probability distribution shown. Thus Bob is most like the members of cluster C4, but still quite similar to members of clusters C1, C2, C3, and C4. Fuzzy clustering is useful for capturing different interests of a user. For example, a user may be a small business owner, a parent of a small child, and also an avid mountain biker, and therefore need information for all three roles. Probabilistic clustering is described in detail in the Ph.D. thesis of Steven J. Nowlan, "Soft Competitive Adaptation: Neural Network Learning Algorithms Based on Fitting Statistical Mixtures," School of Computer Science, Carnegie Mellon University, Pittsburgh, Pa., 1991. A suitable data structure for representing fuzzy clusters is shown in FIG. 6B. Each row stores the cluster or user ID, one parent ID, and the cluster probability, a measure of similarity between the cluster or user and the parent cluster.

Note that all elements of an individual User Model for a user $u$ also apply to a cluster of users $c(u)$. Thus for each cluster, a Group Model is stored containing an informative word list, a site distribution, a topic distribution, a group product distribution, and a group product feature distribution, each with appropriate measures. For example, P(plc(u)) represents the interest of a cluster $c(u)$ in various products $p$.

The user-dependent User Model representations also include a user general information table, which records global information describing the user, such as the User ID, the number of global accesses, the number of accesses within a recent time period, and pointers to all user data structures.

Other knowledge sources of the User Model are independent of the user and all other users. Topic classifiers are used to classify documents into topics according to a predefined topic tree, an example of which is illustrated in FIG. 7. A variety of topic trees are available on the web, such as the Yahoo directory or Open Directory Project (www.dmoz.org). A topic classifier is a model similar to the user model that estimates the probability that a document belongs to a topic. Every node on the topic tree has a stored topic classifier. Thus the set of all topic classifiers computes a probability distribution of all of the documents in the set of documents D among the topic nodes. For example, the topic classifier in the root node in FIG. 7 estimates the posterior probabilities $\mathrm{P}(\mathrm{tld})$, where t represents the topic of document d and is assigned values from the set \{Arts, Business, Health, News, Science, Society\}. Similarly, the topic classifier for the Business node estimates the posterior probability P(tld, Business), where $t$ represents the specific topic of the document $d$ within the Business category. Mathematically, this posterior probability is denoted $\mathrm{P}(\mathrm{t}(\mathrm{d})$ $=$ Business $\backslash$ Investing $\backslash t(\mathrm{~d})=$ Business, d$)$, which represents the probability that the subtopic of the document $d$ within Business is Investing, given that the topic is Business. The topic tree is stored as shown in FIG. 8, a table containing, for each node, the topic ID, depth level, topic parent ID, number of child nodes, and topic ID of the child nodes.

The topic experts model estimates the probability that a document is of interest to users who are interested in a particular topic, independent of any specific user information need. Each node of the topic tree has, in addition to a topic classifier, a corresponding topic expert function. Note that the topic classifier and topic expert function are independent; two documents can be about investing, but one of high interest to expert users and the other of no interest to expert users. The topic expert model can be considered an evaluation of the quality of information in a given document. The assumption behind the topic experts model is that the degree of interest of a user in a given topic is his or her weight for predicting the quality or general interest level in a document classified within the particular topic. Obviously there are outliers to this assumption, for example, novice users. However, in general and averaged across many users, this measure is a good indicator of a general interest level in a document. For every topic in the tree, a list of the N clusters with the most interest in the topic based on the cluster topic distribution is stored. The cluster topic distribution is similar to the user topic distribution described above, but is averaged over all users in the cluster. An exemplary data structure for storing the topic experts model is shown in FIG. 9.

Finally, a product model is stored for every node of a product taxonomy tree, illustrated in FIG. 10. Examples of product taxonomy trees can be found at www.cnet.com and www.productopia.com, among other locations. In any product taxonomy tree, the leaf nodes, i.e., the bottom nodes of the tree, correspond to particular products, while higher nodes represent product categories. Product models are similar to topic classifiers and User Models, and are used to determine whether a document is relevant to a particular product or product category. Thus a product model contains a list of informative words, topics, and sites. The set of all
product models computes a probability distribution of all of the documents in the set of documents D among the product nodes. For example, the product model in the root node in FIG. 10 estimates the posterior probabilities $\mathrm{P}(\mathrm{p} \mid \mathrm{d})$, where p represents the product referred to in document d and is assigned values from the set \{Consumer Electronics, Computers, Software \}. Similarly, the product model for the Consumer Electronics node estimates the posterior probability P(pld, Consumer Electronics), where p represents the product category of the document $d$ within the Consumer Electronics category. Mathematically, this posterior probability is denoted $\mathrm{P}(\mathrm{p}(\mathrm{d})=$ Consumer Electronics $\backslash C D$ Players $\backslash p(\mathrm{~d})=$ Consumer Electronics, d), which represents the probability that the subproduct category of the document d within Consumer Electronics is CD Players, given that the product category is Consumer Electronics. The product tree is stored as shown in FIG. 11, a table containing, for each node, the topic ID, depth level, topic parent ID, number of child nodes, and topic ID of the child nodes.
Each node of the product tree has an associated product feature list, which contains particular descriptive features relevant to the product or category. Nodes may have associated feature values; leaf nodes, which represent specific products, have values of all relevant product features. Product feature lists are determined by a human with knowledge of the domain. However, feature values may be determined automatically form relevant knowledge sources as explained below.

For example, in the product tree of FIG. 10, CD Players is the parent node of the particular CD players Sony CDPCX350 and Harman Kardon CDR2. The product category CD Players has the following features: Brand, CD Capacity, Digital Output, Plays Minidisc, and Price Range. Each feature has a finite number of potential feature values; for example, CD Capacity has potential feature values 1 Disc, 1-10 Dises, $10-50$ Dises, or 50 Dises or Greater. Individual products, the child nodes of CD Players, have one value of each feature. For example, the Sony CDP-CX350 has a 300 disc capacity, and thus a feature value of 50 Discs or Greater.

Some product features are relevant to multiple product categories. In this case, product features propagate as high up the product tree as possible. For example, digital cameras have the following product features: PC Compatibility, Macintosh Compatibility, Interfaces, Viewfinder Type, and Price Range. Webcams have the following product features: PC Compatibility, Macintosh Compatibility, Interfaces, Maximum Frames per Second, and Price Range. Common features are stored at the highest possible node of the tree; thus features PC Compatibility, Macintosh Compatibility, and Interfaces are stored at the Cameras node. The Digital Cameras node stores only product feature Viewfinder Type, and the Webcams node stores only product feature Maximum Frames per Second.

Note that product feature Price Range is common to CD Players and Cameras, and also Personal Minidiscs, and thus is propagated up the tree and stored at node Consumer Electronics.

Individual products at leaf nodes inherit relevant features from all of their ancestor nodes. For example, Kodak CD280 inherits the feature Viewfinder Type from its parent; PC Compatibility, Macintosh Compatibility, and Interfaces from its grandparent; and Price Range from its greatgrandparent. A product feature list is stored as shown in FIG. 12 A , and contains, for each product ID, the associated feature and its value. All potential feature values are stored in a product feature value list, as shown in FIG. 12B.

The system also includes a document database that indexes all documents $D$. The document database records, for each document, a document ID, the full location (the URL of the document), a pointer to data extracted from the document, and the last access time of the document by any user. A word database contains statistics of each word or phrase from all user documents. The word database contains the word ID, full word, and word frequency in all documents D, used in calculating informative measures for individual users and clusters.

## Initialization of User Model

The User Model is initialized offline using characterizations of user behavior and/or a set of documents associated with the user. Each data structure described above is created during initialization. In other words, the relevant parameters of the learning machine are determined during initialization, and then continually updated online during the update mode.

In one embodiment, the user documents for initializing the User Model are identified by the user's web browser. Most browsers contain files that store user information and are used to minimize network access. In Internet Explorer, these files are known as favorites, cache, and history files. Most commercial browsers, such as Netscape Navigator, have equivalent functionality; for example, bookmarks are equivalent to favorites. Users denote frequently-accessed documents as bookmarks, allowing them to be retrieved simply by selection from the list of bookmarks. The bookmarks file includes for each listing its creation time, last modification time, last visit time, and other information. Bookmarks of documents that have changed since the last user access are preferably deleted from the set of user documents. The Internet Temporary folder contains all of the web pages that the user has opened recently (e.g., within the last 30 days). When a user views a web page, it is copied to this folder and recorded in the cache file, which contains the following fields: location (URL), first access time, and last access time (most recent retrieval from cache). Finally, the history file contains links to all pages that the user has opened within a set time period.

Alternatively, the user supplies a set of documents, not included in any browser files, that represent his or her interests. The User Model can also be initialized from information provided directly by the user. Users may fill out forms, answer questions, or play games that ascertain user interests and preferences. The user may also rate his or her interest in a set of documents provided.

User documents are analyzed as shown in FIG. 13 to determine initial parameters for the various functions of the User Model. A similar analysis is used during updating of the User Model. Note that during updating, both documents that are of interest to the user and documents that are not of interest to the user are analyzed and incorporated into the User Model. The process is as follows. In a first step 82, the format of documents 80 is identified. In step 84 , documents 80 are parsed and separated into text, images and other non-text media 88, and formatting. Further processing is applied to the text, such as stemming and tokenization to obtain a set of words and phrases 86, and information extraction. Through information extraction, links 90 to other documents, email addresses, monetary sums, people's names, and company names are obtained. Processing is performed using natural language processing tools such as Linguist $X^{\circledR}$ and keyword extraction tools such as Thing Finder ${ }^{\text {TM }}$, both produced by Inxight (www.inxight.com). Further information on processing techniques can be found in Christopher D. Manning and Hinrich Schutze, Founda-
tions of Statistical Natural Language Processing, MIT Press, 1999. Additional processing is applied to images and other non-text media $\mathbf{8 8}$. For example, pattern recognition software determines the content of images, and audio or speech recognition software determines the content of audio. Finally, document locations 94 are obtained.

Parsed portions of the documents and extracted information are processed to initialize or update the user representations in the User Model. In step 96, user informative words or phrases 98 are obtained from document words and phrases 86. In one embodiment, a frequency distribution is obtained to calculate a TFIDF measure quantifying user interest in words 98 . Alternatively, mutual information is calculated between the two indicator variables $\mathrm{I}_{w}$ and $\mathrm{I}_{u}$ as explained above. The set of informative words 98 contains words with the highest probabilities or mutual information.
In step 100, the topic classifiers are applied to all extracted information and portions of documents $\mathbf{8 0}$ to obtain a probability distribution $\mathrm{P}(\mathrm{tld})$ for each document on each node of the topic tree. As a result, each node has a set of probabilities, one for each document, which is averaged to obtain an overall topic node probability. The average probabilities become the initial user topic distribution 102. If desired, mutual information between the two indicator variables $\mathrm{I}_{s}$ and $\mathrm{I}_{u}$ can be determined as explained above.
Similarly, in step 104, product models are applied to all extracted information from documents $\mathbf{8 0}$ to classify documents according to the product taxonomy tree. From user purchase history 105, additional product probabilities are obtained. Probabilities for each node are combined, weighting purchases and product-related documents appropriately, to obtain a user product distribution 106. Note that only some of documents $\mathbf{8 0}$ contain product-relevant information and are used to determine the user product distribution 106. Product models return probabilities of zero for documents that are not product related.

The user product feature distribution 108 can be obtained from different sources. If a user has a nonzero probability for a particular product node, then the feature distribution on that node is obtained from its leaf nodes. For example, if one of the user documents was classified into Kodak DC280 and another into Nikon Coolpix 950, then the user product feature distribution for the Digital Cameras node has a probability of 0.5 for the feature values corresponding to each camera. Feature value distributions propagate throughout the user product feature distributions. For example, if the two cameras are in the same price range, $\$ 300-\$ 400$, then the probability of the value $\$ 300-\$ 400$ of the feature Price Range is 1.0 , which propagates up to the Consumer Electronics node (assuming that the user has no other productrelated documents falling within Consumer Electronics).

Alternatively, product feature value distributions are obtained only from products that the user has purchased, and not from product-related documents in the set of user documents. Relevant feature values are distributed as high up the tree as appropriate. If the user has not purchased a product characterized by a particular feature, then that feature has a zero probability. Alternatively, the user may explicitly specify his or her preferred feature values for each product category in the user product distribution. Usersupplied information may also be combined with feature value distributions obtained from documents or purchases.

Document locations 94 are analyzed (step 110) to obtain the user site distribution 112. Analysis takes into account the relative frequency of access of the sites within a recent time period, weighted by factors including how recently a site was accessed, whether it was kept in the favorites or
bookmarks file, and the number of different pages from a single site that were accessed. Values of weighting factors are optimized experimentally using jackknifing and crossvalidation techniques described in H . Bourlard and N . Morgan, Connectionist Speech Recognition: A Hybrid Approach, Kluwer Academic Publishers, 1994.

Note that there is typically overlap among the different representations of the User Model. For example, a news document announcing the release of a new generation of Microsoft servers has relevant words Microsoft and server. In addition, it is categorized within the product taxonomy under Microsoft servers and the topic taxonomy under computer hardware. This document may affect the user's word list, product distribution, and topic distribution.

After the User Models are initialized for all users, cluster membership can be obtained. Clusters contain users with a high degree of similarity of interests and information needs. A large number of clustering algorithms are available; for examples, see K. Fukunaga, Statistical Pattern Recognition, Academic Press, 1990. As discussed above, users are preferably soft clustered into more than one cluster. Preferably, the present invention uses an algorithm based on the relative entropy measure from information theory, a measure of the distance between two probability distributions on the same event space, described in T. Cover and J. Thomas, Elements of Information Theory, Chapter 2, Wiley, 1991. Clustering is unsupervised. That is, clusters have no inherent semantic significance; while a cluster might contain users with a high interest in mountain biking, the cluster tree has no knowledge of this fact.

In a preferred embodiment, the relative entropy between two User Model distributions on a fixed set of documents $\mathrm{D}_{\text {sample }}$ is calculated. $\mathrm{D}_{\text {sample }}$ is chosen as a good representation of the set of all documents D. Distributions of similar users have low relative entropy, and all pairs of users within a cluster have relative entropy below a threshold value. The User Model of each user is applied to the documents to obtain a probability of interest of each user in each document in the set. The relative entropy between two user distributions for a single document is calculated for each document in the set, and then summed across all documents.

The exact mathematical computation of the relative entropy between two users is as follows. An indicator variable $\mathrm{I}_{u, d}$ is assigned to 1 when a document d is of interest to a user $u$ and 0 when it is not. For two users $u_{1}$ and $u_{2}$ and for any document d , the relative entropy between the corresponding distributions is:

$$
D\left(I_{u l, d} \| I_{u z, d}\right)=\sum_{i \in I} P\left(i_{u l, d}\right) \log _{2} \frac{P\left(i_{u l, d}\right)}{P\left(i_{u z, d}\right)}
$$

For example, if $\mathrm{P}\left(\mathrm{u}_{1} \mid \mathrm{d}\right)=0.6$ and $\mathrm{P}\left(\mathrm{u}_{2} \mid \mathrm{d}\right)=0.9$, then

$$
D\left(I_{u 1, d} \mid I_{u 2, d}\right)=0.4 \log (0.4 / 0.1)+0.6 \log (0.6 / 0.9)
$$

The relative entropy can be converted to a metric $\mathrm{D}^{\prime}$ that obeys the triangle inequality:

$$
D^{\prime}\left(I_{1} \| I_{2}\right)=0.5^{*}\left(D\left(\mathrm{I}_{1} \| I_{2}\right)+D\left(I_{2} \mid I_{1}\right)\right)
$$

For any two users $\mathrm{u}_{1}$ and $\mathrm{u}_{2}$, and for each document in $\mathrm{D}_{\text {sample }}$, the metric $\mathrm{D}^{\prime}$ is computed between the corresponding indicator variable distributions on the document. The values for all document are summed, and this sum is the
distance metric for clustering users. This distance is defined as:

$$
\text { Distance }\left(u_{1}, u_{2}\right)=\sum_{d_{j} \in D_{\text {sample }}} D^{2}\left(I_{u l, d_{j}} \| I_{u 2, d_{j}}\right) .
$$

An alternative clustering algorithm computes the relative entropy between individual user distributions in the User Model, for example, between all informative word lists, site distributions, etc., of each user. The equations are similar to those above, but compute relative entropy based on indicator variables such as $\mathrm{I}_{u, w}$, which is assigned a value of 1 when a word $w$ is of interest to a user $u$. The calculated distances between individual user distributions on words, sites, topics, and products are summed to get an overall user distance. This second algorithm is significantly less computationally costly than the preferred algorithm above; selection of an algorithm depends on available computing resources. In either case, relative entropy can also be computed between a user and cluster of users.

Each cluster has a Group or Cluster Model that is analogous to a User Model. Cluster Models are generated by averaging each component of its members' User Models. When fuzzy clusters are used, components are weighted by a user's probability of membership in the cluster.

In some cases, initialization is performed without any user-specific information. A user may not have a large bookmarks file or cache, or may not want to disclose any personal information. For such users, prototype users are supplied. A user can choose one or a combination of several prototype User Models, such as the technologist, the art lover, and the sports fan. Predetermined parameters of the selected prototype user are used to initialize the User Model. Users can also opt to add only some parameters of a prototype user to his or her existing User Model by choosing the prototype user's distribution of topics, words, sites, etc. Note that prototype users, unlike clusters, are semantically meaningful. That is, prototype users are trained on a set of documents selected to represent a particular interest. For this reason, prototype users are known as "hats," as the user is trying on the hat of a prototype user.

Users can also choose profiles on a temporary basis, for a particular session only. For example, in a search for a birthday present for his or her teenage daughter, a venture capitalist from Menlo Park may be interested in information most probably offered to teenagers, and hence may choose a teenage girl profile for the search session.

User-independent components are also initialized. The topic classifiers are trained using the set of all possible documents D. For example, D may be the documents classified by the Open Directory Project into its topic tree. Topic classifiers are similar to a User Model, but with a unimodal topic distribution function (i.e., a topic model has a topic distribution value of 1 for itself and $\mathbf{0}$ for all other topic nodes). The set of documents associated with each leaf node of the topic tree is parsed and analyzed as with the user model to obtain an informative word list and site distribution. When a topic classifier is applied to a new document, the document's words and location are compared with the informative components of the topic classifier to obtain $\mathrm{P}(\mathrm{tld})$. This process is further explained below with reference to computation of P (uld). Preferably, intermediate nodes of the tree do not have associated word list and site distributions. Rather, the measures for the word list and site distribution of child nodes are used as input to the topic classifier
of their parent nodes. For example, the topic classifier for the Business node of the topic tree of FIG. 7 has as its input the score of the site of the document to be classified according to the site distributions of the topic models of its child nodes, Employment, Industries, and Investing. The classifier can be any non-linear classifier such as one obtained by training a Multilayer Perceptron (MLP) using jackknifing and crossvalidation techniques, as described in H . Bourlard and N . Morgan, Connectionist Speech Recognition: A Hybrid Approach, Kluwer Academic Publishers, 1994. It can be shown that a MLP can be trained to estimate posterior probabilities; for details, see J. Hertz, A. Krogh, R. Palmer, Introduction to The Theory of Neural Computation, Addi-son-Wesley, 1991.

The topic experts model is initialized by locating for every node in the topic tree the N clusters that are of the same depth in the user cluster tree as the user, and that have the highest interest in the topic, based on their cluster topic distribution. The cluster topic distribution $\mathrm{P}(\mathrm{tlc}(\mathrm{u}))$ is simply an average of the user topic distribution $\mathrm{P}(\mathrm{t}$ u) for each user in the cluster. The topic experts model is used to determine the joint probability that a document and the topic under consideration are of interest to any user, $\mathrm{P}(\mathrm{t}, \mathrm{d})$. Using Bayes' rule, this term can be approximated by considering the users of the N most relevant clusters.

$$
P(t, d)=\sum_{i \in N} P\left(c_{i} \mid t, d\right) P(t \mid d) P(d)
$$

The topic experts model is, therefore, not a distinct model, but rather an ad hoc combination of user and cluster topic distributions and topic models.

Product models are initialized similarly to User Models and topic classifiers. Each leaf node in the product tree of FIG. 10 has an associated set of documents that have been manually classified according to the product taxonomy. These documents are used to train the product model as shown for the User Model in FIG. 13. As a result, each leaf node of the product tree contains a set of informative words, a topic distribution, and a site distribution. Each node also contains a list of features relevant to that product, which is determined manually. From the documents, values of the relevant features are extracted automatically using information extraction techniques to initialize the feature value list for the product. For example, the value of the CD Capacity is extracted from the document. Information extraction is performed on unstructured text, such as HTML documents, semi-structured text, such as XML documents, and structured text, such as database tables. As with the topic model, a nonlinear function such as a Multilayer Perceptron is used to train the product model.

Preferably, as for topic classifiers, intermediate nodes of the product tree do not have associated word lists, site distributions, and topic distributions. Rather, the measures for the word list, site distribution, and topic distribution of child nodes are used as input to the product models of their parent nodes. Alternatively, each parent node may be trained using the union of all documents of its child nodes.

## Updating the User Model

The User Model is a dynamic entity that is refined and updated based on all user actions. User interactions with network data are transparently monitored while the user is engaged in normal use of his or her computer. Multiple distinct modes of interaction of the user are monitored,
including network searching, network navigation, network browsing, email reading, email writing, document writing, viewing pushed information, finding expert advice, product information searching, and product purchasing. As a result of the interactions, the set of user documents and the parameters of each user representation in the User Model are modified.
While any nonlinear function may be used in the User Model (e.g., a Multilayer Perceptron), a key feature of the model is that the parameters are updated based on actual user reactions to documents. The difference between the predicted user interest in a document or product and the actual user interest becomes the optimization criterion for training the model.

Through his or her actions, the user creates positive and negative patterns. Positive examples are documents of interest to a user: search results that are visited following a search query, documents saved in the user favorites or bookmarks file, web sites that the user visits independently of search queries, etc. Negative examples are documents that are not of interest to the user, and include search results that are ignored although appear at the top of the search result, deleted bookmarks, and ignored pushed news or email. Conceptually, positive and negative examples can be viewed as additions to and subtractions from the user data and resources.

Information about each document that the user views is stored in a recently accessed buffer for subsequent analysis. The recently accessed buffer includes information about the document itself and information about the user's interaction with the document. One possible implementation of a buffer is illustrated in FIG. 14; however, any suitable data structure may be used. The recently-accessed buffer contains, for each viewed document, a document identifier (e.g., its URL); the access time of the user interaction with the document; the interaction type, such as search or navigation; the context, such as the search query; and the degree of interest, for example, whether it was positive or negative, saved in the bookmarks file, how long the user spent viewing the document, or whether the user followed any links in the document. Additional information is recorded for different modes of interaction with a document as discussed below.

A metric is determined for each document to indicate whether it is a positive, negative or neutral event; this metric can potentially be any grade between 0 and 1 , where 0 is a completely negative event, 1 is a completely positive event, and 0.5 is a neutral event. Previous user interactions may be considered in computing the metric; for example, a web site that the user accesses at a frequency greater than a predetermined threshold frequency is a positive example. After each addition to or subtraction from the set of user documents, the document is parsed and analyzed as for the User Model initialization. Extracted information is incorporated into the User Model.

Because the User Model is constantly and dynamically updated, applying the initialization process for each update is inefficient. Preferably, incremental learning techniques are used to update the User Model. Efficient incremental learning and updating techniques provide for incorporating new items into existing statistics, as long as sufficient statistics are recorded. Details about incremental learning can be found in P. Lee, Bayesian Statistics, Oxford University Press, 1989.

After a document stored in the recently accessed buffer is parsed, parsed portions are stored in candidate tables. For example, FIGS. 15A and 15B illustrate a user site candidate table and user word candidate table. The user site candidate
table holds sites that are candidates to move into the user site distribution of FIG. 4B. The site candidate table stores the site name, i.e., the URL until the first backslash, except for special cases; the number of site accesses; and the time of last access. The user word candidate table holds the words or phrases that are candidates to move into the user informative word list of FIG. 4A. It contains a word or phrase ID, alternate spellings (or misspellings) of the word, an informative grade, and a time of last access.

Negative examples provide words, sites, and topics that can be used in several ways. The measure of any item obtained from the negative example may be reduced in the user distribution. For example, if the negative example is from a particular site that is in the user site distribution, then the probability or mutual information of that site is decreased. Alternatively, a list of informative negative items may be stored. The negative items are obtained from negative examples and are used to reduce the score of a document containing negative items.

Documents are added to the buffer during all user modes of interaction with the computer. Interaction modes include network searching, network navigation, network browsing, email reading, email writing, document writing, viewing "pushed" information, finding expert advice, and product purchasing. Different types of information are stored in the buffer for different modes. In network searching, search queries are recorded and all search results added to the buffer, along with whether or not a link was followed and access time for viewed search results. In network browsing, the user browses among linked documents, and each document is added to the buffer, along with its interaction time. In email reading mode, each piece of email is considered to be a document and is added to the buffer. The type of interaction with the email item, such as deleting, storing, or forwarding, the sender of the email, and the recipient list are recorded. In email writing mode, each piece of written email is considered a document and added to the buffer. The recipient of the email is recorded. Documents written during document writing mode are added to the buffer. The user's access time with each piece of pushed information and type of interaction, such as saving or forwarding, are recorded. In finding expert advice mode, the user's interest in expert advice is recorded; interest may be measured by the interaction time with an email from an expert, a user's direct rating of the quality of information received, or other suitable measure.

During a product purchasing mode, a similar buffer is created for purchased products, as shown in FIG. 16. All purchased products are used to update the User Model. The user recently purchased products buffer records for each purchase the product ID, parent node in the product tree, purchase time, and purchase source. Purchased products are used to update the user product distribution and user product feature distribution.

If the user feels that the User Model is not an adequate representation of him or her, the user may submit user modification requests. For example, the user may request that specific web sites, topics, or phrases be added to or deleted from the User Model.

User Models for prototype users (hats) are also updated based on actions of similar users. Obviously, it is desirable for prototype User Models to reflect the current state of the representative interest. New web sites appear constantly, and even new informative words appear regularly. For example, technology-related words are introduced and widely adopted quite rapidly; the word list of the Technologist hat should be updated to reflect such changes.

Prototype User Models are updated using actions that are related to the prototype. Actions include documents, user reactions to documents, and product purchases. There are many ways to determine whether an action is relevant to the prototype user. A document that is a positive example for many users (i.e., a followed search result or bookmarked page) and also has a high probability of interest to the prototype user is added to the set of prototype user documents. Actions of users or clusters who are similar to the prototype user, as measured by the relative entropy between individual distributions (words, sites, etc.), are incorporated into the prototype User Model. Additions to the prototype User Model may be weighted by the relative entropy between the user performing the action and the prototype user. Actions of expert users who have a high degree of interest in topics also of interest to the prototype user are incorporated into the prototype User Model.

Note that users who are trying on hats are not able to change the prototype User Model. Their actions affect their own User Models, but not the prototype User Model. Updates to the prototype User Model are based only on actions of users who are not currently trying on hats.

Product models are also continually updated using incremental learning techniques. As described below, the present invention includes crawling network documents and evaluating each document against User Models. Crawled documents are also evaluated by product models. Documents that are relevant to a particular product, as determined by the computed probability $\mathrm{P}(\mathrm{pld})$, are used to update its product model. If a document is determined to be relevant, then each component of the product model is updated accordingly. In addition to the parsing and analysis performed for user documents, information extraction techniques are employed to derive feature values that are compared against feature values of the product model, and also incorporated into the feature value list as necessary. New products can be added to the product tree at any time, with characteristic product feature values extracted from all relevant documents. Relevant documents for updating product models include product releases, discussion group entries, product reviews, news articles, or any other type of document.
By employing dynamically updated product models, the present invention, in contrast with prior art systems, provides for deep analysis of all available product information to create a rich representation of products. The interest of a user in a product can therefore be determined even if the product has never been purchased before, or if the product has only been purchased by a very small number of users.

## Applying the User Model to Unseen Documents

The User Model is applied to unseen documents to determine the probability that a document is of interest to the user, or the probability that a document is of interest to a user in a particular context. The basic functionality of this determination is then used in the various applications described in subsequent sections to provide personalized information and product services to the user.

The process of estimating user interest in a particular unseen document $\mathbf{1 2 0}$ is illustrated in FIG. 17. This process has the following three steps:

1. Preprocessing the document as for initialization (step 122).

65 2. Calculating an individual score for the document for each element of the user representation (e.g., topic distribution, word list).
3. Non-linearly combining (124) individual scores into one score 126, the probability that the user is interested in the unseen document, $\mathrm{P}(\mathrm{uld})$.
The second step varies for each individual score. From the parsed text, the words of the document $\mathbf{1 2 0}$ are intersected with the words or phrases in the user informative word list 128. For every word or phrase in common, the stored mutual information between the two indicator variables $\mathrm{I}_{w}$ and $\mathrm{I}_{u}$ is summed to obtain the word score. Alternatively, the TFIDF associated with the word are averaged for every common word or phrase. The location score is given by the probability that the document site is of interest to the user, based on the user site distribution 130 .

The topic classifiers $\mathbf{1 3 2}$ are applied to document $\mathbf{1 2 0}$ to determine the probability that the document relates to a particular topic, $\mathrm{P}(\mathrm{tld})$. The user topic score is obtained by computing the relative entropy between the topic distribution $\mathrm{P}(\mathrm{t} \mid \mathrm{d})$ and the user topic distribution 134, $\mathrm{P}(\mathrm{t} \mid \mathrm{u})$. After the document has been classified into topics, the topic expert models 136 are applied as described above to determine a score reflecting the interest of users that are experts in the particular topics of this document.

Similarly, the product models 138 are applied to document $\mathbf{1 2 0}$ to determine which products or product categories it describes, $\mathrm{P}(\mathrm{pld})$. From the document product distribution, the product score is obtained by computing the relative entropy between the document product distribution and user product distribution 140, P(plu). For each product having a nonzero value of $\mathrm{P}(\mathrm{pld})$, its feature values are given by the product model. The user's measures on each of these feature values, found in the user product feature distribution 141, are averaged to obtain a product feature score for each relevant product. Product feature scores are then averaged to obtain an overall product feature score.

The cluster models $\mathbf{1 4 2}$ of clusters to which the user belongs are applied to the document to obtain $\mathrm{P}(\mathrm{c}(\mathrm{u}) \mid \mathrm{d})$. This group model represents the average interests of all users in the cluster. Conceptually, the cluster model is obtained from the union of all the member users' documents and product purchases. Practically, the cluster model is computed from the User Models by averaging the different distributions of the individual User Models, and not from the documents or purchases themselves. Note that in a recursive way, all users have some impact (relative to their similarity to the user under discussion) on the user score, given that $\mathrm{P}(\mathrm{c}(\mathrm{u}) \mathrm{ld})$ ) is estimated using $\mathrm{P}(\mathrm{c}(\mathrm{c}(\mathrm{u}))$ )/d) as a knowledge source, and so on.

Finally, world knowledge (not shown) is an additional knowledge source that represents the interest of an average user in the document based only on a set of predefined factors. World knowledge factors include facts or knowledge about the document, such as links pointing to and from the document or metadata about the document, for example, its author, publisher, time of publication, age, or language. Also included may be the number of users who have accessed the document, saved it in a favorites list, or been previously interested in the document. World knowledge is represented as a probability between 0 and 1 .

In step 124, all individual scores are combined to obtain a composite user score $\mathbf{1 2 6}$ for document 120. Step 124 may be performed by training a Multilayer Perceptron using jackknifing and cross-validation techniques, as described in H. Bourlard and N. Morgan, Connectionist Speech Recognition: A Hybrid Approach, Kluwer Academic Publishers, 1994. It has been shown in J. Hertz et al., Introduction to The

Theory of Neural Computation", Addison-Wesley, 1991, that a Multilayer Perceptron can be trained to estimate posterior probabilities.

The context of a user's interaction can be explicitly represented in calculating the user interest in a document. It is not feasible to update the user model after every newly viewed document or search, but the User Model can be updated effectively instantaneously by incorporating the context of user interactions. Context includes content and location of documents viewed during the current interaction session. For example, if the user visits ten consecutive sites pertaining to computer security, then when the User Model estimates the interest of the user in a document about computer security, it is higher than average. The probability of user interest in a document within the current context con is given by:

$$
P(u \mid d, \text { con })=\frac{P(u, \operatorname{con} \mid d)}{P(c o n \mid d)}
$$

In some applications, individual scores that are combined in step $\mathbf{1 2 4}$ are themselves useful. In particular, the probability that a user is interested in a given product can be used to suggest product purchases to a user. If a user has previously purchased a product, then the User Model contains a distribution on the product's features. If these features propagate far up the product tree, then they can be used to estimate the probability that the user is interested in a different type of product characterized by similar features. For example, if the user purchases a digital camera that is Windows compatible, then the high probability of this compatibility feature value propagates up the tree to a higher node. Clearly, all computer-related purchases for this user should be Windows compatible. Every product that is a descendent of the node to which the value propagated can be rated based on its compatibility, and Windows-compatible products have a higher probability of being of interest to the user.

The long-term interest of a user in products, represented by $\mathrm{P}(\mathrm{plu})$, is distinct from the user's immediate interest in a product $p$, represented as $\mathrm{P}(u l d$, product described $=\mathrm{p}$ ). The user's immediate interest is the value used to recommend products to a user. Note that $\mathrm{P}(\mathrm{p} / \mathrm{u})$ does not incorporate the user's distribution on feature values. For example, consider the problem of evaluating a user's interest in a particular camera, the Nikon 320. The user has never read any documents describing the Nikon 320, and so $\mathrm{P}($ Nikon 320 u$)=0$. However, the user's feature distribution for the Cameras node indicates high user interest in all of the feature values characterizing the Nikon 320.

When a given product is evaluated by the User Model, the following measures are combined to obtain P (uld, product described=p): the probabilities of the product and its ancestor nodes from the user product distribution, $\mathrm{P}(\mathrm{plu})$; an average of probabilities of each feature value from the user product feature distribution, $\mathrm{P}(f l u, \mathrm{p})$; a probability from the user's clusters' product distributions, $\mathrm{P}(\mathrm{flc}(\mathrm{u}), \mathrm{p})$; and an average of probabilities of feature values from the cluster' product feature distributions, $\mathrm{P}(\mathrm{flc}(\mathrm{u}), \mathrm{p})$. The overall product score is determined by non-linearly combining all measures. The cluster model is particularly useful if the user does not have a feature value distribution on products in which the user's interest is being estimated.

## Applications

The basic function of estimating the probability that a user is interested in a document or product is exploited to provide different types of personalized services to the user. In each type of service, the user's response to the service provided is monitored to obtain positive and negative examples that are used to update the User Model. Example applications are detailed below. However, it is to be understood that all applications employing a trainable User Model as described above are within the scope of the present invention.

## Personal Search

In this application, both the collection and filtering steps of searching are personalized. A set of documents of interest to the user is collected, and then used as part of the domain for subsequent searches. The collected documents may also be used as part of the user documents to update the User Model. The collection step, referred to as Personal Crawler, is illustrated schematically in FIG. 18. A stack $\mathbf{1 7 0}$ is initialized with documents of high interest to the user, such as documents in the bookmarks file or documents specified by the user. If necessary, the stack documents may be selected by rating each document in the general document index according to the User Model. The term "stack" refers to a pushdown stack as described in detail in R. Sedgewick, Algorithms in C++, Parts 1-4, Addison-Wesley, 1998.

In step 172, the crawler selects a document from the top of the stack to begin crawling. The document is parsed and analyzed (step 174) to identify any links to other documents. If there are links to other documents, each linked document is scored using the User Model (176). If the linked document is of interest to the user (178), i.e., if $\mathrm{P}(\mathrm{uld})$ exceeds a threshold level, then it is added to the stack in step 180, and the crawler continues crawling from the linked document (step 172). If the document is not of interest to the user, then the crawler selects the next document on the stack to continue crawling.

The subsequent searching step is illustrated in FIG. 19. In response to a query 190, a set of search results is located from the set containing all documents $D$ and user documents obtained during personal crawling. The results are evaluated using the User Model (194) and sorted in order of user interest (196), so that the most interesting documents are listed first. The user reaction to each document in the search results is monitored. Monitored reactions include whether or not a document was viewed or ignored and the time spent viewing the document. Documents to which the user responds positively are parsed and analyzed (200) and then used to update the User Model (202) as described above.

The role of the User Model in filtering the search results in step 194 is based on Bayesian statistics and pattern classification theory. According to pattern classification theory, as detailed in R. Duda and P. Hart, Pattern Classification and Scene Analysis, Wiley, 1973, the optimal search result is the one with the highest posterior probability. That is, the optimal result is given by:

$$
\operatorname{Max}_{D} P(u \mid q, d)
$$

where $\mathrm{P}(\mathrm{ulq}, \mathrm{d})$ is the posterior probability of the event that a document $d$ is of interest to a user $u$ having an information need $q$. This probability can be expressed as:

$$
P(u \mid q, d)=\frac{P(q \mid d, u) P(u \mid d)}{P(q \mid d)}
$$

The term P(uld) represents the user interest in the document regardless of the current information need, and is calculated using the User Model. The term P(qld,u) represents the probability that a user $u$ with an information need of d expresses it in the form of a query q . The term $\mathrm{P}(\mathrm{qld})$ represents the probability that an average user with an information need of $d$ expresses it in the form of a query $q$. One possible implementation of the latter two terms uses the Hidden Markov Model, described in Christopher D. Manning and Hinrich Schutze, Foundations of Statistical Natural Language Processing, MIT Press, 1999.

Search results may also be filtered taking into account the context of user interactions, such as content of a recently viewed page or pages. When the context is included, the relevant equation is:

$$
P(u \mid q, d, c o n)=\frac{P(q \mid d, u, \text { con }) P(u \mid d, \text { con })}{P(q \mid d, c o n)}
$$

where $\mathrm{P}(\mathrm{uld}, \mathrm{con})$ is as described above.
The Personal Crawler is also used to collect and index documents for product models. Collected documents are parsed and analyzed to update product models, particularly the list of product feature values, which are extracted from collected documents using information extraction techniques.
In general, searches are performed to retrieve all documents from the set of indexed documents that match the search query. Alternatively, searches can be limited to prod-uct-related documents, based on either the user's request, the particular search query, or the user's context. For example, a user is interested in purchasing a new bicycle. In one embodiment, the user selects a check-box or other graphical device to indicate that only product-related documents should be retrieved. When the box is not checked, a search query "bicycle" returns sites of bicycle clubs and newsletters. When the box is checked, only documents that have a nonzero product probability ( $\mathrm{P}(\mathrm{pld}$ ) ) on specific products are returned. Such documents include product pages from web sites of bicycle manufacturers, product reviews, and discussion group entries evaluating specific bicycle models.

Alternatively, the search query itself is used to determine the type of pages to return. For example, a query "bicycle" again returns sites of bicycle clubs and newsletters. However, a query "cannondale bicycle" or "cannondale" returns only product-related pages for Cannondale bicycles. Alternatively, the user's context is used to determine the type of pages to return. If the last ten pages viewed by the user are product-related pages discussing Cannondale bicycles, then the query "bicycle" returns product-related pages for all brands of bicycles that are of interest to the user, as determined by the User Model. In all three possible embodi65 ments, within the allowable subset of documents, the entire document is evaluated by the User Model to estimate the probability that the user is interested in the document.

Searches may also be performed for products directly, and not for product-related documents. Results are evaluated using only the user product distribution, user product feature distribution, and product and feature distributions of the user's clusters, as explained above. In general, product searches are performed only at the request of the user, for example by selecting a "product search" tab using a mouse or other input device. A user enters a product category and particular feature values, and a list of products that are estimated to be of high interest to the user is returned. The user is returned some form of list of most interesting products. The list may contain only the product name, and may include descriptions, links to relevant documents, images, or any other appropriate information.

## Personal Browsing and Navigation

The present invention personalizes browsing and navigation in a variety of different ways. In the personal web sites application, web sites located on third party servers are written in a script language that enables dynamic tailoring of the site to the user interests. Parameters of the User Model are transferred to the site when a user requests a particular page, and only selected content or links are displayed to the user. In one embodiment, the site has different content possibilities, and each possibility is evaluated by the User Model. For example, the CNN home page includes several potential lead articles, and only the one that is most interesting to the user is displayed. In a second embodiment, links on a page are shown only if the page to which they link is of interest to the user. For example, following the lead article on the CNN home page are links to related articles, and only those of interest to the user are shown or highlighted. One single article has a variety of potential related articles; a story on the Microsoft trial, for example, has related articles exploring legal, technical, and financial ramifications, and only those meeting the user's information needs are displayed.

The personal links application is illustrated in FIG. 20. In this application, the hyperlinks in a document being viewed by the user are graphically altered, e.g., in their color, to indicate the degree of interest of the linked documents to the use. As a user views a document (step 210), the document is parsed and analyzed (212) to locate hyperlinks to other documents. The linked documents are located in step 214 (but not shown to the user), and evaluated with the User Model (214) to estimate the user's interest in each of the linked documents. In step 216, the graphical representation of the linked documents is altered in accordance with the score computed with the User Model. For example, the links may be color coded, with red links being most interesting and blue links being least interesting, changed in size, with large links being most interesting, or changed in transparency, with uninteresting links being faded. If the user follows one of the interesting links (218), then the process is repeated for the newly viewed document (210).

The personal related pages application locates pages related to a viewed page. Upon the user's request (e.g., by clicking a button with a mouse pointer), the related pages are displayed. Related pages are selected from the set of user documents collected by the personal crawler. Implementation is similar to that of the personal search application, with
the viewed page serving as the query. Thus the relevant equation becomes

$$
P(u \mid \text { page }, d)=\frac{P(\text { page } \mid d, u) P(u \mid d)}{P(\text { page } \mid d)}
$$

with P (pageld, u ) representing the probability that a user u with an information need of document d expresses it in the form of the viewed page page. P (pageld) represents the probability that an average user with an information need of document $d$ expresses it in the form of the viewed page page. These terms can be calculated using the Hidden Markov Model.

Alternatively, related pages or sites may be selected according to the cluster model of clusters to which the user belongs. The most likely site navigation from the viewed site, based on the behavior of the cluster members, is displayed to user upon request.
Related pages are particularly useful in satisfying product information needs. For example, if the user is viewing a product page of a specific printer on the manufacturer's web site, clicking the "related pages" button returns pages comparing this printer to other printers, relevant newsgroup discussions, or pages of comparable printers of different manufacturers. All returned related pages have been evaluated by the User Model to be of interest to the user.

## Find the Experts

In this application, expert users are located who meet a particular information or product need of the user. Expert users are users whose User Model indicates a high degree of interest in the information need of the user. The information need is expressed as a document or product that the user identifies as representing his or her need. In this context, a document may be a full document, a document excerpt, including paragraphs, phrases, or words, the top result of a search based on a user query, or an email message requesting help with a particular subject. From the pool of potential experts, User Models are applied to the document or product, and users whose probability of interest in the document or product exceeds a threshold level are considered expert users.

The pool of experts is specified either by the user or in the system. For example, the pool may include all company employees or users who have previously agreed to help and advise other users. When users request expert advice about a particular product, the expert may be chosen from the product manufacturer or from users who have previously purchased the product, or from users participating in discussion groups about the product.

A protocol for linking users and identified experts is determined. For example, the expert receives an email message requesting that he or she contact the user in need of assistance. Alternatively, all user needs are organized in a taxonomy of advice topics, and an expert searches for requests associated with his or her topic of expertise.

## Personal News

This application, also known as personal pushed information, uses the personal crawler illustrated in FIG. 18. From all documents collected within a recent time period by the user's crawler or user's clusters' crawlers, the most interesting ones are chosen according to the User Model. Collection sources may also be documents obtained from news wires of actions of other users. Documents are sent to the user in any suitable manner. For example, users receive
email messages containing URLs of interesting pages, or links are displayed on a personal web page that the user visits.

## Personalization Assistant

Using the User Model, the Personalization Assistant can transform any services available on the web into personalized services, such as shopping assistants, chatting browsers, or matchmaking assistants.

## Document Barometer

The document barometer, or Page-O-Meter, application, illustrated in FIG. 21, finds the average interest of a large group of users in a document. The barometer can be used by third parties, such as marketing or public relations groups, to analyze the interest of user groups in sets of documents, advertising, or sites, and then modify the documents or target advertising at particular user groups. The application can instead report a score for a single user's interest in a document, allowing the user to determine whether the system is properly evaluating his or her interest. If not, the user can make user modification requests for individual elements of the User Model. From individual and average scores, the application determines a specific user or users interested in the document.

Referring to FIG. 21, a document 220 is parsed and analyzed (222) and then evaluated according to a set of N User Models 224 and 226 through 228. N includes any number greater than or equal to one. The resulting scores from all User Models are combined and analyzed in step 230. In one embodiment, the analysis locates users having maximum interest in document 220, or interest above a threshold level, and returns a sorted list of interested users (232). Alternatively, an average score for document 220 is calculated and returned (234). The average score may be for all users or for users whose interest exceeds a threshold interest level. The range of interest levels among all users in the group may also be reported.

An analogous product barometer calculates user interest in a product. The product barometer computes a score for an individual user or group of users, or identifies users having an interest in a product that exceeds a threshold level. Third party organizations user the product barometer to target marketing efforts to users who are highly likely to be interested in particular products.

## 3D Map

FIG. 22 illustrates a three-dimensional (3D) map 240 of the present invention, in which rectangles represent documents and lines represent hyperlinks between documents. A user provides a set of hyperlinked documents, and each document is scored according to the User Model. An image of 3D map $\mathbf{2 4 0}$ is returned to the user. 3D map $\mathbf{2 4 0}$ contains, for each document, a score reflecting the probability of interest of the user in the document.

## Product Recommendations

A user's online shopping experience can be personalized by making use of the user's overall product score described above, $\mathrm{P}($ uld, product described $=\mathrm{p}$ ). Products that are of high interest to the user are suggested to him or her for purchase. When a user requests information for a specific product or purchases a product, related products are suggested (upsell). Related product categories are predetermined by a human, but individual products within related categories are evaluated by the User Model before being suggested to the user. The related products are given to the user in a list that may contain images, hyperlinks to documents, or any other suitable information. For example, when a user purchases a
server, a list of relevant backup tapes are suggested to him or her for purchase. Suggested products may have feature values that are known to be of interest to the user, or may have been purchased by other members of the user's cluster who also purchased the server. Related product suggestions may be made at any time, not only when a user purchases or requests information about a particular product. Suggested products may be related to any previously purchased products.
Similarly, competing or comparable products are suggested to the user (cross-sell). When the user browses pages of a particular product, or begins to purchase a product, products within the same product category are evaluated to estimate the user's interest in them. Products that are highly interesting to the user are recommended. The user might intend to purchase one product, but be shown products that are more useful or interesting to him or her.

It will be clear to one skilled in the art that the above embodiments may be altered in many ways without departing from the scope of the invention. Accordingly, the scope of the invention should be determined by the following claims and their legal equivalents.

What is claimed is:

1. A computer-implemented method for providing automatic, personalized information services to a user $u$, the method comprising:
a) transparently monitoring user interactions with data while the user is engaged in normal use of a computer;
b) updating user-specific data files, wherein the userspecific data files comprise the monitored user interactions with the data and a set of documents associated with the user;
c) estimating parameters of a learning machine, wherein the parameters define a User Model specific to the user and wherein the parameters are estimated in part from the user-specific data files;
d) analyzing a document $d$ to identify properties of the document;
e) estimating a probability P (uld) that an unseen document $d$ is of interest to the user $u$, wherein the probability $\mathrm{P}(\mathrm{uld})$ is estimated by applying the identified properties of the document to the learning machine having the parameters defined by the User Model; and
f) using the estimated probability to provide automatic, personalized information services to the user.
2. The method of claim 1 wherein the user-specific data files include documents of interest to the user $u$ and documents that are not of interest to the user $u$, and wherein estimating the parameters comprises distinct treatment of the documents of interest and the documents that are not of interest.
3. The method of claim 1 wherein analyzing the document d provides for the analysis of documents having multiple distinct media types.
4. The method of claim 1 wherein transparently monitoring user interactions with data comprises monitoring multiple distinct modes of user interaction with network data.
5. The method of claim 4 wherein the multiple distinct modes of user interaction comprise a mode selected from the group consisting of a network searching mode, a network navigation mode, a network browsing mode, an email reading mode, an email writing mode, a document writing mode, a viewing "pushed" information mode, a finding expert advice mode, and a product purchasing mode.
6. The method of claim 1 further comprising crawling network documents, wherein the crawling comprises parsing crawled documents for links, calculating probable user inter-
est in the parsed links using the learning machine, and preferentially following links likely to be of interest to the user.
7. The method of claim $\mathbf{1}$ wherein the identified properties of the document d comprise a user u -independent property selected from the group consisting of:
a) a probability $\mathrm{P}(\mathrm{t}, \mathrm{d})$ that the document d is of interest to users interested in a topic $t$;
b) a topic classifier discrete probability distribution $\mathrm{P}(\mathrm{tld})$;
c) a product model discrete probability distribution $\mathrm{P}(\mathrm{pld})$;
d) product feature values extracted from the document d;
e) an author of the document d;
f) an age of the document d;
g) a list of documents linked to the document d;
h) a language of the document d;
i) a number of users who have accessed the document d;
j) a number of users who have saved the document $d$ in a favorite document list; and
k) a list of users previously interested in the document d.
8. The method of claim $\mathbf{1}$ wherein the parameters of the learning machine define a user u-dependent function selected from the group consisting of:
a) a user topic probability distribution $\mathrm{P}(\mathrm{ttu})$ representing interests of the user $u$ in various topics $t$;
b) a user product probability distribution $\mathrm{P}(\mathrm{plu})$ representing interests of the user $u$ in various products $p$;
c) a user product feature probability distribution $\mathrm{P}(\mathrm{flu}, \mathrm{p})$ representing interests of the user $u$ in various features $f$ of each of the various products $p$;
d) a web site probability distribution $\mathrm{P}($ slu) representing interests of the user $u$ in various web sites s;
e) a cluster probability distribution $\mathrm{P}(\mathrm{c}(\mathrm{u}) \mid \mathrm{u})$ representing similarity of the user $u$ to users in various clusters c(u);
f) a phrase model probability distribution $\mathrm{P}(\mathrm{w} \mid \mathrm{u})$ representing interests of the user $u$ in various phrases w;
g) an information theory based measure $\mathrm{I}\left(\mathrm{I}_{w} ; \mathrm{I}_{u}\right)$ representing mutual information between various phrases w and the user $u$;
h) an information theory based measure $\mathrm{I}\left(\mathrm{I}_{i} ; \mathrm{I}_{u}\right)$ representing mutual information between various topics $t$ and the user $u$;
i) an information theory based measure $\mathrm{I}\left(\mathrm{I}_{s} ; \mathrm{I}_{u}\right)$ representing mutual information between various web sites $s$ and the user u;
j) an information theory based measure $\mathrm{I}\left(\mathrm{I}_{p} ; \mathrm{I}_{u}\right)$ representing mutual information between various products $p$ and the user u; and
k) an information theory based measure $\mathrm{I}\left(\mathrm{I}_{j} ; \mathrm{I}_{u}\right)$ representing mutual information between various features $f$ of each of the various products $p$ and the user $u$.
9. The method of claim 1 wherein the parameters of the learning machine define:
a) a user product probability distribution $\mathrm{P}(\mathrm{p} \mid \mathrm{u})$ representing interests of the user $u$ in various products $p$; and
b) a user product feature probability distribution $\mathrm{P}(\mathrm{flu}, \mathrm{p})$ representing interests of the user $u$ in various features $f$ of each of the various products $p$; and wherein the method further comprises estimating a probability $P(u l d$, product described $=p$ ) that a document $d$ that describes a product $p$ is of interest to the user $u$, wherein the probability is estimated in part from the user product probability distribution and the user product feature probability distribution.
10. The method of claim 9 further comprising recommending products to the user based on the probability P (uld, product described=p).
11. The method of claim 1 further comprising estimating a posterior probability $\mathrm{P}(\mathrm{uld}, \mathrm{q})$ that the document d is of interest to the user $u$, given a query $q$ submitted by the user.
12. The method of claim $\mathbf{1 1}$ wherein estimating the posterior probability comprises estimating a probability $\mathrm{P}(\mathrm{qld}, \mathrm{u})$ that the query q is expressed by the user u with an information need in the document d.
13. The method of claim 1 further comprising applying the identified properties of the document $d$ to a learning machine having product parameters characterizing a product p to estimate a probability $\mathrm{P}(\mathrm{pld})$ that the document d refers to the product p .
14. The method of claim 13 further comprising updating the product parameters based on the identified properties of the document d and the estimated probability $\mathrm{P}(\mathrm{pld})$.
15. The method of claim $\mathbf{1 3}$ further comprising initializing the product parameters based on a set of documents associated with the product $p$.
16. The method of claim 1 further comprising clustering multiple users into clusters of similar users, wherein the clustering comprises calculating distances between User Models, and selecting similar users based on the calculated distances between User Models.
17. The method of claim 1 further comprising calculating relative entropy values between User Models of multiple users, and clustering together users based on the calculated relative entropy values.
18. The method of claim 1 wherein the parameters defining the User Model comprise calculated distances between the User Model and User Models of users similar to the user.
19. The method of claim $\mathbf{1}$ further comprising selecting in a group of users an expert user in an area of expertise, wherein selecting the expert user comprises finding an expert User Model among User Models of the group of users, such that the expert User Model indicates a strong interest of the expert user in a document associated with the area of expertise.
20. The method of claim 1 further comprising parsing the document d for hyperlinks, and separately estimating for each of the hyperlinks a probability that the hyperlink is of interest to the user u.
21. The method of claim 1 further comprising sending to a third party web server user interest information derived from the User Model, whereby the third party web server may customize its interaction with the user.
22. The method of claim 1 wherein the monitored user interactions include a sequence of interaction times.
23. The method of claim $\mathbf{1}$ further comprising initializing the User Model using information selected from the group consisting of a set of documents provided by the user, a web browser history file associated with the user, a web browser bookmarks file associated with the user, ratings by the user of a set of documents, and previous product purchases made by the user.
24. The method of claim 1 further comprising modifying the User Model based on User Model modification requests provided by the user.
25. The method of claim 1 further comprising providing to the user a score for a document identified by the user, wherein the score is derived from the estimated probability.
26. The method of claim 1 further comprising providing to the user a 3D map of a hyper linked document collection, wherein the 3D map indicates a user interest in each document.
27. The method of claim 1 further comprising temporarily using a User Model that is built from a set of predetermined parameters of a profile selected by the user.
28. The method of claim $\mathbf{1}$ further comprising initializing the User Model by selecting a set of predetermined parameters of a prototype user selected by the user.
29. The method of claim $\mathbf{2 8}$ further comprising updating the predetermined parameters of the prototype user based on actions of users similar to the prototype user.
30. The method of claim 1 further comprising identifying a set of users interested in the document $d$.
31. The method of claim $\mathbf{3 0}$ further comprising calculating a range of interests in the document $d$ for the identified set of users.
32. A program storage device accessible by a central computer, tangibly embodying a program of instructions executable by the central computer to perform method steps for providing automatic, personalized information services to a user $u$, the method steps comprising:
a) transparently monitoring user interactions with data while the user is engaged in normal use of a client computer in communication with the central computer;
b) updating user-specific data files, wherein the userspecific data files comprise the monitored user interactions with the data and a set of documents associated with the user;
c) estimating parameters of a learning machine, wherein the parameters define a User Model specific to the user and wherein the parameters are estimated in part from the user-specific data files;
d) analyzing a document $d$ to identify properties of the document;
e) estimating a probability $\mathrm{P}(\mathrm{uld})$ that an unseen document $d$ is of interest to the user $u$, wherein the probability P (uld) is estimated by applying the identified properties of the document to the learning machine having the parameters defined by the User Model; and
f) using the estimated probability to provide automatic, personalized information services to the user.
33. The program storage device of claim $\mathbf{3 2}$ wherein the user-specific data files include documents of interest to the user $u$ and documents that are not of interest to the user $u$, and wherein estimating the parameters comprises distinct treatment of the documents of interest and the documents that are not of interest.
34. The program storage device of claim 32 wherein analyzing the document d provides for the analysis of documents having multiple distinct media types.
35. The program storage device of claim 32 wherein transparently monitoring user interactions with data comprises monitoring multiple distinct modes of user interaction with network data.
36. The program storage device of claim 35 wherein the multiple distinct modes of user interaction comprise a mode selected from the group consisting of a network searching mode, a network navigation mode, a network browsing mode, an email reading mode, an email writing mode, a document writing mode, a viewing "pushed" information mode, a finding expert advice mode, and a product purchasing mode.
37. The program storage device of claim $\mathbf{3 2}$ wherein the method steps further comprise crawling network documents, wherein the crawling comprises parsing crawled documents for links, calculating probable user interest in the parsed links using the learning machine, and preferentially following links likely to be of interest to the user.
38. The program storage device of claim $\mathbf{3 2}$ wherein the identified properties of the document d comprise a user
u-independent property selected from the group consisting of:
a) a probability $\mathrm{P}(\mathrm{t}, \mathrm{d})$ that the document d is of interest to users interested in a topic $t$;
b) a topic classifier discrete probability distribution $\mathrm{P}($ thd $)$;
c) a product model discrete probability distribution $\mathrm{P}(\mathrm{pld})$;
d) product feature values extracted from the document d;
e) an author of the document d;
f) an age of the document d;
g) a list of documents linked to the document d;
h) a language of the document d;
i) a number of users who have accessed the document d;
j) a number of users who have saved the document $d$ in a favorite document list; and
k) a list of users previously interested in the document d.
39. The program storage device of claim 32 wherein the parameters of the learning machine define a user u-dependent function selected from the group consisting of:
a) a user topic probability distribution P (tlu) representing interests of the user $u$ in various topics t;
b) a user product probability distribution $\mathrm{P}(\mathrm{plu})$ representing interests of the user $u$ in various products p ;
c) a user product feature probability distribution $\mathrm{P}(\mathrm{flu}, \mathrm{p})$ representing interests of the user $u$ in various features f of each of the various products p ;
d) a web site probability distribution $\mathrm{P}(\mathrm{s} \mid \mathrm{u})$ representing interests of the user $u$ in various web sites $s$;
e) a cluster probability distribution $\mathrm{P}(\mathrm{c}(\mathrm{u}) \mid \mathrm{u})$ representing similarity of the user $u$ to users in various clusters $\mathrm{c}(\mathrm{u})$;
f) a phrase model probability distribution $\mathrm{P}(\mathrm{w} / \mathrm{u})$ representing interests of the user $u$ in various phrases $w$;
g) an information theory based measure $\mathrm{I}\left(\mathrm{I}_{w} ; \mathrm{I}_{u}\right)$ representing mutual information between various phrases w and the user u;
h) an information theory based measure $\mathrm{I}\left(\mathrm{I}_{i} ; \mathrm{I}_{u}\right)$ representing mutual information between various topics $t$ and the user u;
i) an information theory based measure $I\left(I_{s} ; I_{u}\right)$ representing mutual information between various web sites $s$ and the user $u$;
j) an information theory based measure $\mathrm{I}\left(\mathrm{I}_{p} ; \mathrm{I}_{u}\right)$ representing mutual information between various products p and the user $u$; and
k) an information theory based measure $\mathrm{I}\left(\mathrm{I}_{f} ; \mathrm{I}_{u}\right)$ representing mutual information between various features $f$ of each of the various products p and the user u .
40. The program storage device of claim 32 wherein the parameters of the learning machine define:
a) a user product probability distribution $\mathrm{P}(\mathrm{plu})$ representing interests of the user $u$ in various products $p$; and
b) a user product feature probability distribution $\mathrm{P}(\mathrm{flu}, \mathrm{p})$ representing interests of the user $u$ in various features $f$ of each of the various products $p$;
and wherein the method steps further comprise estimating a probability $P$ (uld, product described= $p$ ) that a document $d$ that describes a product $p$ is of interest to the user $u$, wherein the probability is estimated in part the user product probability distribution and the user product feature probability distribution.
41. The program storage device of claim $\mathbf{4 0}$ wherein the method steps further comprise recommending products to the user based on the probability P (uld, product described=p).
42. The program storage device of claim $\mathbf{3 2}$ wherein the method steps further comprise estimating a posterior probability $\mathrm{P}(\mathrm{uld}, \mathrm{q})$ that the document d is of interest to the user $u$, given a query $q$ submitted by the user.
43. The program storage device of claim 42 wherein estimating the posterior probability comprises estimating a probability $\mathrm{P}(\mathrm{q} \mid \mathrm{q}, \mathrm{u})$ that the query q is expressed by the user u with an information need in the document d.
44. The program storage device of claim 32 wherein the method steps further comprise applying the identified properties of the document d to a learning machine having product parameters characterizing a product $p$ to estimate a probability $\mathrm{P}(\mathrm{pld})$ that the document d refers to the product p.
45. The program storage device of claim 44 wherein the method steps further comprise updating the product parameters based on the identified properties of the document $d$ and the estimated probability $\mathrm{P}(\mathrm{pld})$.
46. The program storage device of claim 44 wherein the method steps further comprise initializing the product parameters based on a set of documents associated with the product p .
47. The program storage device of claim $\mathbf{3 2}$ wherein the method steps further comprise clustering multiple users into clusters of similar users, wherein the clustering comprises calculating distances between User Models, and selecting similar users based on the calculated distances between User Models.
48. The program storage device of claim $\mathbf{3 2}$ wherein the method steps further comprise calculating relative entropy values between User Models of multiple users, and clustering together users based on the calculated relative entropy values.
49. The program storage device of claim 32 wherein the parameters defining the User Model comprise calculated distances between the User Model and User Models of users similar to the user.
50. The program storage device of claim $\mathbf{3 2}$ wherein the method steps further comprise selecting in a group of users an expert user in an area of expertise, wherein selecting the expert user comprises finding an expert User Model among User Models of the group of users, such that the expert User Model indicates a strong interest of the expert user in a document associated with the area of expertise.
51. The program storage device of claim 32 wherein the method steps further comprise parsing the document $d$ for hyperlinks, and separately estimating for each of the hyperlinks a probability that the hyperlink is of interest to the user u .
52. The program storage device of claim 32 wherein the method steps further comprise sending to a third party web
server user interest information derived from the User Model, whereby the third party web server may customize its interaction with the user.
53. The program storage device of claim 32 wherein the monitored user interactions include a sequence of interaction times.
54. The program storage device of claim $\mathbf{3 2}$ wherein the method steps further comprise initializing the User Model using information selected from the group consisting of a set of documents provided by the user, a web browser history file associated with the user, a web browser bookmarks file associated with the user, ratings by the user of a set of documents, and previous product purchases made by the user.
55. The program storage device of claim 32 wherein the method steps further comprise modifying the User Model based on User Model modification requests provided by the user.
56. The program storage device of claim 32 wherein the method steps further comprise providing to the user a score for a document identified by the user, wherein the score is derived from the estimated probability.
57. The program storage device of claim 32 wherein the method steps further comprise providing to the user a 3D map of a hyper linked document collection, wherein the 3D map indicates a user interest in each document.
58. The program storage device of claim 32 wherein the method steps further comprise temporarily using a User Model that is built from a set of predetermined parameters of a profile selected by the user.
59. The program storage device of claim 32 wherein the method steps further comprise initializing the User Model by selecting a set of predetermined parameters of a prototype user selected by the user.
60. The program storage device of claim $\mathbf{5 9}$ wherein the method steps further comprise updating the predetermined parameters of the prototype user based on actions of users similar to the prototype user.
61. The program storage device of claim 32 wherein the method steps further comprise identifying a set of users interested in the document d.
62. The program storage device of claim 61 wherein the method steps further comprise calculating a range of interests in the document $d$ for the identified set of users.
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ABSTRACT
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Fig. 1


Fig. 2


Fig. 3

Informative Word/Phrase List

| Word ID | Word Grade | Last Access <br> Time | Number of <br> Accesses |
| :--- | :---: | :---: | :---: |
| Vegan | 0.86 | $3 / 6 / 200012: 22: 41$ | 173 |
| Parasail | 0.72 | $4 / 15 / 200018: 51: 27$ | 220 |

Fig. 4A

Web Site Distribution

| Site ID | Site <br> Probability | Last Access <br> Time | Number of <br> Accesses |
| :---: | :---: | :---: | :---: |
| herring.com | 0.61 | $5 / 1 / 200019: 15: 21$ | 152 |
| Java.com | 0.43 | $4 / 24 / 20003: 16: 18$ | 460 |

Fig. 4B

User Topic Distribution

| Topic ID | Topic Parent | Topic <br> Probability | Last Access <br> Time | Number of <br> Accesses |
| :---: | :---: | :---: | :---: | :---: |
| Computers | Industries | 0.6 | $12 / 2 / 19991: 21: 22$ | 74 |
| Publishing | Industries | 0.31 | $1 / 2 / 20006: 25: 31$ | 62 |

Fig. 4C
User Product Distribution

| Product ID | Product <br> Parent | Product <br> Probability | Last Purchase <br> Time | Number of <br> Purchases | Last Access <br> Time | Number of <br> Accesses |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3Com <br> Palm 3E | Without <br> Keyboards | 0.73 | $12 / 16 / 1999$ <br> $17: 21: 21$ | 1 | $5 / 2 / 2000$ <br> $16: 01: 21$ | 78 |
| Without <br> Keyboards | Handhelds/ <br> PDAs | 0.81 | $12 / 16 / 1999$ <br> $17: 21: 21$ | 1 | $3 / 15 / 2000$ <br> $17: 21: 21$ | 98 |

Fig. 4D


Fig. 5A

User Cluster Tree


Fig. 6A

## User Fuzzy Cluster Tree

| Cluster ID | Cluster Parent <br> ID | Cluster <br> Probability |
| :---: | :---: | :---: |
| Bob | C 1 | 0.3 |
| Bob | C 2 | 0.2 |
| Bob | C 3 | 0.1 |
| Bob | C 4 | 0.4 |
| C 1 | C 11 | 0.2 |

Fig. 6B


Fig. 7
Topic Tree

| Topic ID | Depth <br> Level | Topic Parent <br> ID | Number of <br> Children | Children |
| :---: | :---: | :---: | :---: | :---: |
| Investing | 2 | Business | 3 | International, Resources, Socially Responsible |
| Employment | 2 | Business | 4 | Careers, Recruiters, Resumes, Seasonal |

Fig. 8
Topic Experts

| Topic ID | Topic Parent <br> ID | Cluster 1 | Cluster 2 | Cluster 2 |
| :---: | :---: | :---: | :---: | :---: |
| Investing | Business | C 112 | C 113 | C 114 |
| Employment | Business | C 241 | C 212 | C 159 |

Fig. 9


Fig. 10

Product Tree

| Product ID | Depth <br> Level | Product <br> Parent ID | Number of <br> Children | Children |
| :---: | :---: | :---: | :---: | :---: |
| Cameras | 3 | Consumer <br> Electronics | 2 | Digital Cameras, <br> Webcams |
| Consumer <br> Electronics | 2 | Top | 3 | CD Players, Cameras, <br> Personal Minidiscs |

Fig. 11

Product Feature List

| Product ID | Feature | Value |
| :---: | :---: | :---: |
| Sony CDP-CX350 | Brand | Sony |
| Sony CDP-CX350 | CD Capacity | 50 Discs or Greater |
| Sony CDP-CX350 | Digital Output | Optical |

Fig. 12A

## Product Feature Value List

| Feature | Value |
| :---: | :---: |
| Digital Output | Coaxial and Optical |
| Digital Output | Coaxial |
| Digital Output | Optical |
| Digital Output | No |

Fig. 12B

User Recently Accessed Butter

| Document ID | Access <br> Time | Interaction <br> Type | Context | Degree of Interest |
| :---: | :---: | :---: | :--- | :--- |
| www.herring.com/insider | $5 / 12 / 2000$ <br> $14: 37: 21$ | Navigation | bookmark access | positive, followed 3 links <br> 12 minutes |
| www.m-w.com | $5 / 12 / 2000$ <br> $15: 08: 21$ | Search | query "dictionary" | positive, followed 5 links <br> bookmarked, 21 minutes |

Fig. 14

User Site Candidate Table

| Site Name | Number of <br> Access | Last Access <br> Time |
| :---: | :---: | :---: |
| www.herring.com | 157 | $5 / 12 / 2000$ <br> $14: 37: 21$ |
| www.m-w.com | 162 | $5 / 12 / 2000$ <br> $15: 08: 21$ |

Fig. 15A

User Word Candidate Table

| Word ID | Word Spelling | Word Spelling | Word <br> Grade | Last Access <br> Time |
| :---: | :--- | :---: | :---: | :---: |
| Cytochrome | Cytochrome | Cytocrome | 0.67 | $4 / 16 / 200$ <br> $7: 10: 01$ |
| Hyperbilirubinemia | Hyperbilirubinemia | Hyperbilirubenema | 0.58 | $4 / 27 / 2000$ <br> $12: 18: 42$ |

Fig. 15B

User Recently Purchased Products

| Product ID | Parent <br> Node | Purchase Time | Purchase Source |
| :---: | :---: | :---: | :---: |
| Panasonic <br> SL-502 | Discmans | $5 / 1 / 2000$ 16:01:04 | ebyweb.com |
| Hitachi <br> VM6500A | Camcorders | $5 / 3 / 200018: 19: 21$ | supremevideo.com |

Fig. 16
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## AUTOMATIC, PERSONALIZED ONLINE INFORMATION AND PRODUCT SERVICES

## CROSS-REFERENCE TO RELATED APPLICATIONS

This application is a continuation application of U.S. NonProvisional application Ser. No. 11/316,785 filed Dec. 22, 2005 now U.S. Pat. No. $7,320,031$, which is a continuation application of U.S. Non-Provisional application Ser. No. 09/597,975 filed Jun. 20, 2000 now U.S. Pat. No. 6,981,040. Accordingly, this application claims the benefit of U.S. NonProvisional application Ser. No. 09/597,975 filed Jun. 20, 2000, which claims the benefit of U.S. Provisional Application No. 60/173,392 filed Dec. 28, 1999, which are all herein incorporated by reference.

## FIELD OF THE INVENTION

This invention relates generally to methods for personalizing a user's interaction with information in a computer network. More particularly, it relates to methods for predicting user interest in documents and products using a learning machine that is continually updated based on actions of the user and similar users.

## BACKGROUND ART

The amount of static and dynamic information available today on the Internet is staggering, and continues to grow exponentially. Users searching for information, news, or products and services are quickly overwhelmed by the volume of information, much of it useless and uninformative. A variety of techniques have been developed to organize, filter, and search for information of interest to a particular user. Broadly, these methods can be divided into information filtering techniques and collaborative filtering techniques.

Information filtering techniques focus on the analysis of item content and the development of a personal user interest profile. In the simplest case, a user is characterized by a set of documents, actions regarding previous documents, and userdefined parameters, and new documents are characterized and compared with the user profile. For example, U.S. Pat. No. 5,933,827, issued to Cole et al., discloses a system for identifying new web pages of interest to a user. The user is characterized simply by a set of categories, and new documents are categorized and compared with the user's profile. U.S. Pat. No. 5,999,975, issued to Kittaka et al., describes an online information providing scheme that characterizes users and documents by a set of attributes, which are compared and updated base on user selection of particular documents. U.S. Pat. No. $6,006,218$, issued to Breese et al., discloses a method for retrieving information based on a user's knowledge, in which the probability that a user already knows of a document is calculated based on user-selected parameters or popularity of the document. U.S. Pat. No. 5,754,939, issued to Herz et al., discloses a method for identifying objects of interest to a user based on stored user profiles and target object profiles. Other techniques rate documents using the TFIDF (term frequency, inverse document frequency) measure. The user is represented as a vector of the most informative words in a set of user-associated documents. New documents are parsed to obtain a list of the most informative words, and this list is compared to the user's vector to determine the user's interest in the new document.

Existing information filtering techniques suffer from a number of drawbacks. Information retrieval is typically a two
step process, collection followed by filtering; information filtering techniques personalize only the second part of the process. They assume that each user has a personal filter, and that every network document is presented to this filter. This assumption is simply impractical given the current size and growth of the Internet; the number of web documents is expected to reach several billion in the next few years. Furthermore, the dynamic nature of the documents, e.g., news sites that are continually updated, makes collection of documents to be filtered later a challenging task for any system. User representations are also relatively limited, for example, including only a list of informative words or products or user-chosen parameters, and use only a single mode of interaction to make decisions about different types of documents and interaction modes. In addition, information filtering techniques typically allow for extremely primitive updating of a user profile, if any at all, based on user feedback to recommended documents. As a user's interests change rapidly, most systems are incapable of providing sufficient personalization of a user's experience.

Collaborative filtering methods, in contrast, build databases of user opinions of available items, and then predict a user opinion based on the judgments of similar users. Predictions typically require offline data mining of very large databases to recover association rules and patterns; a significant amount of academic and industrial research is focussed on developing more efficient and accurate data mining techniques. The earliest collaborative filtering systems required explicit ratings by the users, but existing systems are implemented without the user's knowledge by observing user actions. Ratings are inferred from, for example, the amount of time a user spends reading a document or whether a user purchases a particular product. For example, an automatic personalization method is disclosed in B. Mobasher et al., "Automatic Personalization Through Web Usage Mining," Technical Report TR99-010, Department of Computer Science, Depaul University, 1999. Log files of documents requested by users are analyzed to determine usage patterns, and online recommendations of pages to view are supplied to users based on the derived patterns and other pages viewed during the current session.

Recently, a significant number of web sites have begun implementing collaborative filtering techniques, primarily for increasing the number and size of customer purchases. For example, Amazon.com ${ }^{\text {TM }}$ has a "Customers Who Bought" feature, which recommends books frequently purchased by customers who also purchased a selected book, or authors whose work is frequently purchased by customers who purchased works of a selected author. This feature uses a simple "shopping basket analysis"; items are considered to be related only if they appear together in a virtual shopping basket. Net Perceptions, an offshoot of the GroupLens project at the University of Minnesota, is a company that provides collaborative filtering to a growing number of web sites based on data mining of server logs and customer transactions, according to predefined customer and product clusters.

Numerous patents disclose improved collaborative filtering systems. A method for item recommendation based on automated collaborative filtering is disclosed in U.S. Pat. No. $6,041,311$, issued to Chislenko et al. Similarity factors are maintained for users and for items, allowing predictions based on opinions of other users. In an extension of standard collaborative filtering, item similarity factors allow predictions to be made for a particular item that has not yet been rated, but that is similar to an item that has been rated. A method for determining the best advertisements to show to users is disclosed in U.S. Pat. No. 5,918,014, issued to Rob-
inson. A user is shown a particular advertisement based on the response of a community of similar users to the particular advertisement. New ads are displayed randomly, and the community interest is recorded if enough users click on the ads. A collaborative filtering system using a belief network is disclosed in U.S. Pat. No. 5,704,317, issued to Heckerman et al., and allows automatic clustering and use of non-numeric attribute values of items. A multi-level mindpool system for collaborative filtering is disclosed in U.S. Pat. No. 6,029,161, issued to Lang et al. Hierarchies of users are generated containing clusters of users with similar properties.

Collaborative filtering methods also suffer from a number of drawbacks, chief of which is their inability to rate content of an item or incorporate user context. They are based only on user opinions; thus an item that has never been rated cannot be recommended or evaluated. Similarly, obscure items, which are rated by only a few users, are unlikely to be recommended. Furthermore, they require storage of a profile for every item, which is unfeasible when the items are web pages. New items cannot be automatically added into the database. Changing patterns and association rules are not incorporated in real time, since the data mining is performed offline. In addition, user clusters are also static and cannot easily be updated dynamically.

Combinations of information filtering and collaborative filtering techniques have the potential to supply the advantages provided by both methods. For example, U.S. Pat. No. $5,867,799$, issued to Lang et al., discloses an information filtering method that incorporates both content-based filtering and collaborative filtering. However, as with contentbased methods, the method requires every document to be filtered as it arrives from the network, and also requires storage of a profile of each document. Both of these requirements are unfeasible for realistically large numbers of documents. An extension of this method, described in U.S. Pat. No. 5,983, 214, also to Lang et al., observes the actions of users on content profiles representing information entities. Incorporating collaborative information requires that other users have evaluated the exact content profile for which a rating is needed.

In summary, none of the existing prior art methods maintain an adaptive content-based model of a user that changes based on user behavior, allow for real-time updating of the model, operate during the collection stage of information retrieval, can make recommendations for items or documents that have never been evaluated, or model a user based on different modes of interaction.

## OBJECTS AND ADVANTAGES

Accordingly, it is a primary object of the present invention to provide a method of personalizing user interaction with network documents that maintains an adaptive content-based profile of the user.

It is another object of the invention to incorporate into the profile user behavior during different modes of interaction with information, thus allowing for cross-fertilization. Learning about the user interests in one mode benefits all other modes.

It is a further object of the invention to provide a method that jointly models the user's information needs and product needs to provide stronger performance in both modes.

It is an additional object of the invention to provide a method that personalizes both the collection and filtering stages of information retrieval to manage efficiently the enormous number of existing web documents.

It is another object of the invention to provide a method for predicting user interest in an item that incorporates the opinions of similar users without requiring storage and maintenance of an item profile.
It is a further object of the invention to provide an information personalization method that models the user as a function independent of any specific representation or data structure, and represents the user interest in a document or product independently of any specific user information need. This approach enables the addition of new knowledge sources into the user model.

It is an additional object of the present invention to provide a method based on Bayesian statistics that updates the user profile based on both negative and positive examples.
It is a further object of the invention to model products by analyzing all relevant knowledge sources, such as press releases, reviews, and articles, so that a product can be recommended even if it has never been purchased or evaluated previously.

## SUMMARY

These objects and advantages are attained by a computerimplemented method for providing automatic, personalized information services to a user. User interactions with a computer are transparently monitored while the user is engaged in normal use of the computer, and monitored interactions are used to update user-specific data files that include a set of documents associated with the user. Parameters of a learning machine, which define a User Model specific to the user, are estimated from the user-specific data files. Documents that are of interest and documents that are not of interest to the user are treated distinctly in estimating the parameters. The parameters are used to estimate a probability $\mathrm{P}(\mathrm{uld})$ that a document is of interest to the user, and the estimated probability is then used to provide personalized information services to the user.

The probability is estimated by analyzing properties of the document and applying them to the learning machine. Documents of multiple distinct media types of analyzed, and identified properties include: the probability that the document is of interest to users who are interested in particular topics, a topic classifier probability distribution, a product model probability distribution, product feature values extracted from the document, the document author, the document age, a list of documents linked to the document, the document language, number of users who have accessed the document, number of users who have saved the document in a favorite document list, and a list of users previously interested in the document. All properties are independent of the particular user. The product model probability distribution, which indicates the probability that the document refers to particular products, is obtained by applying the document properties to a product model, a learning machine with product parameters characterizing particular products. These product parameters are themselves updated based on the document properties and on the product model probability distribution. Product parameters are initialized from a set of documents associated with each product.
User interactions are monitored during multiple distinct modes of user interaction with network data, including a network searching mode, network navigation mode, network browsing mode, email reading mode, email writing mode, document writing mode, viewing "pushed" information mode, finding expert advice mode, and product purchasing mode. Based on the monitored interactions, parameters of the learning machine are updated. Learning machine parameters
define various user-dependent functions of the User Model, including a user topic probability distribution representing interests of the user in various topics, a user product probability distribution representing interests of the user in various products, a user product feature probability distribution representing interests of the user in various features of each of the various products, a web site probability distribution representing interests of the user in various web sites, a cluster probability distribution representing similarity of the user to users in various clusters, and a phrase model probability distribution representing interests of the user in various phrases. Some of the user-dependent functions can be represented as information theory based measures representing mutual information between the user and either phrases, topics, products, features, or web sites. The product and feature distributions can also be used to recommend products to the user.

The User Model is initialized from documents provided by the user, a web browser history file, a web browser bookmarks file, ratings by the user of a set of documents, or previous product purchases made by the user. Alternatively, the User Model may be initialized by selecting a set of predetermined parameters of a prototype user selected by the user. Parameters of the prototype user are updated based on actions of users similar to the prototype user. The User Model can be modified based on User Model modification requests provided by the user. In addition, the user can temporarily use a User Model that is built from a set of predetermined parameters of a profile selected by the user.

Distances between users are calculated to determine similar users, who are clustered into clusters of similar users. Parameters defining the User Model may include the calculated distances between the User Model and User Models of users within the user's cluster. Users may also be clustered based on calculated relative entropy values between User Models of multiple users.

A number of other probabilities can be calculated, such as a posterior probability $\mathrm{P}(\mathrm{u} \mid \mathrm{d}, \mathrm{q})$ that the document is of interest to the user, given a search query submitted by the user. Estimating the posterior probability includes estimating a probability that the query is expressed by the user with an information need contained in the document. In addition, the probability $\mathrm{P}(\mathrm{u} \mid \mathrm{d}, \mathrm{con})$ that the document is of interest to the user during a current interaction session can be calculated. To do so, $\mathrm{P}(\mathrm{u}$, conld $) / \mathrm{P}(\mathrm{conld})$ is calculated, where con represents a sequence of interactions during the current interaction session or media content currently marked by the user. A posterior probability $\mathrm{P}(\mathrm{uld}, \mathrm{q}, \mathrm{con})$ that the document is of interest to the user, given a search query submitted during a current interaction session, can also be calculated.

A variety of personalized information services are provided using the estimated probabilities. In one application, network documents are crawled and parsed for links, and probable interest of the user in the links is calculated using the learning machine. Links likely to be of interest to the user are followed. In another application, the user identifies a document, and a score derived from the estimated probability is provided to the user. In an additional application, the user is provided with a three-dimensional map indicating user interest in each document of a hyperlinked document collection. In a further application, an expert user is selected from a group of users. The expert user has an expert User Model that indicates a strong interest in a document associated with a particular area of expertise. Another application includes parsing a viewed document for hyperlinks and separately estimating for each hyperlink a probability that the linked document is of interest to the user. In a further application,
user interest information derived from the User Model is sent to a third party web server that then customizes its interaction with the user. Finally, a set of users interested in a document is identified, and a range of interests for the identified users is calculated.

## BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 is a schematic diagram of a computer system in which the present invention is implemented.

FIG. 2 is a block diagram of a method of the present invention for providing personalized product and information services to a user.

FIG. 3 is a schematic diagram of knowledge sources used as inputs to the User Model and resulting outputs.
FIGS. 4A-4E illustrate tables that store different components and parameters of the User Model.

FIG. 5A illustrates a cluster tree containing clusters of users similar to a particular user.
FIG. 5B is a table that stores parameters of a user cluster tree.

FIG. 6A illustrates a preferred cluster tree for implementing fuzzy or probabilistic clustering.

FIG. 6B is a table that stores parameters of a user fuzzy cluster tree.

FIG. 7 illustrates a portion of a topic tree.
FIG. 8 is a table that stores nodes of the topic tree of FIG. 7.

FIG. 9 is a table that stores the names of clusters having the most interest in nodes of the topic tree of FIG. 7, used to implement the topic experts model.

FIG. 10 illustrates a portion of a product tree.
FIG. 11 is a table that stores nodes of the product tree of FIG. 10.

FIG. 12A is a table that stores feature values of products of the product tree of FIG. 10.

FIG. 12B is a table that stores potential values of product features associated with intermediate nodes of the product tree of FIG. 10.
FIG. 13 is a schematic diagram of the method of initializing the User Model.

FIG. 14 illustrates the user recently accessed buffer, which records all user interactions with documents.

FIG. 15A is a table for storing sites that are candidates to include in the user site distribution.

FIG. 15B is a table for storing words that are candidates to include in the user word distribution.

FIG. 16 is a table that records all products the user has purchased.
FIG. 17 is a schematic diagram of the method of applying the User Model to new documents to estimate the probability of user interest in the document.

FIG. 18 is a block diagram of the personal crawler application of the present invention.
FIG. 19 is a block diagram of the personal search application of the present invention.

FIG. 20 is a block diagram of the personal navigation application of the present invention.

FIG. 21 is a block diagram of the document barometer application of the present invention.

FIG. 22 is a schematic diagram of the three-dimensional map application of the present invention.

## DETAILED DESCRIPTION

Although the following detailed description contains many specifics for the purposes of illustration, anyone of ordinary
skill in the art will appreciate that many variations and alterations to the following details are within the scope of the invention. Accordingly, the following preferred embodiment of the invention is set forth without any loss of generality to, and without imposing limitations upon, the claimed invention.

The present invention, referred to as Personal Web, provides automatic, personalized information and product services to a computer network user. In particular, Personal Web is a user-controlled, web-centric service that creates for each user a personalized perspective and the ability to find and connect with information on the Internet, in computer networks, and from human experts that best matches his or her interests and needs. A computer system 10 implementing Personal Web 12 is illustrated schematically in FIG. 1. Personal Web $\mathbf{1 2}$ is stored on a central computer or server $\mathbf{1 4}$ on a computer network, in this case the Internet 16, and interacts with client machines 18, 20, 22, 24, 26 via client-side software. Personal Web 12 may also be stored on more than one central computers or servers that interact over the network. The client-side software may be part of a web browser, such as Netscape Navigator or Microsoft Internet Explorer, configured to interact with Personal Web 12, or it may be distinct from but interacting with a client browser. Five client machines are illustrated for simplicity, but Personal Web 12 is intended to provide personalized web services for a large number of clients simultaneously.

For all of the typical interactions that a user has with a computer network, such as the world wide web, Personal Web 12 provides a personalized version. Personal Web 12 stores for each user a User Model 13 that is continuously and transparently updated based on the user's interaction with the network, and which allows for personalization of all interaction modes. The User Model represents the user's information and product interests; all information that is presented to the user has been evaluated by the User Model to be of interest to the user. The User Model allows for cross fertilization; that is, information that is learned in one mode of interaction is used to improve performance in all modes of interaction. The User Model is described in detail below.

Five examples of personalized interaction modes provided by the present invention are illustrated in FIG. 1. However, it is to be understood that the present invention provides for personalization of all modes, and that the following examples in no way limit the scope of the present invention. Personal Web is active during all stages of information processing, including collection, retrieval, filtering, routing, and query answering.

Client 18 performs a search using Personal Web 12 by submitting a query and receiving personalized search results. The personal search feature collects, indexes, and filters documents, and responds to the user query, all based on the user profile stored in the User Model 13. For example, the same query (e.g., "football game this weekend" or "opera") submitted by a teenager in London and an adult venture capitalist in Menlo Park returns different results based on the personality, interests, and demographics of each user. By personalizing the collection phase, the present invention does not require that all network documents be filtered for a particular user, as does the prior art.

Client 20 browses the web aided by Personal Web 12. In browsing mode, the contents of a web site are customized according to the User Model 13. Personal Web interacts with a cooperating web site by supplying User Model information, and a web page authored in a dynamic language (e.g., DHTML) is personalized to the user's profile. In navigation mode, a personal navigation aid suggests to the user relevant
links within the visited site or outside it given the context, for example, the current web page and previously visited pages, and knowledge of the user profile.

Client 22 illustrates the find-an-expert mode of Personal Web 12. The user supplies an expert information or product need in the form of a sample web page or text string, and Personal Web 12 locates an expert in the user's company, circle of friends, or outside groups that has the relevant information and expertise, based on the expert's User Model 13. The located expert not only has the correct information, but presents it in a manner of most interest to the user, for example, focussing on technical rather than business details of a product.

Client 24 uses the personal pushed information mode of Personal Web 12. Personal Web 12 collects and presents personal information to a user based on the User Model 13. The pushed information is not limited to a fixed or category or topic, but includes any information of interest to the user. In communities, organizations, or group of users, the pushed information can include automatic routing and delivery of newly created documents that are relevant to the users.

Finally, client 26 illustrates the product recommendation mode of Personal Web 12. The user submits a query for information about a product type, and Personal Web 12 locates the products and related information that are most relevant to the user, based on the User Model 13. As described further below, product information is gathered from all available knowledge sources, such as product reviews and press releases, and Personal Web $\mathbf{1 2}$ can recommend a product that has never been purchased or rated by any users.
All of the above features of Personal Web 12 are based on a User Model 13 that represents user interests in a document or product independently of any specific user information need, i.e., not related to a specific query. The User Model 13 is a function that is developed and updated using a variety of knowledge sources and that is independent of a specific representation or data structure. The underlying mathematical framework of the modeling and training algorithms discussed below is based on Bayesian statistics, and in particular on the optimization criterion of maximizing posterior probabilities. In this approach, the User Model is updated based on both positive and negative training examples. For example, a search result at the top of the list that is not visited by the user is a negative training example.
The User Model 13, with its associated representations, is an implementation of a learning machine. As defined in the art, a learning machine contains tunable parameters that are altered based on past experience. Personal Web 12 stores parameters that define a User Model 13 for each user, and the parameters are continually updated based on monitored user interactions while the user is engaged in normal use of a computer. While a specific embodiment of the learning machine is discussed below, it is to be understood that any model that is a learning machine is within the scope of the present invention.

The present invention can be considered to operate in three different modes: initialization, updating or dynamic learning, and application. In the initialization mode, a User Model 13 is developed or trained based in part on a set of user-specific documents. The remaining two modes are illustrated in the block diagram of FIG. 2. While the user is engaged in normal use of a computer, Personal Web 12 operates in the dynamic learning mode to transparently monitor user interactions with data (step 30) and update the User Model 13 to reflect the user's current interests and needs. This updating is performed by updating a set of user-specific data files in step 32, and then using the data files to update the parameters of the User Model

13 in step 34. The user-specific data files include a set of documents and products associated with the user, and monitored user interactions with data. Finally, Personal Web 12 applies the User Model 13 to unseen documents, which are first analyzed in step 36, to determine the user's interest in the document (step 38), and performs a variety of services based on the predicted user interest (step 40). In response to the services provided, the user performs a series of actions, and these actions are in turn monitored to further update the User Model 13.

The following notation is used in describing the present invention. The user and his or her associated representation are denoted with u , a user query with q , a document with d , a product or service with p , a web site with s , topic with t , and a term, meaning a word or phrase, with $w$. The term "document" includes not just text, but any type of media, including, but not limited to, hypertext, database, spreadsheet, image, sound, and video. A single document may have one or multiple distinct media types. Accordingly, the set of all possible documents is D , the set of all users and groups is U , the set of all products and services is P , etc. The user information or product need is a subset of D or P . Probability is denoted with P , and a cluster of users or of clusters with c , with which function semantics are used. For example, $\mathrm{c}(\mathrm{c}(\mathrm{u}))$ is the cluster of clusters in which the user $u$ is a member ("the grandfather cluster"). Note that an explicit notation of world knowledge, such as dictionaries, atlases, and other general knowledge sources, which can be used to estimate the various posterior probabilities, is omitted.

A document classifier is a function whose domain is any document, as defined above, and whose range is the continuous interval [0,1]. For example, a document classifier may be a probability that a document $d$ is of interest to a particular user or a group of users. Specific document classifiers of the present invention are obtained using the User Model 13 and Group Model. The User Model 13 represents the user interest in a document independent of any specific user information need. This estimation is unique to each user. In strict mathematical terms, given a user $u$ and a document d, the User Model 13 estimates the probability $\mathrm{P}(\mathrm{uld}) . \mathrm{P}(\mathrm{u} \mid \mathrm{d})$ is the probability of the event that the user $u$ is interested in the document $d$, given everything that is known about the document $d$. This classifier is extended to include $\mathrm{P}(\mathrm{uld}, \mathrm{con})$, the probability that a user is interested in a given document based on a user's current context, for example, the web pages visited during a current interaction session.

The Group or Cluster Model is a function that represents the interest level of a group of users in a document independently of any specific information need. For example, for the group of users $\mathrm{c}(\mathrm{u})$, the mathematical notation of this probability, which is determined by applying the Group Model to a document d , is $\mathrm{P}(\mathrm{c}(\mathrm{u}) \mid \mathrm{d})$.

A schematic diagram of the User Model is shown in FIG. 3, which illustrates the various knowledge sources (in circles) used as input to the User Model. The knowledge sources are used to initialize and update the User Model, so that it can accurately take documents and generate values of user interest in the documents, given the context of the user interaction. Note that some of the knowledge sources are at the individual user level, while others refer to aggregated data from a group of users, while still others are independent of all users. Also illustrated in FIG. 3 is the ability of the User Model to estimate a user interest in a given product, represented mathematically as the interest of a user in a particular document, given that the document describes the product: P(userldocument, product described $=\mathrm{p}$ ). As explained further below, the long-term user interest in a product is one of many
probabilities incorporated into the computation of user interest in all documents, but it can also be incorporated into estimation of a current user interest in a product.

Beginning at the bottom left of FIG. 3, User Data and Actions include all user-dependent inputs to the User Model, including user browser documents, user-supplied documents, other user-supplied data, and user actions, such as browsing, searching, shopping, finding experts, and reading news. Data and actions of similar users are also incorporated into the User Model by clustering all users into a tree of clusters. Clustering users allows estimation of user interests based on the interests of users similar to the user. For example, if the user suddenly searches for information in an area that is new to him or her, the User Model borrows characteristics of User Models of users with similar interests. Topic classifiers are used to classify documents automatically into topics according to a predefined topic tree. Similarly, product models determine the product or product categories, if any, referred to by a document. Product models also extract relevant feature of products from product-related documents. The topic experts input provides input of users with a high interest in a particular topic, as measured by their individual User Models. Finally, the User Model incorporates world knowledge sources that are independent of all users, such as databases of company names, yellow pages, thesauri, dictionaries, and atlases.

## User Model Representations

Given the inputs shown in FIG. 3, the User Model is a function that may be implemented with any desired data structure and that is not tied to any specific data structure or representation. The following currently preferred embodiment of abstract data structures that represent the User Model $\mathbf{1 3}$ is intended to illustrate, but not limit, the User Model of the present invention. Some of the structures hold data and knowledge at the level of individual users, while others store aggregated data for a group or cluster of users. Initialization of the various data structures of the User Model is described in the following section; the description below is of the structures themselves.
User-dependent inputs are represented by components of the User Model shown in FIGS. 4A-4E. These inputs are shown as tables for illustration purposes, but may be any suitable data structure. The user-dependent components include an informative word or phrase list, a web site distribution, a user topic distribution, a user product distribution, and a user product feature distribution. Each of these userdependent data structures can be thought of as a vector of most informative or most frequent instances, along with a measure representing its importance to the user.

The informative word and phrase list of FIG. 4A contains the most informative words and phrases found in user documents, along with a measure of each informative phrase or word's importance to the user. As used herein, an "informative phrase" includes groups of words that are not contiguous, but that appear together within a window of a predefined number of words. For example, if a user is interested in the 1999 Melissa computer virus, then the informative phrase might include the words "virus," "Melissa," "security," and "IT," all appearing within a window of 50 words. The sentence "The computer virus Melissa changed the security policy of many IT departments" corresponds to this phrase.

In addition to the words and phrases, the list contains the last access time of a document containing each word or phrase and the total number of accessed documents containing the words. One embodiment of the informative measure is a word probability distribution $\mathrm{P}(\mathrm{w} \mid \mathrm{u})$ representing the interest of a user $u$ in a word or phrase $w$, as measured by the word's
frequency in user documents. Preferably, however, the informative measure is not simply a measure of the word frequency in user documents; common words found in many documents, such as "Internet," provide little information about the particular user's interest. Rather, the informative measure should be high for words that do not appear frequently across the entire set of documents, but whose appearance indicates a strong likelihood of the user's interest in a document. A preferred embodiment uses the TFIDF measure, described in Ricardo Baeza-Yates and Berthier Ribeiro-Neto, Modern Information Retrieval, Addison Wesley, 1999, in which TF stands for term frequency, and IDF stands for inverse document frequency. Mathematically, if $\mathrm{f}_{u, w}$ denotes the frequency of the word w in user $u$ documents, and $D_{w}$ denotes the number of documents containing the word $w$, then the importance of a word w to a user $u$ is proportional to the product $\mathrm{f}_{u, w} \cdot \mathrm{D} / \mathrm{D}_{w}$.

A more preferred embodiment of the measure of each word's importance uses a mathematically sound and novel implementation based on information theory principles. In particular, the measure used is the mutual information between two random variables representing the user and the word or phrase. Mutual information is a measure of the amount of information one random variable contains about another; a high degree of mutual information between two random variables implies that knowledge of one random variable reduces the uncertainty in the other random variable.

For the present invention, the concept of mutual information is adapted to apply to probability distributions on words and documents. Assume that there is a document in which the user's interest must be ascertained. The following two questions can be asked: Does the phrase p appear in the document?; and Is the document of interest to the user u? Intuitively, knowing the answer to one of the questions reduces the uncertainty in answering the other question. That is, if the word w appears in a different frequency in the documents associated with the user $u$ from its frequency in other documents, it helps reduce the uncertainty in determining the interest of user $u$ in the document.

Through the concept of mutual information, information theory provides the mathematical tools to quantify this intuition in a sound way. For a detailed explanation, see T. Cover and J. Thomas, Elements of Information Theory, Wiley, 1991. In this embodiment of the informative measure, two indicator variables are defined. $I_{w}$ has a value of 1 when the word w appears in a web document and 0 when it does not, and $I_{u}$ has a value of 1 when a web document is of interest to the user $u$ and 0 when it does not. The mutual information between the two random variables $\mathrm{I}_{w}$ and $\mathrm{I}_{u}$ is defined as:

$$
I\left(I_{w} ; I_{u}\right)=\sum_{i_{w} \in I_{w}} \sum_{i_{u} \in I_{u}} P\left(i_{w}, i_{u}\right) \log _{2} \frac{P\left(i_{w}, i_{u}\right)}{P\left(i_{w}\right) P\left(i_{u}\right)}
$$

The probabilities in this formula are computed over a set of documents of interest to the user and a set of documents not of interest to the user. For example, consider a set of 100 documents of interest to the user, and a set of 900 documents not of interest to the user. Then $\mathrm{P}\left(\mathrm{i}_{u}=1\right)=0.1$, and $\mathrm{P}\left(\mathrm{i}_{u}=0\right)=0.9$. Assume that in the combined set of 1000 documents, 150 contain the word "Bob." Then $\mathrm{P}\left(\mathrm{i}_{w}=1\right)=0.15$, and $\mathrm{P}\left(\mathrm{i}_{w}=0\right)$ $=0.85$. In addition, assume that "Bob" appears in all 100 of the documents of interest to the user. $\mathrm{P}\left(\mathrm{i}_{w}, \mathrm{i}_{u}\right)$ has the following four values:

| $\mathrm{i}_{u}$ | $\mathrm{i}_{w}$ | $\mathrm{P}\left(\mathrm{i}_{w}, \mathrm{i}_{w}\right)$ |
| :---: | :---: | ---: |
| 0 | 0 | $850 / 1000$ |
| 0 | 1 | $50 / 1000$ |
| 1 | 0 | $0 / 1000$ |
| 1 | 1 | $100 / 1000$ |

Using the above formula, the mutual information between the user and word Bob is:

$$
\begin{aligned}
I\left(I_{\text {Bob }} ; I_{\text {user }}\right)= & 850 / 1000 \log [850 / 1000 /(0.85 * 0.9)]+ \\
& 50 / 1000 \log [50 / 1000 /(0.15 * 0.9)]+ \\
& 0 / 1000 \log [0 / 1000 /(0.1 * 0.85)]+ \\
& 100 / 1000 \log [100 / 1000 /(0.15 * 0.1)] \\
= & 0.16 .
\end{aligned}
$$

Mutual information is a preferred measure for selecting the word and phrase list for each user. The chosen words and phrases have the highest mutual information.

The remaining User Model representations are analogously defined using probability distributions or mutual information. The web site distribution of FIG. 4B contains a list of web sites favored by the user along with a measure of the importance of each site. Given the dynamic nature of the Internet, in which individual documents are constantly being added and deleted, a site is defined through the first backslash (after the www). For example, the uniform resource locator (URL) http://www.herring.com/companies/2000 . . is considered as www.herring.com. Sites are truncated unless a specific area within a site is considered a separate site; for example, www.cnn.com/health is considered to be a different site than www.cnn.com/us. Such special cases are decided experimentally based on the amount of data available on each site and the principles of data-driven approaches, described in Vladimir S. Cherkassky and Filip M. Mulier, Learning from Data: Concepts, Theory, and Methods, in Adaptive and Learning Systems for Signal Processing, Communications and Control, Simon Haykin, series editor, Wiley \& Sons, March, 1998. Each site has an importance measure, either a discrete probability distribution, $\mathrm{P}(\mathrm{s} \mid \mathrm{u})$, representing the interest of user $u$ in a web site $s$, or the mutual information metric defined above, $\mathrm{I}\left(I_{s} ; \mathrm{I}_{u}\right)$, representing the mutual information between the user $u$ and a site $s$. The web site distribution also contains the last access time and number of accesses for each site.

FIG. 4C illustrates the user topic distribution, which represents the interests of the user in various topics. The user topic distribution is determined from a hierarchical, userindependent topic model, for example a topic tree such as the Yahoo directory or the Open Directory Project, available at $\mathrm{http}: / / \mathrm{dmoz}$.org/. Each entry in the tree has the following form:

## Computers Internet $\dagger$ WWW\Searching Web\Directories\Open Directory Project\}

the
where the topic following a backslash is a child node of the topic preceding the backslash. The topic model is discussed in more detail below.

For each node of the topic tree, a probability is defined that specifies the user interest in the topic. Each level of the topic
model is treated distinctly. For example, for the top level of the topic model, there is a distribution in which

$$
P\left(t_{u i} \mid u\right)+P\left(t_{1} \mid u\right)=1
$$

where $t_{1}$ represents the top level of topics and is the same set of topics for each user, e.g., technology, business, health, etc. $\mathrm{P}\left(\mathrm{t}_{1} \mid \mathrm{u}\right)$ is the sum of the user probabilities on all top level topics. For each topic level, $\mathrm{t}_{u}$ represents specific interests of each user that are not part of any common interest topics, for instance family and friends' home pages. For lower topic levels, every node in the tree is represented in the user topic distribution by a conditional probability distribution. For example, if the Technology node splits into Internet, Communication, and Semiconductors, then the probability distribution is of the form:
$P($ Internet $\mid u$, Technology $)+P($ Communication $\mid u$, Tech-
nology $)+P($ Semiconductors $\mid u$, Technology $)+P$
$\left(t_{u} \mid u\right.$, Technology $)=1$

Rather than probabilities, the mutual information metric defined above may be used; $\mathrm{I}\left(\mathrm{I}_{t} ; \mathrm{I}_{u}\right)$ represents the mutual information between the user $u$ and the topic $t$. An exemplary data structure shown in FIG. 4C for storing the user topic distribution contains, for each topic, the topic parent node, informative measure, last access time of documents classified into the topic, and number of accesses of documents classified into the topic. Note that the User Model contains an entry for every topic in the tree, some of which have a user probability or mutual information of zero.

The user product distribution of FIG. 4D represents the interests of the user in various products, organized in a hierarchical, user-independent structure such as a tree, in which individual products are located at the leaf nodes of the tree. The product taxonomy is described in further detail below. The product taxonomy is similar to the topic tree. Each entry in the tree has the following form:

Consumer Electronics\Cameras\Webcams\3Com HomeConnect
where a product or product category following a backslash is a child node of a product category preceding the backslash.

For each node of the product model, a probability is defined that specifies the user interest in that particular product or product category. Each level of the product model is treated distinctly. For example, for the top level of the product hierarchy, there is a distribution in which

$$
P\left(p_{1} \mid u\right)=1,
$$

where $\mathrm{p}_{1}$ represents the top level of product categories and is the same for each user, e.g., consumer electronics, computers, software, etc. For lower product category levels, every node in the tree is represented in the user product distribution by a conditional probability distribution. For example, if the Cameras node splits into Webcams and Digital Cameras, then the probability distribution is of the form:

```
P(\mathrm{ Webcams }u,\mathrm{ Cameras) }+P(\mathrm{ Digital Cameras }u,\mp@code{,Cam-}
    eras)=1
```

Rather than probabilities, the mutual information metric defined above may be used. Then $\mathrm{I}\left(\mathrm{I}_{p} ; \mathrm{I}_{u}\right)$ represents the mutual information between the user $u$ and the product or product category p. An exemplary data structure for storing the user product distribution contains, for each product, the product ID, product parent node, user probability, last purchase time of the product, number of product purchases, last access time of documents related to the product, and number of related documents accessed.

For each product or category on which the user has a nonzero probability, the User Model contains a user product feature distribution on the relevant features, as shown in FIG. 4E. Each product category has associated with it a list of features, and the particular values relevant to the user are stored along with a measure of the value's importance, such as a probability $\mathrm{P}(\mathrm{flu}, \mathrm{p})$ or mutual information measure $\mathrm{I}\left(\mathrm{I}_{f}\right.$, $\mathrm{I}_{u}$ ). For example, Webcams have a feature Interface with possible values Ethernet (10BaseT), Parallel, PC Card, serial, USB, and TV. Probability values of each feature sum to one; that is,
$P($ Ethernet $\mid u$, Interface, Webcam $)+P($ Paralle $\mid u$, Inter-
face,Webcam $)+P($ PC Card $\mid u$, Interface, Webcam $)+$
$P($ serial $\mid u$, Interface,Webcam $)+P($ USB $\mid u$ Inter-
face,Webcam $)+P($ TV $\mid u$, Interface,Webcam $)=1$.

User probability distributions or mutual information measures are stored for each feature value of each node. Note that there is no user feature value distribution at the leaf nodes, since specific products have particular values of each feature.
Finally, user-dependent components of the User Model include clusters of users similar to the user. Users are clustered into groups, forming a cluster tree. One embodiment of a user cluster tree, shown in FIG.5A, hard classifies users into clusters that are further clustered. Each user is a member of one and only one cluster. For example, Bob is clustered into a cluster $\mathrm{c}(\mathrm{u})$, which is further clustered into clusters of clusters, until the top level cluster is reached $\mathrm{c}(\mathrm{U})$. The identity of the user's parent cluster and grandfather cluster is stored as shown in FIG. 5B, and information about the parent cluster is used as input into the User Model. As described below, clusters are computed directly from User Models, and thus need not have a predefined semantic underpinning.

Preferably, the User Model does not user hard clustering, but rather uses soft or fuzzy clustering, also known as probabilistic clustering, in which the user belongs to more than one cluster according to a user cluster distribution $\mathrm{P}(\mathrm{c}(\mathrm{u}))$. FIG. 6A illustrates fuzzy clusters in a cluster hierarchy. In this case, Bob belongs to four different clusters according to the probability distribution shown. Thus Bob is most like the members of cluster C4, but still quite similar to members of clusters C1, C2, C3, and C4. Fuzzy clustering is useful for capturing different interests of a user. For example, a user may be a small business owner, a parent of a small child, and also an avid mountain biker, and therefore need information for all three roles. Probabilistic clustering is described in detail in the Ph.D. thesis of Steven J. Nowlan, "Soft Competitive Adaptation: Neural Network Learning Algorithms Based on Fitting Statistical Mixtures," School of Computer Science, Carnegie Mellon University, Pittsburgh, Pa., 1991. A suitable data structure for representing fuzzy clusters is shown in FIG. 6B. Each row stores the cluster or user ID, one parent ID, and the cluster probability, a measure of similarity between the cluster or user and the parent cluster.

Note that all elements of an individual User Model for a user $u$ also apply to a cluster of users $c(u)$. Thus for each cluster, a Group Model is stored containing an informative word list, a site distribution, a topic distribution, a group product distribution, and a group product feature distribution, each with appropriate measures. For example, $\mathrm{P}(\mathrm{plc}(\mathrm{u}))$ represents the interest of a cluster $\mathrm{c}(\mathrm{u})$ in various products p .

The user-dependent User Model representations also include a user general information table, which records global information describing the user, such as the User ID, the number of global accesses, the number of accesses within a recent time period, and pointers to all user data structures.

Other knowledge sources of the User Model are independent of the user and all other users. Topic classifiers are used
to classify documents into topics according to a predefined topic tree, an example of which is illustrated in FIG. 7. A variety of topic trees are available on the web, such as the Yahoo directory or Open Directory Project (www.dmoz.org). A topic classifier is a model similar to the user model that estimates the probability that a document belongs to a topic. Every node on the topic tree has a stored topic classifier. Thus the set of all topic classifiers computes a probability distribution of all of the documents in the set of documents Damong the topic nodes. For example, the topic classifier in the root node in FIG. 7 estimates the posterior probabilities P(t|d), where $t$ represents the topic of document $d$ and is assigned values from the set $\{$ Arts, Business, Health, News, Science, Society\}. Similarly, the topic classifier for the Business node estimates the posterior probability P(t|d, Business), where $t$ represents the specific topic of the document $d$ within the Business category. Mathematically, this posterior probability is denoted $\mathrm{P}(\mathrm{t}(\mathrm{d})=$ Business $\backslash$ Investing $\backslash \mathrm{t}(\mathrm{d})=$ Business, d$)$, which represents the probability that the subtopic of the document d within Business is Investing, given that the topic is Business. The topic tree is stored as shown in FIG. 8, a table containing, for each node, the topic ID, depth level, topic parent ID, number of child nodes, and topic ID of the child nodes.

The topic experts model estimates the probability that a document is of interest to users who are interested in a particular topic, independent of any specific user information need. Each node of the topic tree has, in addition to a topic classifier, a corresponding topic expert function. Note that the topic classifier and topic expert function are independent; two documents can be about investing, but one of high interest to expert users and the other of no interest to expert users. The topic expert model can be considered an evaluation of the quality of information in a given document. The assumption behind the topic experts model is that the degree of interest of a user in a given topic is his or her weight for predicting the quality or general interest level in a document classified within the particular topic. Obviously there are outliers to this assumption, for example, novice users. However, in general and averaged across many users, this measure is a good indicator of a general interest level in a document. For every topic in the tree, a list of the N clusters with the most interest in the topic based on the cluster topic distribution is stored. The cluster topic distribution is similar to the user topic distribution described above, but is averaged over all users in the cluster. An exemplary data structure for storing the topic experts model is shown in FIG. 9.

Finally, a product model is stored for every node of a product taxonomy tree, illustrated in FIG. 10. Examples of product taxonomy trees can be found at www.cnet.com and www.productopia.com, among other locations. In any product taxonomy tree, the leaf nodes, i.e., the bottom nodes of the tree, correspond to particular products, while higher nodes represent product categories. Product models are similar to topic classifiers and User Models, and are used to determine whether a document is relevant to a particular product or product category. Thus a product model contains a list of informative words, topics, and sites. The set of all product models computes a probability distribution of all of the documents in the set of documents D among the product nodes. For example, the product model in the root node in FIG. 10 estimates the posterior probabilities $\mathrm{P}(\mathrm{p} \mid \mathrm{d})$, where p represents the product referred to in document d and is assigned values from the set \{Consumer Electronics, Computers, Software $\}$. Similarly, the product model for the Consumer Electronics node estimates the posterior probability P(p|d, Consumer Electronics), where $p$ represents the product category
of the document d within the Consumer Electronics category. Mathematically, this posterior probability is denoted $\mathrm{P}(\mathrm{p}(\mathrm{d})$ $=$ Consumer Electronics $\backslash C D$ Players $\backslash$ p $(\mathrm{d})=$ Consumer Electronics, d), which represents the probability that the subproduct category of the document d within Consumer Electronics is CD Players, given that the product category is Consumer Electronics. The product tree is stored as shown in FIG. 11, a table containing, for each node, the topic ID, depth level, topic parent ID, number of child nodes, and topic ID of the child nodes.
Each node of the product tree has an associated product feature list, which contains particular descriptive features relevant to the product or category. Nodes may have associated feature values; leaf nodes, which represent specific products, have values of all relevant product features. Product feature lists are determined by a human with knowledge of the domain. However, feature values may be determined automatically form relevant knowledge sources as explained below.
For example, in the product tree of FIG. 10, CD Players is the parent node of the particular CD players Sony CDPCX350 and Harman Kardon CDR2. The product category CD Players has the following features: Brand, CD Capacity, Digital Output, Plays Minidisc, and Price Range. Each feature has a finite number of potential feature values; for example, $C D$ Capacity has potential feature values 1 Disc, 1-10 Discs, $10-50$ Discs, or 50 Discs or Greater. Individual products, the child nodes of CD Players, have one value of each feature. For example, the Sony CDP-CX350 has a 300 disc capacity, and thus a feature value of 50 Discs or Greater.
Some product features are relevant to multiple product categories. In this case, product features propagate as high up the product tree as possible. For example, digital cameras have the following product features: PC Compatibility, Macintosh Compatibility, Interfaces, Viewfinder Type, and Price Range. Webcams have the following product features: PC Compatibility, Macintosh Compatibility, Interfaces, Maximum Frames per Second, and Price Range. Common features are stored at the highest possible node of the tree; thus features PC Compatibility, Macintosh Compatibility, and Interfaces are stored at the Cameras node. The Digital Cameras node stores only product feature Viewfinder Type, and the Webcams node stores only product feature Maximum Frames per Second. Note that product feature Price Range is common to CD Players and Cameras, and also Personal Minidiscs, and thus is propagated up the tree and stored at node Consumer Electronics.

Individual products at leaf nodes inherit relevant features from all of their ancestor nodes. For example, Kodak CD280 inherits the feature Viewfinder Type from its parent; PC Compatibility, Macintosh Compatibility, and Interfaces from its grandparent; and Price Range from its great-grandparent. A product feature list is stored as shown in FIG. 12A, and contains, for each product ID, the associated feature and its value. All potential feature values are stored in a product feature value list, as shown in FIG. 12B.

The system also includes a document database that indexes all documents D. The document database records, for each document, a document ID, the full location (the URL of the document), a pointer to data extracted from the document, and the last access time of the document by any user. A word database contains statistics of each word or phrase from all user documents. The word database contains the word ID, full word, and word frequency in all documents D , used in calculating informative measures for individual users and clusters.

[^0]The User Model is initialized offline using characterizations of user behavior and/or a set of documents associated with the user. Each data structure described above is created during initialization. In other words, the relevant parameters of the learning machine are determined during initialization, and then continually updated online during the update mode.

In one embodiment, the user documents for initializing the User Model are identified by the user's web browser. Most browsers contain files that store user information and are used to minimize network access. In Internet Explorer, these files are known as favorites, cache, and history files. Most commercial browsers, such as Netscape Navigator, have equivalent functionality; for example, bookmarks are equivalent to favorites. Users denote frequently-accessed documents as bookmarks, allowing them to be retrieved simply by selection from the list of bookmarks. The bookmarks file includes for each listing its creation time, last modification time, last visit time, and other information. Bookmarks of documents that have changed since the last user access are preferably deleted from the set of user documents. The Internet Temporary folder contains all of the web pages that the user has opened recently (e.g., within the last 30 days). When a user views a web page, it is copied to this folder and recorded in the cache file, which contains the following fields: location (URL), first access time, and last access time (most recent retrieval from cache). Finally, the history file contains links to all pages that the user has opened within a set time period.

Alternatively, the user supplies a set of documents, not included in any browser files, that represent his or her interests. The User Model can also be initialized from information provided directly by the user. Users may fill out forms, answer questions, or play games that ascertain user interests and preferences. The user may also rate his or her interest in a set of documents provided.

User documents are analyzed as shown in FIG. 13 to determine initial parameters for the various functions of the User Model. A similar analysis is used during updating of the User Model. Note that during updating, both documents that are of interest to the user and documents that are not of interest to the user are analyzed and incorporated into the User Model. The process is as follows. In a first step 82, the format of documents $\mathbf{8 0}$ is identified. In step $\mathbf{8 4}$, documents $\mathbf{8 0}$ are parsed and separated into text, images and other non-text media $\mathbf{8 8}$, and formatting. Further processing is applied to the text, such as stemming and tokenization to obtain a set of words and phrases 86, and information extraction. Through information extraction, links 90 to other documents, email addresses, monetary sums, people's names, and company names are obtained. Processing is performed using natural language processing tools such as LinguistX $(\mathbb{R})$ and keyword extraction tools such as Thing Finder ${ }^{\text {TM }}$, both produced by Inxight (www.inxight.com). Further information on processing techniques can be found in Christopher D. Manning and Hinrich Schutze, Foundations of Statistical Natural Language Processing, MIT Press, 1999. Additional processing is applied to images and other non-text media 88 . For example, pattern recognition software determines the content of images, and audio or speech recognition software determines the content of audio. Finally, document locations 94 are obtained.

Parsed portions of the documents and extracted information are processed to initialize or update the user representations in the User Model. In step 96, user informative words or phrases 98 are obtained from document words and phrases 86. In one embodiment, a frequency distribution is obtained to calculate a TFIDF measure quantifying user interest in words 98 . Alternatively, mutual information is calculated between the two indicator variables $\mathrm{I}_{w}$ and $\mathrm{I}_{u}$ as explained
above. The set of informative words 98 contains words with the highest probabilities or mutual information.

In step 100, the topic classifiers are applied to all extracted information and portions of documents 80 to obtain a probability distribution $\mathrm{P}(\mathrm{t} \mid \mathrm{d})$ for each document on each node of the topic tree. As a result, each node has a set of probabilities, one for each document, which is averaged to obtain an overall topic node probability. The average probabilities become the initial user topic distribution 102. If desired, mutual information between the two indicator variables $\mathrm{I}_{t}$ and $\mathrm{I}_{u}$ can be determined as explained above.

Similarly, in step 104, product models are applied to all extracted information from documents $\mathbf{8 0}$ to classify documents according to the product taxonomy tree. From user purchase history 105, additional product probabilities are obtained. Probabilities for each node are combined, weighting purchases and product-related documents appropriately, to obtain a user product distribution 106. Note that only some of documents $\mathbf{8 0}$ contain product-relevant information and are used to determine the user product distribution 106. Product models return probabilities of zero for documents that are not product related.

The user product feature distribution $\mathbf{1 0 8}$ can be obtained from different sources. If a user has a nonzero probability for a particular product node, then the feature distribution on that node is obtained from its leaf nodes. For example, if one of the user documents was classified into Kodak DC280 and another into Nikon Coolpix 950, then the user product feature distribution for the Digital Cameras node has a probability of 0.5 for the feature values corresponding to each camera. Feature value distributions propagate throughout the user product feature distributions. For example, if the two cameras are in the same price range, $\$ 300-\$ 400$, then the probability of the value $\$ 300-\$ 400$ of the feature Price Range is 1.0 , which propagates up to the Consumer Electronics node (assuming that the user has no other product-related documents falling within Consumer Electronics).

Alternatively, product feature value distributions are obtained only from products that the user has purchased, and not from product-related documents in the set of user documents. Relevant feature values are distributed as high up the tree as appropriate. If the user has not purchased a product characterized by a particular feature, then that feature has a zero probability. Alternatively, the user may explicitly specify his or her preferred feature values for each product category in the user product distribution. User-supplied information may also be combined with feature value distributions obtained from documents or purchases.

Document locations 94 are analyzed (step 110) to obtain the user site distribution 112. Analysis takes into account the relative frequency of access of the sites within a recent time period, weighted by factors including how recently a site was accessed, whether it was kept in the favorites or bookmarks file, and the number of different pages from a single site that were accessed. Values of weighting factors are optimized experimentally using jackknifing and cross-validation techniques described in H . Bourlard and N . Morgan, Connectionist Speech Recognition: A Hybrid Approach, Kluwer Academic Publishers, 1994.
Note that there is typically overlap among the different representations of the User Model. For example, a news document announcing the release of a new generation of Microsoft servers has relevant words Microsoft and server. In addition, it is categorized within the product taxonomy under Microsoft servers and the topic taxonomy under computer hardware. This document may affect the user's word list, product distribution, and topic distribution. After the User

Models are initialized for all users, cluster membership can be obtained. Clusters contain users with a high degree of similarity of interests and information needs. A large number of clustering algorithms are available; for examples, see K. Fukunaga, Statistical Pattern Recognition, Academic Press, 1990. As discussed above, users are preferably soft clustered into more than one cluster. Preferably, the present invention uses an algorithm based on the relative entropy measure from information theory, a measure of the distance between two probability distributions on the same event space, described in T. Cover and J. Thomas, Elements of Information Theory, Chapter 2, Wiley, 1991. Clustering is unsupervised. That is, clusters have no inherent semantic significance; while a cluster might contain users with a high interest in mountain biking, the cluster tree has no knowledge of this fact.

In a preferred embodiment, the relative entropy between two User Model distributions on a fixed set of documents $\mathrm{D}_{\text {sample }}$ is calculated. $\mathrm{D}_{\text {sample }}$ is chosen as a good representation of the set of all documents D. Distributions of similar users have low relative entropy, and all pairs of users within a cluster have relative entropy below a threshold value. The User Model of each user is applied to the documents to obtain a probability of interest of each user in each document in the set. The relative entropy between two user distributions for a single document is calculated for each document in the set, and then summed across all documents.

The exact mathematical computation of the relative entropy between two users is as follows. An indicator variable $\mathrm{I}_{u, d}$ is assigned to 1 when a document d is of interest to a user $u$ and 0 when it is not. For two users $u_{1}$ and $u_{2}$ and for any document d , the relative entropy between the corresponding distributions is:

$$
D\left(i_{u 1, d} \mid I_{u 2, d}\right)=\sum_{i \in I} P\left(i_{u 1, d}\right) \log _{2} \frac{P\left(i_{u 1, d}\right)}{P\left(i_{u 2, d}\right)}
$$

For example, if $\mathrm{P}\left(\mathrm{u}_{1} \mid \mathrm{d}\right)=0.6$ and $\mathrm{P}\left(\mathrm{u}_{2} \mid \mathrm{d}\right)=0.9$, then

$$
D\left(I_{u 1, d} \mid I_{u z, d}\right)=0.4 \log (0.4 / 0.1)+0.6 \log (0.6 / 0.9) .
$$

The relative entropy can be converted to a metric $\mathrm{D}^{\prime}$ that obeys the triangle inequality:

$$
D^{\prime}\left(i_{1} \| I_{2}\right)=0.5^{*}\left(D\left(I_{1} \| I_{2}\right)+D\left(I_{2} \| I_{1}\right)\right) .
$$

For any two users $\mathrm{u}_{1}$ and $\mathrm{u}_{2}$, and for each document in $\mathrm{D}_{\text {sample }}$, the metric $\mathrm{D}^{\prime}$ is computed between the corresponding indicator variable distributions on the document. The values for all document are summed, and this sum is the distance metric for clustering users. This distance is defined as:

$$
\text { Distance }\left(u_{1}, u_{2}\right)=\sum_{d_{j} \in D_{\text {sample }}} D^{\prime}\left(I_{u 1, d_{j}} \| I_{u 2, d_{j}}\right) \text {. }
$$

An alternative clustering algorithm computes the relative entropy between individual user distributions in the User Model, for example, between all informative word lists, site distributions, etc., of each user. The equations are similar to those above, but compute relative entropy based on indicator variables such as $\mathrm{I}_{\mu, w}$, which is assigned a value of 1 when a word $w$ is of interest to a user $u$. The calculated distances between individual user distributions on words, sites, topics, and products are summed to get an overall user distance. This second algorithm is significantly less computationally costly than the preferred algorithm above; selection of an algorithm
depends on available computing resources. In either case, relative entropy can also be computed between a user and cluster of users.

Each cluster has a Group or Cluster Model that is analogous to a User Model. Cluster Models are generated by averaging each component of its members' User Models. When fuzzy clusters are used, components are weighted by a user's probability of membership in the cluster.

In some cases, initialization is performed without any userspecific information. A user may not have a large bookmarks file or cache, or may not want to disclose any personal information. For such users, prototype users are supplied. A user can choose one or a combination of several prototype User Models, such as the technologist, the art lover, and the sports fan. Predetermined parameters of the selected prototype user are used to initialize the User Model. Users can also opt to add only some parameters of a prototype user to his or her existing User Model by choosing the prototype user's distribution of topics, words, sites, etc. Note that prototype users, unlike clusters, are semantically meaningful. That is, prototype users are trained on a set of documents selected to represent a particular interest. For this reason, prototype users are known as "hats," as the user is trying on the hat of a prototype user.

Users can also choose profiles on a temporary basis, for a particular session only. For example, in a search for a birthday present for his or her teenage daughter, a venture capitalist from Menlo Park may be interested in information most probably offered to teenagers, and hence may choose a teenage girl profile for the search session.
User-independent components are also initialized. The topic classifiers are trained using the set of all possible documents D. For example, D may be the documents classified by the Open Directory Project into its topic tree. Topic classifiers are similar to a User Model, but with a unimodal topic distribution function (i.e., a topic model has a topic distribution value of 1 for itself and 0 for all other topic nodes). The set of documents associated with each leaf node of the topic tree is parsed and analyzed as with the user model to obtain an informative word list and site distribution. When a topic classifier is applied to a new document, the document's words and location are compared with the informative components of the topic classifier to obtain $\mathrm{P}(\mathrm{tld})$. This process is further explained below with reference to computation of $\mathrm{P}(\mathrm{uld})$. Preferably, intermediate nodes of the tree do not have associated word list and site distributions. Rather, the measures for the word list and site distribution of child nodes are used as input to the topic classifier of their parent nodes. For example, the topic classifier for the Business node of the topic tree of FIG. 7 has as its input the score of the site of the document to be classified according to the site distributions of the topic models of its child nodes, Employment, Industries, and Investing. The classifier can be any non-linear classifier such as one obtained by training a Multilayer Perceptron (MLP) using jackknifing and cross-validation techniques, as described in H. Bourlard and N. Morgan, Connectionist Speech Recognition: A Hybrid Approach, Kluwer Academic Publishers, 1994. It can be shown that a MLP can be trained to estimate posterior probabilities; for details, see J. Hertz, A. Krogh, R. Palmer, Introduction to The Theory of Neural Computation, Addison-Wesley, 1991.

The topic experts model is initialized by locating for every node in the topic tree the N clusters that are of the same depth in the user cluster tree as the user, and that have the highest interest in the topic, based on their cluster topic distribution. The cluster topic distribution $\mathrm{P}(\mathrm{t} \mid \mathrm{c}(\mathrm{u})$ ) is simply an average of the user topic distribution $P(t \mid u)$ for each user in the cluster. The topic experts model is used to determine the joint prob-
ability that a document and the topic under consideration are of interest to any user, $\mathrm{P}(\mathrm{t}, \mathrm{d})$. Using Bayes' rule, this term can be approximated by considering the users of the N most relevant clusters.

$$
P(t, d)=\sum_{i \in N} P\left(c_{i} \mid t, d\right) P(t \mid d) P(d)
$$

The topic experts model is, therefore, not a distinct model, but rather an ad hoc combination of user and cluster topic distributions and topic models.

Product models are initialized similarly to User Models and topic classifiers. Each leaf node in the product tree of FIG. 10 has an associated set of documents that have been manually classified according to the product taxonomy. These documents are used to train the product model as shown for the User Model in FIG. 13. As a result, each leaf node of the product tree contains a set of informative words, a topic distribution, and a site distribution. Each node also contains a list of features relevant to that product, which is determined manually. From the documents, values of the relevant features are extracted automatically using information extraction techniques to initialize the feature value list for the product. For example, the value of the CD Capacity is extracted from the document. Information extraction is performed on unstructured text, such as HTML documents, semi-structured text, such as XML documents, and structured text, such as database tables. As with the topic model, a nonlinear function such as a Multilayer Perceptron is used to train the product model.

Preferably, as for topic classifiers, intermediate nodes of the product tree do not have associated word lists, site distributions, and topic distributions. Rather, the measures for the word list, site distribution, and topic distribution of child nodes are used as input to the product models of their parent nodes. Alternatively, each parent node may be trained using the union of all documents of its child nodes.

## Updating the User Model

The User Model is a dynamic entity that is refined and updated based on all user actions. User interactions with network data are transparently monitored while the user is engaged in normal use of his or her computer. Multiple distinct modes of interaction of the user are monitored, including network searching, network navigation, network browsing, email reading, email writing, document writing, viewing pushed information, finding expert advice, product information searching, and product purchasing. As a result of the interactions, the set of user documents and the parameters of each user representation in the User Model are modified.

While any nonlinear function may be used in the User Model (e.g., a Multilayer Perceptron), a key feature of the model is that the parameters are updated based on actual user reactions to documents. The difference between the predicted user interest in a document or product and the actual user interest becomes the optimization criterion for training the model.

Through his or her actions, the user creates positive and negative patterns. Positive examples are documents of interest to a user: search results that are visited following a search query, documents saved in the user favorites or bookmarks file, web sites that the user visits independently of search queries, etc. Negative examples are documents that are not of interest to the user, and include search results that are ignored although appear at the top of the search result, deleted book-
marks, and ignored pushed news or email. Conceptually, positive and negative examples can be viewed as additions to and subtractions from the user data and resources.

Information about each document that the user views is stored in a recently accessed buffer for subsequent analysis. The recently accessed buffer includes information about the document itself and information about the user's interaction with the document. One possible implementation of a buffer is illustrated in FIG. 14; however, any suitable data structure may be used. The recently-accessed buffer contains, for each viewed document, a document identifier (e.g., its URL); the access time of the user interaction with the document; the interaction type, such as search or navigation; the context, such as the search query; and the degree of interest, for example, whether it was positive or negative, saved in the bookmarks file, how long the user spent viewing the document, or whether the user followed any links in the document. Additional information is recorded for different modes of interaction with a document as discussed below.
A metric is determined for each document to indicate whether it is a positive, negative or neutral event; this metric can potentially be any grade between 0 and 1 , where 0 is a completely negative event, 1 is a completely positive event, and 0.5 is a neutral event. Previous user interactions may be considered in computing the metric; for example, a web site that the user accesses at a frequency greater than a predetermined threshold frequency is a positive example. After each addition to or subtraction from the set of user documents, the document is parsed and analyzed as for the User Model initialization. Extracted information is incorporated into the User Model.

Because the User Model is constantly and dynamically updated, applying the initialization process for each update is inefficient. Preferably, incremental learning techniques are used to update the User Model. Efficient incremental learning and updating techniques provide for incorporating new items into existing statistics, as long as sufficient statistics are recorded. Details about incremental learning can be found in P. Lee, Bayesian Statistics, Oxford University Press, 1989.

After a document stored in the recently accessed buffer is parsed, parsed portions are stored in candidate tables. For example, FIGS. 15A and 15B illustrate a user site candidate table and user word candidate table. The user site candidate table holds sites that are candidates to move into the user site distribution of FIG. 4B. The site candidate table stores the site name, i.e., the URL until the first backslash, except for special cases; the number of site accesses; and the time of last access. The user word candidate table holds the words or phrases that are candidates to move into the user informative word list of FIG. 4A. It contains a word or phrase ID, alternate spellings (or misspellings) of the word, an informative grade, and a time of last access.

Negative examples provide words, sites, and topics that can be used in several ways. The measure of any item obtained from the negative example may be reduced in the user distribution. For example, if the negative example is from a particular site that is in the user site distribution, then the probability or mutual information of that site is decreased. Alternatively, a list of informative negative items may be stored. The negative items are obtained from negative examples and are used to reduce the score of a document containing negative items.

Documents are added to the buffer during all user modes of interaction with the computer. Interaction modes include network searching, network navigation, network browsing, email reading, email writing, document writing, viewing "pushed" information, finding expert advice, and product
purchasing. Different types of information are stored in the buffer for different modes. In network searching, search queries are recorded and all search results added to the buffer, along with whether or not a link was followed and access time for viewed search results. In network browsing, the user browses among linked documents, and each document is added to the buffer, along with its interaction time. In email reading mode, each piece of email is considered to be a document and is added to the buffer. The type of interaction with the email item, such as deleting, storing, or forwarding, the sender of the email, and the recipient list are recorded. In email writing mode, each piece of written email is considered a document and added to the buffer. The recipient of the email is recorded. Documents written during document writing mode are added to the buffer. The user's access time with each piece of pushed information and type of interaction, such as saving or forwarding, are recorded. In finding expert advice mode, the user's interest in expert advice is recorded; interest may be measured by the interaction time with an email from an expert, a user's direct rating of the quality of information received, or other suitable measure.

During a product purchasing mode, a similar buffer is created for purchased products, as shown in FIG. 16. All purchased products are used to update the User Model. The user recently purchased products buffer records for each purchase the product ID, parent node in the product tree, purchase time, and purchase source. Purchased products are used to update the user product distribution and user product feature distribution.

If the user feels that the User Model is not an adequate representation of him or her, the user may submit user modification requests. For example, the user may request that specific web sites, topics, or phrases be added to or deleted from the User Model.

User Models for prototype users (hats) are also updated based on actions of similar users. Obviously, it is desirable for prototype User Models to reflect the current state of the representative interest. New web sites appear constantly, and even new informative words appear regularly. For example, technology-related words are introduced and widely adopted quite rapidly; the word list of the Technologist hat should be updated to reflect such changes.

Prototype User Models are updated using actions that are related to the prototype. Actions include documents, user reactions to documents, and product purchases. There are many ways to determine whether an action is relevant to the prototype user. A document that is a positive example for many users (i.e., a followed search result or bookmarked page) and also has a high probability of interest to the prototype user is added to the set of prototype user documents. Actions of users or clusters who are similar to the prototype user, as measured by the relative entropy between individual distributions (words, sites, etc.), are incorporated into the prototype User Model. Additions to the prototype User Model may be weighted by the relative entropy between the user performing the action and the prototype user. Actions of expert users who have a high degree of interest in topics also of interest to the prototype user are incorporated into the prototype User Model.

Note that users who are trying on hats are not able to change the prototype User Model. Their actions affect their own User Models, but not the prototype User Model. Updates to the prototype User Model are based only on actions of users who are not currently trying on hats.

Product models are also continually updated using incremental learning techniques. As described below, the present invention includes crawling network documents and evaluat-
ing each document against User Models. Crawled documents are also evaluated by product models. Documents that are relevant to a particular product, as determined by the computed probability $\mathrm{P}(\mathrm{p} \mid \mathrm{d})$, are used to update its product model. If a document is determined to be relevant, then each component of the product model is updated accordingly. In addition to the parsing and analysis performed for user documents, information extraction techniques are employed to derive feature values that are compared against feature values of the product model, and also incorporated into the feature value list as necessary. New products can be added to the product tree at any time, with characteristic product feature values extracted from all relevant documents. Relevant documents for updating product models include product releases, discussion group entries, product reviews, news articles, or any other type of document.

By employing dynamically updated product models, the present invention, in contrast with prior art systems, provides for deep analysis of all available product information to create a rich representation of products. The interest of a user in a product can therefore be determined even if the product has never been purchased before, or if the product has only been purchased by a very small number of users.

## Applying the User Model to Unseen Documents

The User Model is applied to unseen documents to determine the probability that a document is of interest to the user, or the probability that a document is of interest to a user in a particular context. The basic functionality of this determination is then used in the various applications described in subsequent sections to provide personalized information and product services to the user.

The process of estimating user interest in a particular unseen document $\mathbf{1 2 0}$ is illustrated in FIG. 17. This process has the following three steps:

1. Preprocessing the document as for initialization (step 122).
2. Calculating an individual score for the document for each element of the user representation (e.g., topic distribution, word list).
3. Non-linearly combining (124) individual scores into one score 126, the probability that the user is interested in the unseen document, $\mathrm{P}(\mathrm{uld})$.
The second step varies for each individual score. From the parsed text, the words of the document $\mathbf{1 2 0}$ are intersected with the words or phrases in the user informative word list 128. For every word or phrase in common, the stored mutual information between the two indicator variables $\mathrm{I}_{w}$ and $\mathrm{I}_{u}$ is summed to obtain the word score. Alternatively, the TFIDF associated with the word are averaged for every common word or phrase. The location score is given by the probability that the document site is of interest to the user, based on the user site distribution 130.

The topic classifiers $\mathbf{1 3 2}$ are applied to document $\mathbf{1 2 0}$ to determine the probability that the document relates to a particular topic, $\mathrm{P}(\mathrm{t} \mid \mathrm{d})$. The user topic score is obtained by computing the relative entropy between the topic distribution $\mathrm{P}(\mathrm{t} \mid \mathrm{d})$ and the user topic distribution 134, $\mathrm{P}(\mathrm{t} \mid \mathrm{u})$. After the document has been classified into topics, the topic expert models 136 are applied as described above to determine a score reflecting the interest of users that are experts in the particular topics of this document.
Similarly, the product models 138 are applied to document 120 to determine which products or product categories it describes, $\mathrm{P}(\mathrm{p} \mid \mathrm{d})$. From the document product distribution, the product score is obtained by computing the relative entropy between the document product distribution and user product distribution 140, $\mathrm{P}(\mathrm{p} \mid \mathrm{u})$. For each product having a
nonzero value of $\mathrm{P}(\mathrm{pld})$, its feature values are given by the product model. The user's measures on each of these feature values, found in the user product feature distribution 141, are averaged to obtain a product feature score for each relevant product. Product feature scores are then averaged to obtain an overall product feature score.

The cluster models 142 of clusters to which the user belongs are applied to the document to obtain $\mathrm{P}(\mathrm{c}(\mathrm{u}) \mid \mathrm{d})$. This group model represents the average interests of all users in the cluster. Conceptually, the cluster model is obtained from the union of all the member users' documents and product purchases. Practically, the cluster model is computed from the User Models by averaging the different distributions of the individual User Models, and not from the documents or purchases themselves. Note that in a recursive way, all users have some impact (relative to their similarity to the user under discussion) on the user score, given that $\mathrm{P}(\mathrm{c}(\mathrm{u}) \mathrm{Id})$ ) is estimated using $\mathrm{P}(\mathrm{c}(\mathrm{c}(\mathrm{u})) \mid \mathrm{d})$ as a knowledge source, and so on.

Finally, world knowledge (not shown) is an additional knowledge source that represents the interest of an average user in the document based only on a set of predefined factors. World knowledge factors include facts or knowledge about the document, such as links pointing to and from the document or metadata about the document, for example, its author, publisher, time of publication, age, or language. Also included may be the number of users who have accessed the document, saved it in a favorites list, or been previously interested in the document. World knowledge is represented as a probability between 0 and 1 .

In step 124, all individual scores are combined to obtain a composite user score $\mathbf{1 2 6}$ for document $\mathbf{1 2 0}$. Step $\mathbf{1 2 4}$ may be performed by training a Multilayer Perceptron using jackknifing and cross-validation techniques, as described in H . Bourlard and N. Morgan, Connectionist Speech Recognition: A Hybrid Approach, Kluwer Academic Publishers, 1994. It has been shown in J. Hertz et al., Introduction to The Theory of Neural Computation", Addison-Wesley, 1991, that a Multilayer Perceptron can be trained to estimate posterior probabilities.

The context of a user's interaction can be explicitly represented in calculating the user interest in a document. It is not feasible to update the user model after every newly viewed document or search, but the User Model can be updated effectively instantaneously by incorporating the context of user interactions. Context includes content and location of documents viewed during the current interaction session. For example, if the user visits ten consecutive sites pertaining to computer security, then when the User Model estimates the interest of the user in a document about computer security, it is higher than average. The probability of user interest in a document within the current context con is given by:

$$
P(u \mid d, c o n)=\frac{P(u, \text { con } \mid d)}{P(c o n \mid d)}
$$

In some applications, individual scores that are combined in step $\mathbf{1 2 4}$ are themselves useful. In particular, the probability that a user is interested in a given product can be used to suggest product purchases to a user. If a user has previously purchased a product, then the User Model contains a distribution on the product's features. If these features propagate far up the product tree, then they can be used to estimate the probability that the user is interested in a different type of product characterized by similar features. For example, if the user purchases a digital camera that is Windows compatible,
then the high probability of this compatibility feature value propagates up the tree to a higher node. Clearly, all computerrelated purchases for this user should be Windows compatible. Every product that is a descendent of the node to which the value propagated can be rated based on its compatibility, and Windows-compatible products have a higher probability of being of interest to the user.

The long-term interest of a user in products, represented by $\mathrm{P}(\mathrm{p} \mid \mathrm{u})$, is distinct from the user's immediate interest in a product $p$, represented as $P(u l d$, product described $=p)$. The user's immediate interest is the value used to recommend products to a user. Note that $\mathrm{P}(\mathrm{p} \mid \mathbf{u})$ does not incorporate the user's distribution on feature values. For example, consider the problem of evaluating a user's interest in a particular camera, the Nikon 320 . The user has never read any documents describing the Nikon 320 , and so $P($ Nikon $320 \mid u)=0$. However, the user's feature distribution for the Cameras node indicates high user interest in all of the feature values characterizing the Nikon 320.
When a given product is evaluated by the User Model, the following measures are combined to obtain $\mathrm{P}(\mathrm{u} \mid \mathrm{d}$, product described=p): the probabilities of the product and its ancestor nodes from the user product distribution, $\mathrm{P}(\mathrm{p} \mid \mathrm{u})$; an average of probabilities of each feature value from the user product feature distribution, $\mathrm{P}(\mathrm{f} \mid \mathrm{u}, \mathrm{p})$; a probability from the user's clusters' product distributions, $\mathrm{P}(\mathrm{flc}(\mathrm{u}))$; and an average of probabilities of feature values from the cluster' product feature distributions, $\mathrm{P}(\mathrm{flc}(\mathrm{u}), \mathrm{p})$. The overall product score is determined by non-linearly combining all measures. The cluster model is particularly useful if the user does not have a feature value distribution on products in which the user's interest is being estimated.

## Applications

The basic function of estimating the probability that a user is interested in a document or product is exploited to provide different types of personalized services to the user. In each type of service, the user's response to the service provided is monitored to obtain positive and negative examples that are used to update the User Model. Example applications are detailed below. However, it is to be understood that all applications employing a trainable User Model as described above are within the scope of the present invention.

## Personal Search

In this application, both the collection and filtering steps of searching are personalized. A set of documents of interest to the user is collected, and then used as part of the domain for subsequent searches. The collected documents may also be used as part of the user documents to update the User Model. The collection step, referred to as Personal Crawler, is illustrated schematically in FIG. 18. A stack 170 is initialized with documents of high interest to the user, such as documents in the bookmarks file or documents specified by the user. If necessary, the stack documents may be selected by rating each document in the general document index according to the User Model. The term "stack" refers to a pushdown stack as described in detail in R. Sedgewick, Algorithms in C++, Parts 1-4, Addison-Wesley, 1998.

In step 172, the crawler selects a document from the top of the stack to begin crawling. The document is parsed and analyzed (step 174) to identify any links to other documents. If there are links to other documents, each linked document is scored using the User Model (176). If the linked document is of interest to the user (178), i.e., if P (uld) exceeds a threshold level, then it is added to the stack in step 180, and the crawler continues crawling from the linked document (step 172). If
the document is not of interest to the user, then the crawler selects the next document on the stack to continue crawling.

The subsequent searching step is illustrated in FIG. 19. In response to a query 190 , a set of search results is located from the set containing all documents D and user documents obtained during personal crawling. The results are evaluated using the User Model (194) and sorted in order of user interest (196), so that the most interesting documents are listed first. The user reaction to each document in the search results is monitored. Monitored reactions include whether or not a document was viewed or ignored and the time spent viewing the document. Documents to which the user responds positively are parsed and analyzed (200) and then used to update the User Model (202) as described above.

The role of the User Model in filtering the search results in step 194 is based on Bayesian statistics and pattern classification theory. According to pattern classification theory, as detailed in R. Duda and P. Hart, Pattern Classification and Scene Analysis, Wiley, 1973, the optimal search result is the one with the highest posterior probability. That is, the optimal result is given by:

$$
\operatorname{Max}_{D} P(u \mid q, d),
$$

where $\mathrm{P}(\mathrm{u} \mid \mathrm{q}, \mathrm{d})$ is the posterior probability of the event that a document d is of interest to a user u having an information need q . This probability can be expressed as:

$$
P(u \mid q, d)=\frac{P(q \mid d, u) P(u \mid d)}{P(q \mid d)} .
$$

The term $\mathrm{P}(\mathrm{uld})$ represents the user interest in the document regardless of the current information need, and is calculated using the User Model. The term $\mathrm{P}(\mathrm{q} \mid \mathrm{d}, \mathrm{u})$ represents the probability that a user $u$ with an information need of $d$ expresses it in the form of a query q . The term $\mathrm{P}(\mathrm{q} \mid \mathrm{d})$ represents the probability that an average user with an information need of $d$ expresses it in the form of a query q. One possible implementation of the latter two terms uses the Hidden Markov Model, described in Christopher D. Manning and Hinrich Schutze, Foundations of Statistical Natural Language Processing, MIT Press, 1999.

Search results may also be filtered taking into account the context of user interactions, such as content of a recently viewed page or pages. When the context is included, the relevant equation is:

$$
P(u \mid q, d, c o n)=\frac{P(q \mid d, u, \text { con }) P(u \mid d, \text { con })}{P(q \mid d, c o n)},
$$

where $\mathrm{P}(\mathrm{uld}, \mathrm{con})$ is as described above.
The Personal Crawler is also used to collect and index documents for product models. Collected documents are parsed and analyzed to update product models, particularly the list of product feature values, which are extracted from collected documents using information extraction techniques.

In general, searches are performed to retrieve all documents from the set of indexed documents that match the search query. Alternatively, searches can be limited to prod-
uct-related documents, based on either the user's request, the particular search query, or the user's context. For example, a user is interested in purchasing a new bicycle. In one embodiment, the user selects a check-box or other graphical device to indicate that only product-related documents should be retrieved. When the box is not checked, a search query "bicycle" returns sites of bicycle clubs and newsletters. When the box is checked, only documents that have a nonzero product probability ( $\mathrm{P}(\mathrm{p} \mid \mathrm{d})$ ) on specific products are returned. Such documents include product pages from web sites of bicycle manufacturers, product reviews, and discussion group entries evaluating specific bicycle models.

Alternatively, the search query itself is used to determine the type of pages to return. For example, a query "bicycle" again returns sites of bicycle clubs and newsletters. However, a query "cannondale bicycle" or "cannondale" returns only product-related pages forCannondale bicycles. Alternatively, the user's context is used to determine the type of pages to return. If the last ten pages viewed by the user are productrelated pages discussing Cannondale bicycles, then the query "bicycle" returns product-related pages for all brands of bicycles that are of interest to the user, as determined by the User Model. In all three possible embodiments, within the allowable subset of documents, the entire document is evaluated by the User Model to estimate the probability that the user is interested in the document.

Searches may also be performed for products directly, and not for product-related documents. Results are evaluated using only the user product distribution, user product feature distribution, and product and feature distributions of the user's clusters, as explained above. In general, product searches are performed only at the request of the user, for example by selecting a "product search" tab using a mouse or other input device. A user enters a product category and particular feature values, and a list of products that are estimated to be of high interest to the user is returned. The user is returned some form of list of most interesting products. The list may contain only the product name, and may include descriptions, links to relevant documents, images, or any other appropriate information.

## Personal Browsing and Navigation

The present invention personalizes browsing and navigation in a variety of different ways. In the personal web sites application, web sites located on third party servers are written in a script language that enables dynamic tailoring of the site to the user interests. Parameters of the User Model are transferred to the site when a user requests a particular page, and only selected content or links are displayed to the user. In one embodiment, the site has different content possibilities, and each possibility is evaluated by the User Model. For example, the CNN home page includes several potential lead articles, and only the one that is most interesting to the user is displayed. In a second embodiment, links on a page are shown only if the page to which they link is of interest to the user. For example, following the lead article on the CNN home page are links to related articles, and only those of interest to the user are shown or highlighted. One single article has a variety of potential related articles; a story on the Microsoft trial, for example, has related articles exploring legal, technical, and financial ramifications, and only those meeting the user's information needs are displayed.

The personal links application is illustrated in FIG. 20. In this application, the hyperlinks in a document being viewed by the user are graphically altered, e.g., in their color, to indicate the degree of interest of the linked documents to the use. As a user views a document (step 210), the document is
parsed and analyzed (212) to locate hyperlinks to other documents. The linked documents are located in step 214 (but not shown to the user), and evaluated with the User Model (214) to estimate the user's interest in each of the linked documents. In step 216, the graphical representation of the linked documents is altered in accordance with the score computed with the User Model. For example, the links may be color coded, with red links being most interesting and blue links being least interesting, changed in size, with large links being most interesting, or changed in transparency, with uninteresting links being faded. If the user follows one of the interesting links (218), then the process is repeated for the newly viewed document (210).

The personal related pages application locates pages related to a viewed page. Upon the user's request (e.g., by clicking a button with a mouse pointer), the related pages are displayed. Related pages are selected from the set of user documents collected by the personal crawler. Implementation is similar to that of the personal search application, with the viewed page serving as the query. Thus the relevant equation becomes

$$
P(u \mid \text { page, } d)=\frac{P(\text { page } \mid d, u) P(u \mid d)}{P(\text { page } \mid d)}
$$

with P (pageld, u ) representing the probability that a user u with an information need of document $d$ expresses it in the form of the viewed page page. P(pageld) represents the probability that an average user with an information need of document dexpresses it in the form of the viewed page page. These terms can be calculated using the Hidden Markov Model.

Alternatively, related pages or sites may be selected according to the cluster model of clusters to which the user belongs. The most likely site navigation from the viewed site, based on the behavior of the cluster members, is displayed to user upon request.

Related pages are particularly useful in satisfying product information needs. For example, if the user is viewing a product page of a specific printer on the manufacturer's web site, clicking the "related pages" button returns pages comparing this printer to other printers, relevant newsgroup discussions, or pages of comparable printers of different manufacturers. All returned related pages have been evaluated by the User Model to be of interest to the user.

## Find the Experts

In this application, expert users are located who meet a particular information or product need of the user. Expert users are users whose User Model indicates a high degree of interest in the information need of the user. The information need is expressed as a document or product that the user identifies as representing his or her need. In this context, a document may be a full document, a document excerpt, including paragraphs, phrases, or words, the top result of a search based on a user query, or an email message requesting help with a particular subject. From the pool of potential experts, User Models are applied to the document or product, and users whose probability of interest in the document or product exceeds a threshold level are considered expert users.

The pool of experts is specified either by the user or in the system. For example, the pool may include all company employees or users who have previously agreed to help and advise other users. When users request expert advice about a particular product, the expert may be chosen from the product
manufacturer or from users who have previously purchased the product, or from users participating in discussion groups about the product.

A protocol for linking users and identified experts is determined. For example, the expert receives an email message requesting that he or she contact the user in need of assistance. Alternatively, all user needs are organized in a taxonomy of advice topics, and an expert searches for requests associated with his or her topic of expertise.

## Personal News

This application, also known as personal pushed information, uses the personal crawler illustrated in FIG. 18. From all documents collected within a recent time period by the user's crawler or user's clusters' crawlers, the most interesting ones are chosen according to the User Model. Collection sources may also be documents obtained from news wires of actions of other users. Documents are sent to the user in any suitable manner. For example, users receive email messages containing URLs of interesting pages, or links are displayed on a personal web page that the user visits.

## Personalization Assistant

Using the User Model, the Personalization Assistant can transform any services available on the web into personalized services, such as shopping assistants, chatting browsers, or matchmaking assistants.

## Document Barometer

The document barometer, or Page-O-Meter, application, illustrated in FIG. 21, finds the average interest of a large group of users in a document. The barometer can be used by third parties, such as marketing or public relations groups, to analyze the interest of user groups in sets of documents, advertising, or sites, and then modify the documents or target advertising at particular user groups. The application can instead report a score for a single user's interest in a document, allowing the user to determine whether the system is properly evaluating his or her interest. If not, the user can make user modification requests for individual elements of the User Model. From individual and average scores, the application determines a specific user or users interested in the document.
Referring to FIG. 21, a document $\mathbf{2 2 0}$ is parsed and analyzed (222) and then evaluated according to a set of N User Models 224 and 226 through 228. N includes any number greater than or equal to one. The resulting scores from all User Models are combined and analyzed in step 230. In one embodiment, the analysis locates users having maximum interest in document 220, or interest above a threshold level, and returns a sorted list of interested users (232). Alternatively, an average score for document $\mathbf{2 2 0}$ is calculated and returned (234). The average score may be for all users or for users whose interest exceeds a threshold interest level. The range of interest levels among all users in the group may also be reported.

An analogous product barometer calculates user interest in a product. The product barometer computes a score for an individual user or group of users, or identifies users having an interest in a product that exceeds a threshold level. Third party organizations user the product barometer to target marketing efforts to users who are highly likely to be interested in particular products.

## 3D Map

FIG. 22 illustrates a three-dimensional (3D) map 240 of the present invention, in which rectangles represent documents and lines represent hyperlinks between documents. A user provides a set of hyperlinked documents, and each document
is scored according to the User Model. An image of 3D map 240 is returned to the user. 3D map 240 contains, for each document, a score reflecting the probability of interest of the user in the document.

## Product Recommendations

A user's online shopping experience can be personalized by making use of the user's overall product score described above, $\mathrm{P}(\mathrm{uld}$, product described=p). Products that are of high interest to the user are suggested to him or her for purchase. When a user requests information for a specific product or purchases a product, related products are suggested (up-sell). Related product categories are predetermined by a human, but individual products within related categories are evaluated by the User Model before being suggested to the user. The related products are given to the user in a list that may contain images, hyperlinks to documents, or any other suitable information. For example, when a user purchases a server, a list of relevant backup tapes are suggested to him or her for purchase. Suggested products may have feature values that are known to be of interest to the user, or may have been purchased by other members of the user's cluster who also purchased the server. Related product suggestions may be made at any time, not only when a user purchases or requests information about a particular product. Suggested products may be related to any previously purchased products.

Similarly, competing or comparable products are suggested to the user (cross-sell). When the user browses pages of a particular product, or begins to purchase a product, products within the same product category are evaluated to estimate the user's interest in them. Products that are highly interesting to the user are recommended. The user might intend to purchase one product, but be shown products that are more useful or interesting to him or her.

It will be clear to one skilled in the art that the above embodiments may be altered in many ways without departing from the scope of the invention. Accordingly, the scope of the invention should be determined by the following claims and their legal equivalents.

## What is claimed is:

1. A computer-implemented method for providing personalized information services to a user, the method comprising:
transparently monitoring user interactions with data while the user is engaged in normal use of a browser program running on the computer;
analyzing the monitored data to determine documents of interest to the user;
estimating parameters of a user-specific learning machine based at least in part on the documents of interest to the user;
receiving a search query from the user;
retrieving a plurality of documents based on the search query;
for each retrieved document of said plurality of retrieved documents: identifying properties of the retrieved document, and applying the identified properties of the retrieved document to the user-specific learning machine to estimate a probability that the retrieved document is of interest to the user; and
using the estimated probabilities for the respective plurality of retrieved documents to present at least a portion of the retrieved documents to the user.
2. The method of claim 1 , further comprising presenting to said user a list of said portion of the retrieved documents.
3. The method of claim 1 , wherein transparently monitoring user interactions with data comprises monitoring user interactions with data during multiple different modes of user interaction with network data.
4. The method of claim 3, wherein the multiple different modes of user interaction comprise a plurality of modes selected from the group consisting of a network searching mode, a network navigation mode, and a network browsing mode.
5. The method of claim $\mathbf{1}$, further comprising analyzing the monitored data to determine documents not of interest to the user, and wherein estimating parameters of a user-specific learning machine further comprises estimating parameters of a user-specific learning machine based at least in part on the documents not of interest to the user.
6. The method of claim 1, wherein monitoring user interactions with data for a document comprises monitoring at least one type of data selected from the group consisting of information about the document, whether the user viewed the document, information about the user's interaction with the document, context information, the user's degree of interest in the document, time spent by the user viewing the document, whether the user followed at least one link contained in the document, and a number of links in the document followed by the user.
7. The method of claim 1 , wherein said plurality of retrieved documents correspond to a respective plurality of products.
8. The method of claim 7, wherein using the estimated probabilities to present at least a portion of the retrieved documents to the user comprises presenting at least a portion of said products to the user.
9. The method of claim 1, wherein said search query pertains to a product of interest to the user, and wherein retrieving said plurality of documents based on the search query comprises retrieving a plurality of documents pertaining to a plurality of products related to the product of interest to the user.
10. The method of claim 9 , wherein applying the identified properties of the retrieved document comprises applying the identified properties of the retrieved document pertaining to said related product to the user-specific learning machine to estimate a probability that the related product is of interest to the user.
11. The method of claim 10 , wherein using the estimated probabilities for the respective plurality of retrieved documents comprises using the estimated probabilities for the respective plurality of retrieved documents pertaining to the related products to present at least a portion of the related products to the user.
12. The method of claim 1 , further comprising estimating parameters of said user-specific learning machine based on a set of initial parameters identified at least in part on initial documents associated with said browser program.
13. The method of claim 12 , wherein said initial documents are selected from the group of files consisting of favorites, bookmarks, cached files, temporary Internet files, and browsing history.
14. The method of claim 1 , wherein identifying properties of the retrieved document comprises determining whether at least one of said documents of interest contains a link to said retrieved document.
15. The method of claim 1, wherein at least one of said properties of the retrieved document is based on intermediate documents linking from at least one of said documents of interest to said user towards said retrieved document.
16. The method of claim 15, wherein identifying properties of the retrieved document further comprises estimating a probability that at least one of said intermediate document linking from at least one of said documents of interest to said user towards said retrieved document are of interest to the user.
17. The method of claim $\mathbf{1}$, wherein identifying properties of the retrieved document further comprises estimating a probability that at least one intermediate document linking from at least one of said documents of interest to said user towards said retrieved document are of interest to the user.
18. The method of claim 1, wherein analyzing the monitored data to determine documents of interest to the user comprises analyzing said monitored data to obtain data associated with said monitored data selected from the group consisting of text, images, non-text media, and formatting.
19. The method of claim 18 , wherein identifying properties of the retrieved document comprises analyzing said retrieved document to obtain data associated with the retrieved document said associated data selected from the group consisting of text, images, non-text media, and formatting.
$\mathbf{2 0}$. The method of claim 19, wherein applying the identified properties of the retrieved document to the user-specific learning machine comprises comparing said data associated with said retrieved document with data in said user-specific learning machine having a type corresponding thereto.
20. The method of claim 1, wherein using the estimated probabilities for the respective plurality of retrieved documents to present at least a portion of the retrieved documents to the user comprises presenting to the user at least said portion of the retrieved documents based on the estimated probability that the retrieved document is of interest to the user and the relevance of the retrieved document to the search query.
21. The method of claim 1, wherein identifying properties of the retrieved document comprises identifying properties selected from the properties consisting of a topic associated with the retrieved document, at least one product feature extracted from the retrieved document, an author of the retrieved document, an age of the retrieved document, a list of documents linked to the retrieved document, a number of users who have accessed the retrieved document, and a number of users who have saved the retrieved document in a favorite document list.
22. A computer-implemented method for providing per- 45 sonalized information services to a user, the method comprising:
document to obtain data associated with the collected document said associated data selected from the group consisting of: text, images, non-text media, and formatting.
23. The method of claim 28, wherein applying the identified properties of the collected document to the user-specific learning machine comprises comparing said data associated with said collected document with data in said user-specific learning machine having a type corresponding thereto.
transparently monitoring user interactions with data while the user is engaged in normal use of a browser program running on the computer;
analyzing the monitored data to determine documents of interest to the user;
estimating parameters of a user-specific learning machine based at least in part on the documents of interest to the user;
collecting a plurality of documents of interest to a user;
for each of said plurality of collected documents: identifying properties of the collected document, and applying the identified properties of the collected document to the user-specific learning machine to estimate a probability that the collected document is of interest to the user;
using the estimated probabilities for the respective plural-
ity of collected documents to select at least a portion of the collected documents;
presenting said selected collected documents to said user.
24. The method of claim 23, wherein presenting said selected collected documents to said user comprises displaying said selected collected documents to said user on a personal web page associated with the user.
25. The method of claim 23, wherein said plurality of collected documents correspond to a respective plurality of products.
26. The method of claim 25 , wherein using the estimated probabilities to present at least a portion of the retrieved documents to the user comprises presenting at least a portion of said products to the user.
27. The method of claim $\mathbf{2 4}$, wherein analyzing the monitored data to determine documents of interest to the user comprises analyzing said monitored data to obtain data associated with said monitored data selected from the group consisting of text, images, non-text media, and formatting.
28. The method of claim 27 , wherein identifying properties of the collected document comprises analyzing said collected

## EXHIBIT 3

## PUM v. Google

DISPUTED CLAIM CONSTRUCTION COMPARISON


| Item \# | Claim Term/Phrase | Claim(s) | P.U.M.'s Construction | Google's Construction |
| :---: | :---: | :---: | :---: | :---: |
|  | estimated probability" |  |  | the same probability. |
|  | "parameters of a learning machine" / "the parameters" | '040 Patent: 1,21, 34 (depending on claim 32) | No construction necessary | "parameters of a learning machine" and "the parameters" refer to the same parameters. |
|  | "a user model" / "the user model" | '276 Patent: 1, 23 | No construction necessary | "a user model" and "the user model" refer to the same user model. |
|  | "a search query" / "the search query" | '276 Patent: 1, 23 | No construction necessary | "a search query" and "the search query" refer to the same search query |
| 2 | "user" / "user [u]" | $\begin{aligned} & \text { ‘040 patent: } 1 \text {, } \\ & \text { 11, } 32 \end{aligned}$ | 'a person operating a computer as represented by a tag or identifier" | "person operating a computer" |
| 3 | "user-specific data files" | '040Patent: 1, 32 | 'the monitored user interactions with data and a set of documents associated with the user" | "data files unique to the user" |
|  | "monitored user interactions with the data" | $\begin{aligned} & \text { ‘040 Patent: 1(b), } \\ & 32 \end{aligned}$ | "the collected information about the user's interactions with data" | "user interactions with data obtained from the monitoring step of 1[32](a)" |
|  | "set of documents associated with the user" | $\begin{aligned} & \text { '040 Patent: 1(b), } \\ & 32 \end{aligned}$ | "a group or collection of text or other types of media associated with the user" | "group or collection of documents associated with the user" |
| 4 | "document" | Passim | "text or any type of media" | "an electronic file" |
| 5 | "estimating parameters of a learning machine" | $\begin{aligned} & \text { 040 Patent 1(c), } \\ & \text { 32(c) } \end{aligned}$ | "estimating values or weights of the variables of a learning machine" | "estimating a value or weight of each of the variables that are used by the learning machine to calculate a probability" |
|  | "parameters of a learning machine" | $\begin{aligned} & \text { '040 Patent: } 1(\mathrm{c}), \\ & \text { 32(c) } \end{aligned}$ | See construction for "estimating parameters of a learning machine" | "variables, having a value or weight, used by the learning machine to calculate a probability" |
|  | "estimating parameters of a user- specific learning machine" | $\begin{aligned} & 276 \text { Patent: } 1,5, \\ & 23 \end{aligned}$ | "estimating values or weights of the variables of a user-specific learning machine" | "estimating a value or weight of each of the variables that are used by the learning machine to calculate a probability" |
|  | "parameters of a userspecific learning machine" | $\begin{aligned} & \text { '276 Patent: } 1,5 \text {, } \\ & 23 \end{aligned}$ | See construction from "estimating parameters of a user-specific learning machine" | "variables, having a value or weight, used by the user specific learning machine to calculate a probability" |
| 6 | "learning machine" | Passim | "a model and/or mathematical function that is used to make a prediction or intelligent decision that attempts to improve performance in part by altering the values/weights given to its variables depending upon | "program that contains parameters used to calculate a probability, and where the predictive ability improves over time with the addition of new data." |


| Item \# | Claim Term/Phrase | Claim(s) | P.U.M.'s Construction | Google's Construction |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | past observations or experiences" |  |
|  | "user-specific learning machine" | '276 Patent | "a model and/or mathematical function that is used to make a prediction or intelligent decision that attempts to improve performance in part by altering the values/weights given to its variables depending upon past observations or experiences specific to the user" | "learning machine unique to the user" |
|  | 'User Model specific to the user" | $\begin{aligned} & \text { '040 Patent: 1(c), } \\ & \text { [21], } 32 \end{aligned}$ | "an implementation of a learning machine updated in part from data specific to the user" | "model unique to the user, that is created and updated by the learning machine and stored in a data structure" |
| 7 | "estimating a probability $\mathrm{P}(\mathrm{u} \mid \mathrm{d})$ that an unseen document d is of interest to the user u" | $\begin{aligned} & \text { '040 Patent: 1e, } \\ & \text { 32e } \end{aligned}$ | "approximating or roughly calculating the degree of belief or likelihood that an unseen document $d$ is of interest to the user $u$ given the information that is known about the unseen document" | "calculating the percentage chance that an unseen document $d$ is of interest to the user $u$ given the information that is known about the unseen document" |
|  | "estimating a posterior probability $\mathrm{P}(\mathrm{u} \mid \mathrm{d}, \mathrm{q})$ that the document $d$ is of interest to the user $u$, given a query q submitted by the user" | '040 Patent: 11 | "approximating or roughly calculating the degree of belief or likelihood that a document $d$ is of interest to the user $u$ given the information that is known about the document, and given a query $\mathrm{q} "$ | "calculating the percentage chance of the user $u$ being interested, taking into account what is previously known about that user's interests in general, given new knowledge of the document $d$ the user is considering and a search query $q$ submitted by the user" |
| 8 | "unseen document" | $\begin{aligned} & \text { ‘040 Patent: } 1 \text {; } \\ & 32 \end{aligned}$ | "document not previously seen by the user" | "document not previously seen by any user" |
| 9 | "present" or "presenting" | '276 Patent: 1, 21 | "to provide or make available" | "display[ing]" |
| 10 | "user interest information derived from the User Model" | $\begin{aligned} & \text { ‘040 Patent: 21, } \\ & 52 \end{aligned}$ | "interests or other information inferred from the User Model" | Indefinite |
|  | "documents of interest to the user"/ '"documents [that are] not of interest to the user" | $\begin{aligned} & \text { '276 patent: } 1,5 \text {, } \\ & 14,23 \end{aligned}$ | "text or media for which the user has a positive response"/ "text or media for which the user has a negative response or has ignored" | Indefinite |
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## Author's Message

Many teachers today recognize the importance of online data sources for all kinds of research and writing projects. Some now permit students to include online sources in their work, and others go so far as to require the use of online sources.

There is a cornucopia of resources online. Reference tools include encyclopedias, dictionaries, and collections of quotes; libraries of poetry, short stories, images, and music; critical studies and research articles on every conceivable topic; information about authors and historical figures; government and public policy data; current events; and much, much more. Most teachers quickly see the problems that arise from such bounty. Issues of plagiarism, pornography, commercialism, and simple time wasting soon rear up regardless of the topic. When the cornucopia spills out 100,000 Web sites of dubious quality and relevance, it seems much less bounteous.

This month's Technology column addresses why it is important to think more critically about Web searching. Questions of quantity become important. As the Web grows rapidly, unpredictably, unevenly, and without the familiar monitors provided by textbook companies or district curriculum guides, how should we think about its use? For a start, how do the size of the Web and the quality of material on it affect searching? Given these issues, what are some good approaches to search the Web effectively? What tools are available and how can they be used?

These questions point to even more fundamental issues. Perhaps we need to move from a conception of searching the Web to find a piece of information to one in which a search is embedded in how we think. This leads to perhaps the most important question: How can searching become not only "looking up," but truly productive inquiring?

## Back to top

Back to listing of all |AAL Technology columns available in Reading Online

## Issue of the Month:

Searching Is the J ourney, Not J ust the Arrival

When students search the Web, it often seems that the problems are greater than the rewards. We seek ways to control those searches to avoid objectionable materials, plagiarism, or aimlessness, but in the process we may miss what is most valuable about the Web. Let us consider some questions about searches, which may help resolve this quandary.

## Why is it important to think critically about Web searching?

We tend to think first of Web searching as a simple process of looking up some item of information. For certain purposes, that conception is quite appropriate. For example, if I want to find general information about William Shakespeare, I type Shakespeare into my search engine. I get 660,000 Web pages back, but among the top 10 is the Folger Shakespeare Library in Washington, D.C. (administered by the Trustees of Amherst College), which has all sorts of interesting information, including lesson plans for teaching Shakespeare.

But, suppose I want to enter into the critical debates about Shakespearean authorship. Among the top 10 is the home page of the Shakespeare Oxford Society. This group claims to be
the second oldest continuously operating organization...involved in the...Shakespeare authorship debate. The purpose of the Society is to document and establish Edward de Vere, 17th Earl of Oxford (1550-1604), as the universally recognized author of the works of William Shakespeare.

I am inclined to believe their claim and am intrigued to examine their arguments. As I explore their Web site I am impressed by the care shown with their presentation, the detail of their documents, the source citations, and the opportunities for feedback. But, as a novice in this area I cannot be certain that this is the most credible starting point for my inquiry. Is this enterprise considered to be a fringe group? Are there more credible sources, perhaps even espousing the same argument?

Despite these concerns, I am relieved in some ways. Although the organization offers books and videos for sale through the site, these commercial aspects appear supportive of the generally academic mission. I don't see here troubling signs of racism or pornography that permeate the Web. My usual worry that the site may be superseded by a more recent one is allayed by the fact that their latest update is the date of my visit. Thus, although I do not know the authors or much about their domain of study, I find the site to be worth further investigation. If I can believe what I read there, I've found a timely resource with all sorts of useful information and links for further study.

What I have discovered here is a potentially useful source, but although I have spent some time examining it I still have doubts about how to interpret what I read there. When I return to the list of 660,000 documents that the search engine provided, I feel a bit overwhelmed. Will I have to spend this much time on every document and still not know what to make of it all? Will my students cope with this any better than I do?

I have discovered something else. For certain kinds of queries, my search is far from a simple "lookup." Instead, it appears to be part of the general process of inquiry, which is tentative and fallible. There is no absolute starting point nor any sure way to reach the end, assuming such a point exists. I need to muster all my resources for critical thinking to navigate the Web, but I may reap enormous benefits in the process.

## How does the size of the Web affect searching?

The enormous size of the Web (see Data View) is a mixed blessing. Hundreds of millions of pages hold forth the promise of having the text or images we seek, but the sheer volume of material gets in its own way. I recently searched for the U.S. Department of Commerce's report "Falling Through the Net," which is about the racial and income inequities in access to new information and communication technologies. My search engine offered up articles about World Cup soccer and the
performance of an accomplished goalie defending her team's net. At other times I have found obsolete versions of material that exists elsewhere on the Web, but is unknown to the search engines. Very often I find it difficult to get past the many commercial sites that have engineered their Web pages to appear first no matter how I specify a search query.

Given the number of Web pages, it is surprising that one can find anything at all, much less do so in a matter of seconds. Improved search engines make that possible, especially when the user understands how the search engines work and puts some effort into selecting a good set of keywords.

## How does the quality of material on the Web affect searching?

I heard a teacher say recently that she discourages students from using the Web for research because the quality of material there is so poor. Although I would not abandon the Web because of its negative features, I can certainly sympathize. In fact, I can imagine that she might provide a list like the one below to support her point.

- Hate sites, pornography, violence, criminal activity, et cetera

It is unfortunately the case that one cannot imagine any dark corner of human activity that is not now represented on the Web. Sites promoting substance abuse, suicide, bomb making, and racial hatred interleave with children's artwork, poetry, music, and images from the Hubble telescope.

- Commercialism

Too many Web sites are created to sell something, not to provide valid and useful information.
A recent estimate is that $83 \%$ of sites have primarily commercial content (Guernsey, 1999; online document, registration required for access). Even in cases where the information is useful, the commercial assault is something to be avoided in schools and other learning environments.

- Incompleteness

The Web pretends to a universality that it cannot support. It represents human knowledge, cultures, and values very unevenly, yet the hypertext medium suggests that everything is really there and equitably represented somehow.

- Authority

The beauty of the Web is that anyone can make a Web site, for less than the cost of publishing a pamphlet. But a consequence of this is that there is no resort to any kind of recognized textual authority and no board of editors (as for a respected encyclopedia) who invite authors and vet articles for publication.

- Relevance

There is so much material on the Web that the irrelevant far outweighs the relevant for any search.

- Timeliness

The CNN Interactive Web site is updated every few minutes. Other sites are created, posted on the Web, and never changed. Some sites, but not all, indicate when they were last updated, but it is usually difficult to determine whether the page you are viewing is the most recent in a series or just the one you happened upon. For Shakespeare, the timeliness issue may not be severe, but for many domains it is critical, yet unanswerable.

- Plagiarism

When students (or anyone, for that matter) do find relevant information on the Web, it is all too easy to copy without attribution.

## What tools are available for searching and how can they be used?

Every technology arises out of the problems of previous technologies. This is a cycle we see operating with Web searches: The Web solves the problem of managing diverse, distributed sets of documents. That solution in turn makes it possible to post documents easily for all to read. This leads to a profusion of documents, many of which are poorly written and irrelevant for particular purposes. Search engines and search directories arise to solve the problem of managing the enormous quantity of material. Document designers then manipulate the pages that the search engines see so that their documents rank highest. Filters are developed to screen out unwanted material. Documents are designed to defeat the filters, and so on. A sampling of these tools are described in the Glossary.

## What are some good approaches to searching effectively?

Much work is now underway to build better search engines, search directories, filters, jump sites, portals, and other technologies to enable more productive use of the Web. But what can an individual do to improve the experience of using the Web?

There are Web sites (of course!) devoted to this question. For example, Terry Gray has a useful review of some of the top search engines at daphne.palomar.edu/TGSEARCH/ and provides search tips specific to each engine. The Community Learning Network has information about many search engines and subject directories and a good set of FAQs about searching at www.cln.org/searching_home.html. Instead of going into great detail, I'll highlight three basic principles: (a) Understand how the Web and searches work, (b) select appropriate tools, and (c) use those tools effectively.

On the first point, it must be said that no one fully understands the Web, and even if a few did they would find their knowledge quickly dated as the technology and Web content evolved. Nevertheless, it helps to know some basic facts about how the Web functions and how search tools can help navigation.

For example, search engines do not go out and look at every Web page to answer a query. Many pages are hidden from the search engines behind organizational firewalls. Moreover, it would take far too long to examine every page as each query arises. Instead, the search engine builds a search index that enables fairly rapid searches. A consequence of this is that the user is not searching the Web, but the index, and is thus dependent on the quality of the index, its organizational scheme, and how recently it has been updated. Among other things, that means recent additions to the Web may not appear as the result of a search. A recent study (Lawrence \& Giles, 1999; online document) found that the best of the search engines finds only $16 \%$ of the relevant Web pages, not counting those behind firewalls. These issues need to be understood when interpreting the results of a search.

The second point is that the choice of search engine or search directory is a major factor in how effective a search may be. For example, to find information about a book it may be more effective to search the database of an online bookseller than to search the entire Web. But, if the book is out of print it will not help to search the site of a bookseller offering only current titles.

Sites such as SearchIQ provide some information about the relative performance of different search tools, but there is no substitute for trying out different tools with the types of questions under investigation and then looking critically at the types of search results produced. It is also important to understand how a particular tool works and what assumptions it makes. A tool that aims to bring up frequently accessed sites may be appropriate if you plan to shop online and want to find popular commercial sites, but it is less appropriate if you want novel perspectives on understanding some issue of international relations.

Many people recommend metasearch engines such as Cyber411 at www.cyber411.com, which combines the result of 16 search engines. But, the larger number of hits may not offset the extra time that each search requires and the redundancy. This is particularly so because often if the desired sites do not appear in the first 10 items they might as well not appear at all.

The third point is to develop means for using these tools effectively. Each search engine has its own syntax for specifying Boolean expressions. Usually, a phrase in quotes means to find that phrase exactly as written. Thus, typing "best search engine" to AltaVista yields nearly 8,000 sites containing that phrase in quotes. Typing the three words best search engine without the quotes yields the same result, but typing search engine best produces 4.4 million Web pages, the intersection of the 1.5 million Web pages containing the term search engine and the 17.5 million containing the word best.

It is difficult to lay out general rules for doing searches because the approach depends on the problem being investigated. Perhaps one good general rule is this: If a search produces many irrelevant documents it is important to understand why that happened and not simply to decry the bloated Web world.

## How can searching become not only looking up, but truly productive inquiring?

There are two problems with conceiving of Web searches as simply the looking up of information. The first is that we are often frustrated. The answers may be out there, but if we search inappropriately we get useless data. Most interesting questions require some effort ahead of time to be formulated well. It is worth giving a try to sites such as AskJ eeves at www.askjeeves.com, but more often you will need to rethink the question in order to find the answers you seek.

The second problem is that the view of Web searching as simply finding information limits the key to its importance for education or other life activities. The joy and true value of the Web lie in the way it can open up our questions. We ask one thing, but the Web leads us to ask more questions and to become aware of how much we do not know. This suggests an alternative to the common practice of asking students to cite one library source and one online source for an essay. We could turn the Web's unruliness into a virtue. Instead, we might say, "Use the Web to find the answer to such-andsuch question. Now, report on three things you learned that you had never imagined before you did that search."

The Web search engines are very important and useful resources, and they are playing a major role in the information age. However, they currently lack comprehensiveness and timeliness. The current state of search engines can be compared to a phone book that is updated irregularly, and has most of the pages ripped out (Lawrence \& Giles, 1999; online document).

## Back to top

Back to listing of all $\sqrt{\text { AAL Technology columns available in Reading Online }}$

## Data View: How Big Is the Web?

Like many simple questions, this one turns out to be more complicated than it might at first appear. A good activity for students would be for them to define what they mean by the terms big and Web and then to search the Web for data or analyses to help them answer that question. Different approaches could lead to varying results, which in turn might call for justification of their strategies and critical thinking (see Murphy, 1998; online document, registration required for access). There are a number of things we might count.

- Users

The Internet surveys by the Nua company of Dublin, Ireland, estimate that 179 million people
were Internet users as of June 1999. This is about 3\% of the earth's population. More than half of those users are in the U.S. and Canada.

- Hosts

The Domain Survey attempts to discover every host on the Internet by doing a complete search of the Domain Name system to find the name assigned to every possible Internet Provider (IP) address. It is sponsored by the Internet Software Consortium. They estimated in January 1999 that there were more than 43 million hosts on the Internet. The number of hosts had nearly doubled every year.

- Web pages

A Web page can be anything from a few words to a site with video, interactive software, music files, or extensive text. Thus, when we say that there are so many pages on the Web, it is not quite the same as saying so many pages in a book. Still, if we knew how many Web pages there were we would have some idea of the size of the Web, at least relative to what it has been.

People have developed a variety of ways to gauge the Web's size in terms of pages. By comparing the pages returned by various search engines, Lawrence and Giles (1999; online document) derived 800 million pages as a lower bound for the size of the (publicly accessible) Web as of February 1999 (see also Guernsey, 1999; online document, registration required for access). This means the Web contains at least 800 million pages, probably somewhat more. They estimated further that these pages contain 6 terabytes of data versus the 20 terabytes of the entire U.S. Library of Congress. By the time of this issue, that lower bound on the size of the Web should have increased to well over a billion pages.

You can easily do an experiment yourself to get a rough measure of the Web's size. Go to AltaVista and search for the word the. You won't get any hits, because the search algorithm ignores common function words, but you will see the number of pages that the algorithm ignores. In July 1999, I found about 2 billion pages by this method. This is a rough measure because it excludes the pages that AltaVista doesn't know about, counts some pages with invalid links, and double-counts others. Nevertheless, it is a reasonable estimate not too far off from some more complex approaches.

- Hyperlinks

Members of the Clever Project (1999; online document) estimate that roughly a million Web pages are added every day. This is one rationale for their effort to develop algorithms for more sophisticated searching. These algorithms are based on studies of the interconnectivity of the Web, on how Web pages have annotated connections to other pages. They estimate that there are more than a billion hyperlinks in the Web today, about one per page. If we take the higher estimate of Web pages given above, then the number of hyperlinks must be considerably larger.

Win Treese has an Internet index newsletter at http://new-
website.openmarket.com/intindex/index.cfm that regularly reports interesting items about the size and growth of the Web in the manner of Harper's Index. You can visit the site or become a subscriber to the index.

Comprehensive information about search engines, specialized search engines, and metasearch engines, as well as general information about searching and tips for searching are available at SearchIQ. This site provides independent reviews and rankings to inform the selection of search tools. Their reviews employ criteria such as overall relevancy of listings and organization by relevancy, ability to find sites for both broad and specific topics, comprehensiveness, lack of redundancy, logical grouping of listings, and speed.

Although the "IQ scores" that SearchIQ assigns are a novel feature of the site, I recommend looking
more at their descriptions of the search engines and how they work. A low-scoring engine could easily be better for some purposes than the top-ranked engine.

Back to top
Back to listing of all لAAL Technology columns available in Reading Online

## Glossary

Authority -- a Web site that is linked from many other pages (see Hub).
Boolean expression -- an expression that evaluates to true or false; for example, used in a Web search, the expression travel and France is true for every Web page that contains both travel and France. Expressions that contain logical operators such as and, or, and not are Boolean, but all Web searches implicitly involve Boolean expressions.
Back
Case sensitive -- the property of paying attention to upper- and lower-case letters; each search engine has its own policy about this (e.g., is White House the same as white house?).

Domain name -- a name that identifies an IP address(es). For example, the domain name www.ed.gov represents a numerical address signifying a location in cyberspace. A domain name is the first part of the URL used to identify a Web page.
Back
Filter -- a program that takes a list of documents and removes those that meet certain prespecified criteria; family filters are used to remove objectionable Web material, other filters are used to focus a search to retrieve the most relevant items, and any filter will occasionally let through unwanted items and screen out desirable ones.
Back
Firewall -- a system that creates a partition between a private network and the larger Internet; it may restrict access both to and from the Internet.
Back
Host -- a term used to refer to any single machine on the Internet, but a single machine can act like multiple systems, each with its own domain name and IP address, and so the definition now typically includes virtual hosts as well.
Back
Hub -- a Web site with many links to other sites (see Authority).
Metasearch engine -- a computer program, such as Dogpile, that collects the results from several search engines at once. This is especially valuable because no search engine indexes more than one sixth of the Web.
Back
Ranking function -- a means used by a search engine to order documents found in a search in terms of potential relevance, quality, or other criteria.

Search directory -- a database that organizes documents according to categories and, usually, subcategories; it provides an alternative to general searching for finding particular items. Back

Search engine -- a computer program that returns a list of the documents that satisfy a Boolean search expression; it's usually used to refer to programs that search for Web documents.

Back
Search index -- a large database of document locations based on the words contained in each document; the index facilitates efficient, meaningful searches and is created by a program within the search engine.
Back
Specialty search engine -- a search engine that searches a limited database of documents, such as the telephone white pages; such an engine can be made more efficient for limited purposes and is more likely to return only the sorts of data that a user would want.

Spiders (search robots) -- a computer program sent out by a search engine to find as many documents on the Web as it can.

Terabyte -- a trillion bytes of information, enough to represent a trillion characters; about 100 fairly large personal computer hard drives would be needed to hold this much information. Back

Webopedia -- a good online glossary of computer terms.
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made. The examiner should analyze whether the metes and bounds of the claim are clearly set forth. Examples of claim language which have been held to be indefinite because the intended scope of the claim was unclear are:
(A) " $R$ is halogen, for example, chlorine";
(B) "material such as rock wool or asbestos" Ex parte Hall, 83 USPQ 38 (Bd. App. 1949);
(C) "lighter hydrocarbons, such, for example, as the vapors or gas produced" Ex parte Hasche, 86 USPQ 481 (Bd. App. 1949); and
(D) "normal operating conditions such as while in the container of a proportioner" Ex parte Steigerwald, 131 USPQ 74 (Bd. App. 1961).
>The above examples of claim language which have been held to be indefinite are fact specific and should not be applied as per se rules. See MPEP § 2173.02 for guidance regarding when it is appropriate to make a rejection under 35 U.S.C. 112, second paragraph.<

### 2173.05(e) Lack of Antecedent Basis [R-5]

A claim is indefinite when it contains words or phrases whose meaning is unclear. The lack of clarity could arise where a claim refers to "said lever" or "the lever," where the claim contains no earlier recitation or limitation of a lever and where it would be unclear as to what element the limitation was making reference. Similarly, if two different levers are recited earlier in the claim, the recitation of "said lever" in the same or subsequent claim would be unclear where it is uncertain which of the two levers was intended. A claim which refers to "said aluminum lever," but recites only "a lever" earlier in the claim, is indefinite because it is uncertain as to the lever to which reference is made. Obviously, however, the failure to provide explicit antecedent basis for terms does not always render a claim indefinite. If the scope of a claim would be reasonably ascertainable by those skilled in the art, then the claim is not indefinite. >Energizer Holdings Inc. v. Int'l Trade Comm'n, 435 F.3d 1366, 77 USPQ2d 1625 (Fed. Cir. 2006)(holding that "anode gel" provided by implication the antecedent basis for "zinc anode"); < Ex parte Porter, 25 USPQ2d 1144, 1145 (Bd. Pat. App. \& Inter. 1992) ("controlled stream of fluid" provided reasonable antecedent basis for "the controlled fluid"). Inherent
components of elements recited have antecedent basis in the recitation of the components themselves. For example, the limitation "the outer surface of said sphere" would not require an antecedent recitation that the sphere has an outer surface. See Bose Corp. v. JBL, Inc., 274 F.3d 1354, 1359, 61 USPQ2d 1216, 1218-19 (Fed. Cir 2001) (holding that recitation of "an ellipse" provided antecedent basis for "an ellipse having a major diameter" because "[ $[$ ]here can be no dispute that mathematically an inherent characteristic of an ellipse is a major diameter").

## EXAMINER SHOULD SUGGEST CORRECTIONS TO ANTECEDENT PROBLEMS

Antecedent problems in the claims are typically drafting oversights that are easily corrected once they are brought to the attention of applicant. The examiner's task of making sure the claim language complies with the requirements of the statute should be carried out in a positive and constructive way, so that minor problems can be identified and easily corrected, and so that the major effort is expended on more substantive issues. However, even though indefiniteness in claim language is of semantic origin, it is not rendered unobjectionable simply because it could have been corrected. In re Hammack, 427 F.2d 1384 n.5, 166 USPQ 209 n. 5 (CCPA 1970).

## A CLAIM TERM WHICH HAS NO ANTECEDENT BASIS IN THE DISCLOSURE IS NOT NECESSARILY INDEFINITE

The mere fact that a term or phrase used in the claim has no antecedent basis in the specification disclosure does not mean, necessarily, that the term or phrase is indefinite. There is no requirement that the words in the claim must match those used in the specification disclosure. Applicants are given a great deal of latitude in how they choose to define their invention so long as the terms and phrases used define the invention with a reasonable degree of clarity and precision.

## A CLAIM IS NOT PER SE INDEFINITE IF THE BODY OF THE CLAIM RECITES ADDITIONAL ELEMENTS WHICH DO NOT APPEAR IN THE PREAMBLE

The mere fact that the body of a claim recites additional elements which do not appear in the claim's
preamble does not render the claim indefinite under 35 U.S.C. 112, second paragraph. See In re Larsen, No. 01-1092 (Fed. Cir. May 9, 2001) (unpublished) (The preamble of the Larsen claim recited only a hanger and a loop but the body of the claim positively recited a linear member. The examiner rejected the claim under 35 U.S.C. 112, second paragraph, because the omission from the claim's preamble of a critical element (i.e., a linear member) renders that claim indefinite. The court reversed the examiner's rejection and stated that the totality of all the limitations of the claim and their interaction with each other must be considered to ascertain the inventor's contribution to the art. Upon review of the claim in its entirety, the court concluded that the claim at issue apprises one of ordinary skill in the art of its scope and, therefore, serves the notice function required by 35 U.S.C. 112, paragraph 2.).

### 2173.05(f) Reference to Limitations in Another Claim

A claim which makes reference to a preceding claim to define a limitation is an acceptable claim construction which should not necessarily be rejected as improper or confusing under 35 U.S.C. 112, second paragraph. For example, claims which read: "The product produced by the method of claim 1." or "A method of producing ethanol comprising contacting amylose with the culture of claim 1 under the following conditions ....." are not indefinite under 35 U.S.C. 112, second paragraph, merely because of the reference to another claim. See also Ex parte Porter, 25 USPQ2d 1144 (Bd. Pat. App. \& Inter. 1992) where reference to "the nozzle of claim 7 " in a method claim was held to comply with 35 U.S.C. 112 , second paragraph. However, where the format of making reference to limitations recited in another claim results in confusion, then a rejection would be proper under 35 U.S.C. 112, second paragraph.

### 2173.05(g) Functional Limitations [R-3]

A functional limitation is an attempt to define something by what it does, rather than by what it is (e.g., as evidenced by its specific structure or specific ingredients). There is nothing inherently wrong with defining some part of an invention in functional terms. Functional language does not, in and of itself,
render a claim improper. In re Swinehart, 439 F.2d 210, 169 USPQ 226 (CCPA 1971).

A functional limitation must be evaluated and considered, just like any other limitation of the claim, for what it fairly conveys to a person of ordinary skill in the pertinent art in the context in which it is used. A functional limitation is often used in association with an element, ingredient, or step of a process to define a particular capability or purpose that is served by the recited element, ingredient or step. > In Innova/Pure Water Inc. v. Safari Water Filtration Sys. Inc., 381 F.3d 1111, 1117-20, 72 USPQ2d 1001, 1006-08 (Fed. Cir. 2004), the court noted that the claim term "operatively connected" is "a general descriptive claim term frequently used in patent drafting to reflect a functional relationship between claimed components," that is, the term "means the claimed components must be connected in a way to perform a designated function." "In the absence of modifiers, general descriptive terms are typically construed as having their full meaning." Id. at 1118, 72 USPQ2d at 1006. In the patent claim at issue, "subject to any clear and unmistakable disavowal of claim scope, the term 'operatively connected' takes the full breath of its ordinary meaning, i.e., 'said tube [is] operatively connected to said cap' when the tube and cap are arranged in a manner capable of performing the function of filtering." Id. at 1120, 72 USPQ2d at $1008 .<$

Whether or not the functional limitation complies with 35 U.S.C. 112, second paragraph, is a different issue from whether the limitation is properly supported under 35 U.S.C. 112, first paragraph, or is distinguished over the prior art. A few examples are set forth below to illustrate situations where the issue of whether a functional limitation complies with 35 U.S.C. 112, second paragraph, was considered.

It was held that the limitation used to define a radical on a chemical compound as "incapable of forming a dye with said oxidizing developing agent" although functional, was perfectly acceptable because it set definite boundaries on the patent protection sought. In re Barr, 444 F.2d 588, 170 USPQ 33 (CCPA 1971).

In a claim that was directed to a kit of component parts capable of being assembled, the Court held that limitations such as "members adapted to be positioned" and "portions . . . being resiliently dilatable whereby said housing may be slidably positioned" serve to precisely define present structural attributes
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os-sen-tial-ize (a sen'she liz ), w..., nzod, -iz.ing. to extract the essence from; express the essence of. Albo,
esp. Brit,, es-sen'tial. $/ 50^{\prime} .(1660-70 ;$ EsEENTIAL $+-I Z E]$ essen'tlal oil', any of a class of volatile oils obtained from plants, possessing the odor and other characteristic properties of the plant, used chiefly in the manufacture
of perfumes, favors, and pharmaceuticals. [1665-76] os.5e quam v/.de.ri (es'se kwäm wi/de ré; Eng. ea/è kwam vi dar'i), Latin. to be rather than to seem motto of North Carclina.
Es.se qui.bo (ea/i kwèbō), $n$. a river flowing from Guyana $N$ to the Atlantic. ab. $550 \mathrm{mi} .(885 \mathrm{~km})$ long.
Es-Sex (es'iks), $n$, 1, 2nd Earl of. See Devereux,
Robert. 2. a county in SE England. $1,410,900 ; 1418 \mathrm{sq}$ mi, ( 3670 sq . km ). 3. a town in N Maryland, noar Baltimore. $39,614,4$. a town in W Vermont. 14,392.
Es/sex Jun'to (jun'tō), U.S. Hist, 1. a group of extreme Federalist party members from Essex county,
Massachusetta. 2. any Federalist. [1795-1805, Amer.] Esfsex ta/ble, Carpentry. a chart tabulating the number of board reet, to the nearest twelth, contained sizes.
estslve (esfiv), Gram. adj. 1. noting a case, as in of being, whose distinctive function is to indicate a state essivi < Less(e) to be + -luus -IVs]
O5-soin ( $i$ soin'), $n$. (in England) an excuse for nonappearance in a court of law at the prescribed time. (1300 essoinier to put forward such an excuse, v. deriv. (with es- Ex-) of sogne, ult. < Old Low Franconian sunnja
legal excuse, care (cf. OS sunnea, ON syn denial, Goth sunja truth)]
es-so-nite (es'o nit/), $n$. Mineral. a variety of grossularite garnet. Also called cinnamon stone, hessonito.
$[1810-20 ;<\mathrm{F}$ < Gk héssin less, inferior + -itēs -ITE'] Es. $\operatorname{sonno}$ (e sôn'), $n$ a department in $N$ France. 923,061 ; $699 \mathrm{sq} . \mathrm{mi}$. $(1810 \mathrm{sq} . \mathrm{km})$. Cap.: Evry.
EST, Eastern Standard Time. Also, E.S.T., e.s.t. - st ${ }^{2}$, a suffix forming the superlative degree of adjec-
tives and adverbs: warmest; fastest; soonest. [ME; OE tives and adverbs: warm

- $\operatorname{st} t^{2}$, a native English suffix formerly used to form the second peraon sigul [ME DE of verbs. knowest; saysing. pres. indic. endings of some verbs (-s earlier verbal ending $+-t$, by assimilation from tha тнои ${ }^{1}$ ) and 2 ad perc. sing. past endings of wak verbs (earlier -es $+-t$ )] 05t. 1. established. 2. estate. 3. estimate. 4. estimated. 5. estuary
estab., established.
as-tab-lish (j stablish), u.t. 1. to found, institute, build, or bring into being on a firm or stable basis: to establish a university; to establish a medical practice. 2. to install or settle in a position, place, business, etc.: to
establish one's child in business. 3. to show to be valid establish one's child in business. 3. to show to be valid
or true; prove: to establish the facts of the matter. 4. to
cause to be accepted or recopnized: to establish a custom; She established herself as a leading surgeon. 5. to bring about permanently: to establish order. 6. to enact, ap-
point, or ordain for permanence, as a law; fix unalterapoint, or ordain for permanence, as a law , to make (a church) a national or state institution 8 . Cards. to obtain control of (a suit) so that one can win al) the subsequent tricks in it. $1325-75 ; \mathrm{ME}$ establissen $<M F$ establiss-, extended $s$. of establir $<2$ stabilire akin to stabilis stable ${ }^{2}$ ) os.tab'lish-abblo, adj. -tablish-er, $n$.
Syn. 1. form, organize. See fix, 3. verify, substanti-
ate. 6. decree. -Ant. 1. abolish, 3. disprove. ate. 6. decree, —Ant. 1. abolish. 3. disprove
estab/lished church/, a church that is recognized by law; and sometimes financially supported, as the official church of a nation. Also called state church. Cf, national church. (1650-60]
es.tab-lishement (j stablish mont), $n$. 1. the act or an instance of establishing. 2. the state or fact of being established. 3. 6omething established; a constituted order or system. 4. (often cap.) the existing power struc-
ture in society; the dominant groups in society and their ture in society; the dominant groups in society and thely prec. by the): The Establishment believes explorinus outer space is worth any tax money spent. 5. (often cap.) the dominant group in a field of endeavor, organization, etc. (usually prec. by the): the literary Establishment. 6. a household; place of residence including ils furnishings, grounds, etc. 7. a place of business together with its
employees, merchandise, oquipment, etc. B. a permaemployees, merchandise, oquipment, etc. 8. a perma-
pent civil, military, or other force or organization. 9. an onent civil, military, or other force or organization. 9. an
institution, as a school, hospital, ate. 10 . the recognition institution, as a school, hospital, ete. 10 , the racognition
by a state of a church as the state church. 11. the by a state of a church as the atate church. 11. the
church so recognized, esp. the Church of England. 12. church so recognized, esp. the Church of England. 12 .
Archaic. a fixed or settled income. (1475-85; 1920-25 for def. $4 ;$ E.STABLISH $+\rightarrow$ MENT


## os.tab.lish-menttarditan

astab.lish-mersetarolean (i stab/lish mon tarto on or pertaining to an eatablished church adj. 1. of or pertaining to an oatabliohed church, esp. 2. (often cap.) of, partaining to, or favoring a political or bocial estabhishment. -n. 3. a supportar or adherent of the prineiple of the establishment of a church by state law; an advocate of state religion. 4. (often cap.) a person who belongs to or favors a political or social estab-

tab/lish-men-tar/i-an•isin, $n$.
es-ta-fette (esta fet/), $n$. a mounted courior. [1785 $95 ;<F<I t$ staffetia, dim, of staffo stirrup $<G \mathrm{me}$ (er.
Es-taing, $d^{\prime}$ (des tan'), Charles Hec-tor (sharl ak tón/), 1729-94, French admiral.
es-ta-min (es/to min), n. a worsted fabric constructed in twill weave with a rough surface. Also, es-tarmene (es'ta mĕn'). ( $1696-1705 ;<{ }^{\prime}$ estamine $\ll L$ stāminea.
fem. of stāmineus mado of threads. Sec stamen, -EOUS
os-tamionet (co ts me nef), n. pl. -nats (nef)

es-tampie (e stäm par), $n$. a medieval dance and instrumental form, in several repeated sections, associated
chiefly with the trouveres. [ $\langle\mathrm{F}, \mathrm{OF}$, deriv, of estompir to roar, resound < Gmc; вее stamp]
es•tan-cia (e stän/gé o; Sp. es tôn/syä), No, pl. -clas (-sè az; Sp. -syís). (in Spanish America) a landed estate or a cattle ranch. ( $1695-1705$; AmerSp, Sp: dwelling]
esetate (i gtate), r., v., -taterd, -tat-ing. -n. 1. a piece of landed property, esp. one of large extent with an elaborate house on it: to have an estate in the country. 2. Law. a. property or possessions. b. the legal position or status of an owner, considored with respect to property owned in land or other things. c. the degree or quantity of intereat that a person has in land with re spect to the nature of the right, its duration, or its rela
tion to the rights of others. $d$. interest, ownership. property in land or other things. e. the property of a de ceased person, a bankrupt, elc., viewed as an aggregate. 3. Brit. a housing development. 4. a period or condition of life: to attain to man's estate. 5. a major political or social group or class, esp. one once having specific politi cal powers, as the clergy, nobles, and commons in France En the lords spiritual, lords temporal, and commons in England. 6. condition or circumatances with reference rank. 7. Obs. pomp or state. 8. Obs. high social status or rank. - v.t. 9. Obs. to establish in or as in an eatate. [1175-1225; ME estat < MF; c. Pr estat. See sTate]
-Syn. 1. See property.
estaté a/gent, Brit. 1. the steward or manager of a esotate-bot-tling (i stãtbot/ling, botling), n. a practice whereby a
tatef-bot/tled, adj.
estate' car'. Brit. See station wagon. [1945-50]
Estates/ Gen/eral. French Hist. the States-General
ostate' tax/, a thx imposed on a decedent's property, assessed on the gross estate prior to distribution to the heirs. Also called death tax. (1905-10]
Es.te (es/ta), $n$, a city in NE Italy: medieval fortrebs ancient Roman ruins. 17,060. Ancient, Atesto.
esoteern (i stēm'), v.t. 1. to regard highly or favorably; regard with respect or admiration: $I$ esteem him for his honesty. 2. to consider as of a certain value or of a certain type; tegard: I esteem if worthless. 3. Obs. to set a value on; appraize. - $n$. 4. favorable opinion or judgmeat; respect or regard: to hold a person in esteem. 5 . Archaic. opinion or judgment; estimation; valuation.
$[1400-50 ;$ late ME estemen, $<\mathrm{MF}$ estimer $<\mathrm{L}$ aestimāre to fix the value of]
Co fix the value of]
favor, admiration, honor, reverence, veneration. See respect. -Ant. i. disdain.
Es-telle (i stelf), $n$. a female given name: from a Latin word meaning "star" Also, Estitelala (i stelfa).
Es-terpona (es/te pônä; Eng. es/ta pōfna), n. a sea-
port in $S$ Spain, on the Mediterranean: resort. center.
es-ter (es/tor), $n$. Chem. a compound produced by the
reaction between an acid and an alcohol with the elimi. reaction between an acid and an alcohol with the ohimior dimethyl sulfate, $\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{SO}_{4}$. [1850
Gmelin (1788-1853), German chemist]
es-ter-asa (es/te rās , rinz'), n. Biochem, any enzyme that hydrolyzes an eater into an alcohol and an acid es/ter gum', Chem. a
os/ter gum/, Chem. any of several hard rosing produced by the esterification of a natural resin, esp. rosin with a polyhydric alcohol, chiefly glycerol: used in the
manufacture of paints, varnishes, and lacquers. [1935man
Es-tor-ha.zy (es/tor házaè; Fr. e ster a zés), n. Ma-rle
Charles Fer-di-nand Wal.sln (ma ne' sharl fer do nän' val san ) 1847-1923 French army officer do confessed forging evidence that convicted Alfred Dreyfus.
Es-ter-há-zy (es/tor hä/zë; Hung, es/ter hä/zi), $n$ Prince Ml-klos J $\delta$-zsof (mi/klösh yofzhef), 1714-90
 to convert into an ester. (1900-05; ESTER +
Es-tes (estex, -tis), n. a malo given name.
Es/tes Park/, a summer resort in N Colorado. 2703. Esth., 1. Bible. Esther. 2. Esthonia
Es-ther (os/tor), 1 . The wife of Ahasuerus. 2. a book of the Bible bearing her name. otc., that are included in the Douay Bible as chapters 10 16. 4. a female given name.
es-tho-sla (os thě'zho, zhë o, -zë o), n. capucity for sonsution or feoling; senaitivity, Also, aosthosia. [187580; <GK aisthĕs(is) (80e ESTHE\&18) + -IA]
 instrument for measuring the degree of tactile sensibility.
try, $n$.
 eg-thete (er/thet), $n$. aosthete
es-thet-ic (es thet/ik), adj., n. gesthetic.
es-thet+j-cal (es thet/i kol), adj, nesthetical. -as. thot/r.galily, adb.
es•the theclan (es/thi tishon), n. 1. aosthatician. 2. a person trained to administor facials, advise customers on makeup and the care of skin and hair, ete. Cf. beauti-
clan (def. 1).
es-thet-i.cism (es thet/o sizfom), n. aastheticism.
as-thet-ics (es thaviks), n. (used with a singular v.) uesthetics.
Es.tho-nl.a (e
Es-tho•nl-an (e atóne on, es thó'-), adj., n. Estonian. Es-tienne (cs tyen'), $n$. 1. Also, Étlenne. a family of French printers, book dealors, and scholars, including
osp. Hen•ri (iin ner), died 1520 , his son, Ro-bert ( esp. Heneri (an nef), died 1520; his son, Ro-bert (no-
berf), 1503 ?-50; Henirl (son of Robert), 1531?-98. 2. a French printing firm founded by thie family.
es-tl-ma-ble (asto me bol), adj. 1. worthy of esteem desorving reapoct or admiration. 2. capable of boing es timated. [1425-76; late ME < MF < L aestimabilis, ti-mableness, $n$. -os/ti-ma-bly, adv.
-Syn. 1. roputable, reapectable, admirable, laudable meritotious, excollent, good. - Ant. 1. contemptible. osoti-mate (u, as ta mat'; n. esto mit, -mats), u., -mat-ad, mat.ing, $n$. - $t$ t 1. to form an approximate judgment on opinion regarding the worth, amount, size, weight, etc., of, calculate approximately: to estimate the cost of a college education. 2. to form an opinion of
judge. -u. 3 , to make an estimate. - $n$. 4. an apjudge. -u.i. 3. to make an estimate. -n. 4. an ap-
proximate judgment or calculation, as of the value, proximate judgment or calculation, as of the value, ment or opinion, as of the qualities of a person or thing. 6. a statement of the approximate charge for work to be done, submitted by a person or bueiness firm ready to done, submitted by a person or business undertake the work. $\{1525-35$; Laestimitus, ptp, of aestimare to value, estimate, ge
ing-ly, adu. -es/tima/tor, $n$.
ovaluate, compute, count, reckon, gauge, assess, value, os-tiomatotion appraisal. opinion: In my estimation the boy is guility. 2 . esteem; respect. 3. approximate calculation; estimate: to make
[1325-75; ME an estimation of one's expenditures. $\quad$ [1325-75; ME
estimacioun $<\mathrm{MF}<\mathrm{L}$ aestimātiōn-(s, of aestimãtiō). estimacioun < MF < L aestimātiōn- (s, of aestimät
Syn. 2. appreciation, ragard, honor, veneration.
as-tioma-tive (es/to mastiv), adj. 1. capable of
es-ti-ma-tive (es/to ma/tiv), adj. 1. capable of es-
timating. 2, pertaining to or based upon estimation; timating. 2. pertaining to or based upon estimation; es-
timated. $[1350-1400 ; \mathrm{ME}<\mathrm{ML}$ aestimãtivus. See ESTIlimated. [13
o-stíp-U-late (e stip/ya lit, lāV), adj. Boi. exstipulate. es-tl-val (es/ to vol, e stifvol), adj, pertaining or appro-
priate to summer. $[1350-1400 ; \mathrm{ME}$ <L aestluãlis priate to summer. [1350-1400; ME < LL aestlualis, equiv. to $L$ cestiv(us) of or relating to summer + anlis esti-vate (es/to vät/), vi., vater, -vating 1. to spend the summer, as at a specific place or in a certain activity. 2. Zool. to pass the summer in a torpid condi-
tion. $[1620-30 ;<$ aestivátus, ptp. of aestivare to reside

Concise pronunciation key: act, cāpe, dâre, pärt; sel, èqual; if, ice;
ox, over, óder, oil, bðok, boot, out; up, urge; child; sing; shoe; thin ox, over, order, oil, bodk, boot, out; up, urge; child sing, shoe; thin,
that; zh as in treasure. $z=a$ as in alone, e as in sytem, ins in
 1 and $n$ can serve as syllabic consonants, as in cradle (
buiton (but/n). See the full key inside the front cover.
parallel．3．a parallel or comparison．4．Metaphys，the tant，each varying with variation of the other，but that there is mo causal relation of interaction between the two．［1600－10；Paralles + －ISM］
par－al－lel－ist（par／a lel／ist，－lo list），n．1．a person who seeks or makes a comparison， 2 ．an adherent of the
metaphysical doctrine of parallelism．［1785－95；paral－ LEL + －IST］
par－al－lolis－tic（par／a lel is／tik，－lo lis／－），adj．1．of， pertaining to，or of the nature of a paralleliam． 2 ．of or to its adherents．3．resembling，approaching，or charac terized by parallelism．［1865－70；PARALLELIST + －IC］
 a parallelism or analogy between．Also，esp．Brit．，par＇ al－fel－isel．［1600－10；＜Gk parallêlizein．See PARALLEL 22E］－parfaniolifzaftion，$n$
par／allel moltion，a mechanism arranged so as to impart rectilinear motion to a rod conn
that moves through an arc．［1820－30］
parfallel of al＇titude，Astron．almucantar．［1695－ 1705］

## par／aliel of lat／itude，parallel（def．9）．［1660－70］

par－al－lel－o：gram（par／o lel’ョ gram ），$n$ ．a quadrilat－ eral having both pairs of opposite sides parallel to each lēlógrammon．See pArALLEL，－o－，－GRAM ${ }^{1}$ ］－paroai－lel－


## parallelograms


parallel／ogram law／，Math．，Physics．a rule for add－ ing two vectors，as forces（parallelfogram of forc／es），
by placing the point of application of one at the point of by placing the point of application of one at the point of
origin of the other and obtaining their sum by construct－ ing the line connecting the two remaining end points，the sum being the diagonal of the parallelogram whose adja－ cent sides are the two vectors．
par／allel posftulate，Geom．the axiom in Euclidean
geometry that only one line can be drawn through a geometry that only one line can be drawn through a given point so that the ine is paralel to a given line that par／allel projec／tion，Geom．a projection from one plane to a second plane in which the ines joining points par／allel rul／ers，a pair of straightedges connected by．two pivoted crosspieces of equal length so as to be poses，esp．for transferring the bearing of a plotted poses，esp．for transferfing the bear
course to a compass rose．［1695－1705］
par／allel sail＇ing，sailing along a parallel of latitude．
［1700－10］ ［1700－10］
par＇allel top／．See under parallel（def．16）．
par－alılol－veined（par＇o lel／vānd＇，－lal－），adj．Bot． having closely spaced longitudinal veins，as the leaves of
most monocotyledonous plants．Cf．net－velned．［1860－ most monocotyledonous plants
6 Fiparallel + vein + －ED $^{3}$ ］
pa•ral－0．gism（pa ral／a jiz／em），n．Logic．1，argument
violating principles of valid reasoning violating principles of valid reasoning．2．a concluaion
reached through such argument．$[1555-65 ;<$ L

parral－o．gize（po rale jiz／），u．i．，－glzed，－giz－Ing to
draw conclusions that do not follow logicaly from a given est of assumptions．Also，esp．Brit．，parral／o．gise）．
$[1590-1600 ;<$ ML paralogizāre＜Gk paralogizesthai to reason falgely，equiv．to parálog（os）（see pard－${ }^{-1}$ ，Logos） reason falsely，eq
+- izesthai $-1 Z E]$
paral－y－sis（pe ralfo sis），n．，pl．－ses（－sēz／）．1．Pa－
thol．a．a loss or impairment of voluntary movement in thol．a．a loss or impairment of voluntary movement in a body part，caused by injury or disease of the nerves，
brain，or spinal cord． 6 a disease characterized by this， esp．palsy．2．a state of helpless stoppage，inactivyity，or
ingbility to act：The strike caused a paralysis of all ship－ ingbility to act：The strike caused a paralysis of all ship－ ping．［bef． 1150 ；$<\mathrm{L}$＜Gk parálysis，equiv，to paraly
var s．of paralyein to loosen（i．e，disable）on one side var s．of paralyein to toosen（i．e．，dissble）on one side
（para－pARA－+ lýein to loosen）+ －sis－sis；r．ME
paralisi（e）$<$ OF $<$ I，as above；r．late OE paralisin

par－a－lyt－ic（parfa lit／ik），$n$ 1．a person affected with paralysis．adj．2．affected with or subject to paralysis． 3．pertaining to o paralik paralyticus＜Gk paralytikós，equiv． to paraly－（s
cal－iy，adu．
par－a－lyze（par＇e liz＇），u，t，－Iyzed，fyz－ing 1．to affect with paralysis．2．to bring to a condition of help－ paralyzed communications．Also，esp．Brit．，parfa．lyse＇． paralyzed communications．Aiso，esp．Brit．，parfadyse．
fi795－1805；back formation from paralysus，modeled on
analyze］－par＇a－ly／zant，adj．，n． anclyze），par＇a－ly＇zant，adj．，n．par＇a．ly．za＇tion， n．－par／a－lyz／or，$n$ ．－par／arlyz／ing ly，adu．
par＊a．mag－not（parfo mag＇nit，parfo mag＇－），$n$ ．Phys－ ics．a body or substance that，placed in a magnetic field， possesses magnetization in direct proportion to the field strength；a substance in which the magnetic moments of
the atoms are not aligned．Cf．antiferromagnotic，dla－ magnetic，ferromagnetic．［1905－10；back formation
concige erymology XEY：${ }^{\text {人 }}$＇descended or borrowed from；${ }^{>}$，
whence；h．，blend of，blended；cognate with；cf．，compare；deriv．， whence；b．，blend of，blended；c．，cognate with；cf．，compare；deriv．

 ik），adj．
Par－a－marobo（parfo marfo bor），$n$ ．a seaport in and the capital of Suriname，in NE South America，150，000 Par－am－at－man（pur＇o mät／mon），n．Hinduism．
solute Atman．［＜Skt paramátman supreme self］ par－armat－ta（par＇s mat／o），$n$ a light，twilled dress fabric，having a silk or cotton warp and a woolen weft Also，parramatta．［1825－3
town in New South Wales］
 pl．claa（－shē a，－sè o）．any ciliated freshwater proto－ zoan of the genus Paramecium，having an oval body and
a long，deep oral groove．［1745－56；$<\mathrm{NL}<\mathrm{Gk}$ ard－ a long，deep oral groove．［1745－66；＜NL＜Gk para－
mêk $(\overline{e s})$ oblong，oval + NL－ium n．suffix；see－IUM］ par－a－med－ic（par＇o med／ik），n．a person who is trained to assist a physician or to give first aid or other a police，reacue，or firefighting squad．（1950－56，Amer： PARA－＇+ MEDIC＇］
par－a．med．ic ${ }^{2}$（ $n$ ．par＇a med／ik，parfa med／－；adj． a doctor who parachutes into remote areas to give medi－ cal care．－adj．3．of or pertaining to a paramedic or to paramedics．［1950－55，Amer．；PARA－${ }^{3}+$ medre $\left.^{2}\right]$
par－a－med－j．cal（par／ə med＇i kel），adj．related to the medical profession in a secondary or supplementary ca－ pacity．［1920－25；PARA + medical
par－a•ment（par／ə ment），n．，pl．par•a•ments，par－as men－ta（par＇o men／to．1．a decoration for a roomi，as a
tapestry．2．an ecclesiastical vestment．$[1350-1400 ; \mathrm{ME}$ $<$ LL parămentum an ornament，equiv．to parà（re）to adorn（ L ：to PREPARE）+ －mentum－MENT］
parram－e－ter（pe ram／i tar），n．I．Math．a．a con－
stant or variable term in a function that determines the specific form of the function but not its general nature， as a in $f(x)=$ ar，where a determines only the slope of the line described by $f(x)$ ．b．one of the independent variables in a set of parametric equations．2．Statistics． a variable entering into the mathematical form of any distribution such that the possible values of the variable
correspond to different distributions．3．Computers．a correspond to different distributions．3．Computers．a execution of a program or of a procedure within a pro－ gram．4．Usually，parameters．limita or boundaries； guidelines：the basic parameters of our forefgn policy 5 ． characteristic or factor；aspect；element：a useful param－ eter for judging long－term success $\quad[1650-60 ;<$ NL
parametrum See PARA－1，－METER］ parametrum See PARA－1，－METER
（par＇o métrik），par＇a•met／ri－cal，ad）．
－Usage．4，5．Some object atrongly to the use of pa－ rameter in these newer senses．Nevertheless，the criti－ cized uses are now well est
pa－ram－e－ter－ize（pa ram＇i ta riz＇），v．t．，－lzed，－lz－ing， to describe（a phenomenon，problem，curve，surface，etc．） by the use of parameters．Also，parametrize；esp．Brit．，
pa－ram＇eder－ise／．［1935－40；PARAMETER $+-1 z E]$－pa． ram＇e－ter－leza／tion，$n$ ．
par＇amet／ric am／plifier，Electronics a device，as an electron tube or transistor，that amplifies a high－fre－ quency input signal by sinuso
par／amet／ric equa＇tion，Math．one of two or more equations expressing the location of a point on a curve or surface
［1905－10］
pa－ram－e－trize（pe ram＇i triz＇），v．L，－trized，－triz－Ing． parameterize．Also，esp．Brit．，pa－ram＇ө－trlse＇．
par－a•mil－i•tar•y（par＇o mil＇i ter＇ē），adj．，n．，pl．－tar．
les．madj．1．noting or pertaining to an organization les．radj．1．noting or pertaining to an organization operating as，in place of，or as a supplement to a regular
military force：a paramilitary police unit．－n． 2 ．Also military force：a paramilitary police unit．－n．2．Also， ployed in such a force．［1930－35；PARA－i $+\underset{\text { a military }}{ }+$ parra．mi－ta（pä rumpi to），$n$ ．Buddhism．any of the practices prescribed for one aspiring to nirvana，［ $<$ Skt and Pali pāramitā perfection）
parvam－nevila（par＇am nèfzho），n．1．Psychiatry a fused．2．the inability to recall the correct meaning of a word．［1885－90；＜NL；see PAR－，AMNESIA］
par－armo（parfo mō＇，pärfo－）n．，pl．－mos．a high，
cold plateau of South America． $1750-60 ;$ AmerSp； Sp páramo barren plain；presumably of pre－L orig．］ par－a•morph（par＇a môrf＇），n．Mineral．a pseudo－ morph formed by a change in crystal structure but not in
chemical composition．Also called allomorph，［1875－80； phous，adj．
par－a－mor－phing（par／o mor＇fan），n．Chem．theba－ ine．［PARA ${ }^{1}+$ MORPHINE］
par－a－mor－phlsm（parto mbr＇fiz om），n．1．the proc－
 par－a•mount（par＇o mount／），adj．1．chief in impor－ tance or impact；supreme；preeminent：a point of para． mount significance．2．above others in rank or author． ity；superior in power or jurisdiction．$-n$ ．3．a supreme
ruler；overlord．［1525－ 35 ；$<$ AF paramont above，equiv． ruler；overlord． $11525-35$ ；＜AF paramont above，equiv． hence，in OF：apward，above；bee AD－，MouNT ${ }^{2}$ ］$\rightarrow$ par＇a， mount／cy，n．－par／a．mount／ly，adv．
Par－a－mount（par／a mount／），n．a city in SW Califor－ par－a－mount（par＇s mount／），
nia，near Los Angeles． 36,407 ．
par＊a•mour（par＇o mŏor＇），$n$ ．1．an illicit lover，esp．of
a married person．2．any Jover．（ $1250-1300 ; \mathrm{ME}$ ，from a married person．2．any phrase par amour by or through love＜OF］from
Parram－us（po ram＇os），r．a city in NE New Jersey． 26，474．
par－a－myx－o．vj－rus（par／a mik／sa vi／ros，－mik＇sa－ $v /(-), n$ ．，$p l$－rus－es，any of various RNA－containing
viruses that are similar to but larger than the myx viruses that are similar to but larger than the myx oviruses，including the viruses that cause mumps，mea－
gles，parainfluenza，and Newcastle disease．$\{1960-65$ ； myxovirus］
Pa•ra•ná（par／o näß；Port．pä／rä näノ），$n$ ．1．a river in SE boundary of Paraguay and through $S$ Brazil along the the Rio de la Plata． 2050 mi ．（ 3300 km ）long 2 ．a city in E Argentina，on the Parana River：the capital of Argen－ E Argentina，on the Pa
tina $1852-61$ ．159，581．
 zil．65，178．

the nasal cavities．［1905－10；para－＇+ NASAL ${ }^{1}$ ］
pa－rang（pär＇äng），n．a large，heavy knife used as a
tool or a weapon in Malayaia and Indoneala．［1850－55； tool or a
$<$ Malay］
par－a－nl－tro＊phe•nol（par／o ni／tro fe／nôl，－nol），n
See under nltrophenol（def．2）． See under nitrophenol（def．2）．
par－a＋noi•a（par＇o noi $\rho$ ），n．1．Psychiatry，a mental
disorder characterized by systematized delusions and the diborder characterized by systematized delusions and the projection of personal conflicts，which are ascribed to the supposed hostility of others，sometimes progressing to disturbances of consciousness and aggressive acts be－ lieved to be performed in self－defense or as a misaion． 2 Also，par－a•noesa（par／a néz）．［1805－16；＜NL＜Gk paránoic madness．See PARA－，NOUs，－IA］
par－a－noid（par＇$\theta$ noid／），adj．1．of，like，or suffering
from paranoia．－n．2．a person suffering from para－ noia．Also，par－a－noi－ac（par／a noi＇ak，－ik），paraanoe．
 base and suffix merged，perh．by haplology from the ex－ pected＊paranoioid］
parea－nor•mal（par＇o nôr＇mol），adj．of or pertaining to the claimed occurrence of an event or perception without scientific explanation，as psychokinesis，extra－ sensory perception，or other purportedly supernatural
phenomena．［1915－20；pARA－+ normal］－par＇a． phenomena． nor＇mal．ly，adv．
par－an－thro•pus（pe rant thre pes，par＇on thró－），n．，
pL．－pus－es for 1．1．（sometimes cap．）a member of the pl．－pus－es for 1．1．（sometimes cap．）a member of the
former genus Paranthropus．2．（cap．，italics）a former genus of fossil hominids whose merabers have now been assigned to the proposed species Australopithecus robus． tus．$[<N L$（1938）＜Gk par－PAR－（in the sense＂near＂）
par－a•nymph（par／o nimf／），n．1，a groomsman or a
bridesmaid．2．（in ancient Greece）a．a friend who ac－ bridesmaid．2．（in ancient Greece）a．a friend who ac－
companied the bridegroom when he went to bring home companied the bridegroom when he went to bring home the bride．b．the bridesmaid who escorted the bride to
the bridegroom．［1585－95；＜LL paranymphus $<\mathrm{Gk}$ the bridegroom．［1585－95；＜LL paranymphus＜Gk paranymphos（masc．and fem．groomsman，bride
pariarparresis（par／e pe résis，－par＇o sis），n．Pathol
partial paralysis，esp．of the lower $\operatorname{limbs.}$（ $<\mathrm{NL}$ ；see partial paralysis
par＊a．pet（parfo pit，－pet／），n．1．Fort．a．a defensive Wall or elevation，as of earth or stone，in a fortification．
See diag．under bastion．6．an elevation raised above the main wall or rampart of a permanent fortification 2．any low protective wall or barrier at the edge of a balcony，roof，bridge，or the like．$[1575-85$ ；＜it para－
petto，equiv．to para－pArA－+ petto chest，breast $<\mathrm{L}$ petto，equiv．to para－pARA－${ }^{2}+$ petto chest，breast $<$
par－aph（par／of，pa raff），n．a flourish made after a signature，as in a document，originally as a precaution
against forgery．$[1350-1400$ ；ME paraf $<$ It parafo or against forgery．［1350－1400；ME paraf＜It parafo or
MF paraphe paragraph mark（by syncope；see PARA－ GRAPH）］
par＇a．phase am／plifier（par／o faz／）．Electronics． an amplifier that produces a push－pull output from a single input．［PARA－${ }^{1}+$ PHASE］
par－a－phernet－j－dine（par＇a fo net／i dēn＇，－din），$n$ ．
Chem．See under phenetidine， ar－a．See under phenetidine．
（sometimes ratus，or furnishing used in or necessary for a particular activity：a skier＇s paraphernalia．2．（used with a plural u．）personal belongings．3．（used with a singular u．） Low．the personal articles，apart from dower，reserved
by law to a married woman．［1470－80；＜ML parapher－ by law to a married woman．［1470－80；＜ML parapher－
nália（bona）a bride＇s goods，beyond her dowry，equiv．to $n \mathrm{a} l \mathrm{la}$（bona）a bride＇s goods，beyond her dowry，equiv．to
LL paraphern（a）a bride＇s property（ $<$ Gk parápherna，


## Exhibit 7

# Microsoft Press Cemmpitarer <br> Third Edition 

## PUBLISHED BY

## Microsoft Press

A Division of Microsoft Corporation
One Microsoft Way
Redmond, Washington 98052-6399

## Copyright © 1997 by Microsoft Corporation

All rights reserved. No part of the contents of this book may be reproduced or transmitted in any form or by any means without the written permission of the publisher.
Library of Congress Cataloging-in-Publication Data
Microsoft Press Computer Dictionary. -- 3rd ed.
p. cm.

ISBN 1-57231-446-X

1. Computers--Dictionaries. 2. Microcomputers--Dictionaries.
I. Microsoft Press.

QA76.15.M54 1997
004'.03--dc21

Printed and bound in the United States of America.
23456789 QMQM 210987
Distributed to the book trade in Canada by Macmillan of Canada, a division of Canada Publishing Corporation.
A CIP catalogue record for this book is available from the British Library.
Microsoft Press books are available through booksellers and distributors worldwide. For further information about international editions, contact your local Microsoft Corporation office. Or contact Microsoft Press International directly at fax (425) 936-7329.
Macintosh, Power Macintosh, QuickTime, and TrueType are registered trademarks of Apple Computer, Inc. Intel is a registered trademark of Intel Corporation. DirectInput, DirectX, Microsoft, Microsoft Press, MS-DOS, Visual Basic, Visual C++, Win32, Win32s, Windows, Windows NT, and XENIX are registered trademarks and ActiveMovie, ActiveX, and Visual J++ are trademarks of Microsoft Corporation. Java is a trademark of Sun Microsystems, Inc. Other product and company names mentioned herein may be the trademarks of their respective owners.

Acquisitions Editor: Kim Fryer
Project Editor: Maureen Williams Zimmerman, Anne Taussig
Technical Editors: Dail Magee Jr., Gary Nelson, Jean Ross, Jim Fuchs, John Conrow, Kurt Meyer, Robert Lyon, Roslyn Lutsch
nection can. The parallel interface is preferred in the IBM PC world because its cabling is more standardized than that of the serial interface and because the MS-DOS operating system assumes that the system printer is attached to the parallel port. See also parallel interface. Compare serial printer.
parallel processing \pâr`a-lel pros'es-ēng\ n. A method of processing that can run only on a computer that contains two or more processors running simultaneously. Parallel processing differs from multiprocessing in the way a task is distributed over the available processors. In multiprocessing, a process might be divided up into sequential blocks, with one processor managing access to a database, another analyzing the data, and a third handling graphical output to the screen. Programmers working with systems that perform parallel processing must find ways to divide a task so that it is more or less evenly distributed among the processors available. Compare coprocessor, multiprocessing. parallel server \pâr`ə-lel sər`var\ \(n\). A computer system that implements some form of parallel processing to improve its performance as a server. See also SMP server. parallel transmission \pâr’o-lel tranz-mish'on\} \(n\). The simultaneous transmission of a group of bits over separate wires. With microcomputers, parallel transmission refers to the transmission of 1 byte ( 8 bits). The standard connection for parallel transmission is known as the Centronics interface. See also Centronics parallel interface. Compare serial transmission. parameter \par-am'ztar` $n$. In programming, a value that is given to a variable, either at the beginning of an operation or before an expression is evaluated by a program Until the operation is completed, a parameter is effectively treated as a constant value by the program. A parameter can be text, a number, or an argument name assigned to a value that is passed from one routine to another. Parameters are used as a means of customizing program operation. See also argument, pass by address, pass by value, routine.
parameter-driven \pər-am’ə-tar-driv`ən\adj. Of, pertaining to, or being a program or an operation whose character or outcome is determined by the values of the parameters that are assigned to it. parameter passing \par-am’ə-tər pas` ēng \n. In programming, the substitution of an actual parameter value for a formal parameter when a procedure or function call is processed.
parameter RAM \par-am`ə-tər ram', R-A-M\ n. A few bytes of battery-backed CMOS RAM on the motherboards of Apple Macintosh computers. Information about the configuration of the system is stored in parameter RAM. Acronym: PRAM ( \(\mathrm{P}^{\prime}\) ram, \(\mathrm{P}^{\prime} \mathrm{R}-\mathrm{A}-\mathrm{M}^{\prime}\), pram). See also CMOS RAM. Compare CMOS (definition 2). PARC \pärk, P`A-R-C` n. See Xerox ParC. parent/child \pâr`ənt-chīld`\adj. 1. Pertaining to or constituting a relationship between processes in a multitasking environment in which the parent process calls the child process and most often suspends its own operation until the child process aborts or is completed. 2. Pertaining to or constituting a relationship between nodes in a tree data structure in which the parent is one step closer to the root (that is, one level higher) than the child. parity \parro-tē` $n$. The quality of sameness or equivalence, in the case of computers usually referring to an crror-checking procedure in which the number of $1 s$ must always be the same- either even or odd--for each group of bits transmitted without error. If parity is checked on a per-character basis, the method is called vertical redundancy checking, or VRC; if checked on a block-by-block basis, the method is called longitudinal redundancy checking, or LRC. In typical modem-to-modem communications, parity is one of the parameters that must be agreed upon by sending and receiving parties before transmission can take place. Types of parity are shown in the following table. See also parity bit, parity check, parity error.

| Type | Description |
| :---: | :---: |
| Even parity | The number of 1 s in each successfully transmitted set of bits must be an even number. |
| Odd parity | The number of 1 s in each successfully transmitted set of bits must be an odd number. |
| No parity | No parity bit is used. |
| Space parity | A parity bit is used and is always set to 0 . |
| Mark parity | A parity bit is used and is always set to 1 . |

priorities that indicate how soon they must be transmitted. See also interrupt.
Priority Frame \prī-ōr'o-tē frām` \n. A telecommunications protocol developed by Infonet and Northern Telecom, Inc., designed to carry data, facsimile, and voice information. privacy \prì'va-sè \(n\). The concept that a user's data, such as stored files and e-mail, is not to be examined by anyone else without that user's permission. A right to privacy is not generally recognized on the Internet. Federal law protects only e-mail in transit or in temporary storage, and only against access by Federal agencies. Employers often claim a right to inspect any data on their systems. To obtain privacy, the user must take active measures such as encryption. See also encryption, PGP, Privacy Enhanced Mail. Compare security. Privacy Enhanced Mail \prī`vo-sē en-hansd’ mäl $1 n$. An Internet standard for e-mail systems that use encryption techniques to ensure the privacy and security of messages. Acronym: PEM (P`E\(\mathrm{M}^{\circ}\) ). See also encryption, standard. Compare PGP. Private Branch Exchange \prī̀vat branch' ekschānj’ \(n\). See PBX. private channel \pri`vat chan'al $n$. In Internet relay chat (IRC), a channel reserved for the use of a certain group of people. Private channel names are hidden from view by the public at large. Also called secret channel. See also IRC.
Private Communications Technology $\backslash \mathrm{prī}$ vat kə-myō̃`nə-kā'shənz tek-nol`ə-jē\ $n$. A specification designed to secure general-purpose business and personal communications on the Internet, and including features such as privacy, authentication, and mutual identification.
private folders \prī vat fōl'darz\} n . In a shared network environment, those folders on a user's computer that are not currently accessible by other users on the network. Compare public folders.
private key \prívat kē\} n . One of two keys in public key encryption. The user keeps the private key secret and uses it to encrypt digital signatures and to decrypt received messages. See also public key encryption. Compare public key.
private line \prīvat lin'\} n . See dedicated line (definition 1).
privatization \prī vz-tə-zā-shən\ n. Generally, the process of turning something over from gov-
ernment to commercial industry control. In the context of computer science and the Internet, the term refers to the government's turning over of various Internet backbones to private industry. For example, control of NSFnct was passed from the government to private business in 1992.
privileged instruction \priv`ə-ləjd in-struk'shən\} \(n\). An instruction (usually a machine instruction) that can be executed only by the operating system. Privileged instructions exist because the operating system needs to perform certain operations that applications should not be allowed to perform; therefore, only the operating-system routines have the necessary privilege to execute these particular instructions. privileged mode \priv`a-lajd möd' $\backslash n$. A mode of execution, supported by the protected mode of the Intel 80286 and higher microprocessors, in which software can carry out restricted operations that manipulate critical components of the system, such as memory and input/output ports (channels). Application programs cannot be executed in privileged mode; the heart (kernel) of the $O S / 2$ operating system can be, as can the programs (device drivers) that control devices attached to the system.
privileges \priv`ว-lə-jaz, priv`lə-jaz\n. See access privileges.
PRN $\backslash P^{\prime} R-N-\ n$. The logical device name for printer. A name reserved by the MS-DOS operating system for the standard print device. PRN usually refers to a system's first parallel port, also known as LPT1.
probability \prob`ə-bil'ə-tè \(n\). The likelihood that an event will happen, which can often be estimated mathematically. In mathematics, statistics and probability theory are related fields. In computing, probability is used to determine the likelihood of failure or error in a system or device. problem solvitag \pro"blam solvēng\n. 1. The process of devising and implementing a strategy for finding a solution or for transforming a less desirable condition into a more desirable one. 2. An aspect of artificial intelligence wherein the task of problem solving is performed solely by a program. See also artificial intelligence procedural language \pro-sē` jor-əl lang`waj\ $n$. A programming language in which the basic pro-
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which acts to enhance changes (temporal or spatial) in the stimulus.
lattice (1) a directed acyclic graph which has one designated root node, the top node, and a designated bottom node. The bottom node has the property that no edges leave this node. Furthermore, any traversal that starts at the root node will always end at this bottom node. See also semi-lattice.
(2) a point lattice generated by taking integer linear combinations of a set of basis vectors.
lattice vector quantization a structured vector quantizer where the reproduction vectors are chosen from a highly regular geometrical structure known as a "lattice". The method is employed mainly because of the reduction in storage capacity obtained (compared to optimal vector quantization).
lattice VQ See lattice vector quantization.
L-attributed grammar an attribute gramnar whose attributes may be computed by a left o right traversal of the source program. An atIribute grammar must be L-attributed for the atributes to be computable during a parse that brocesses the input from left to right (as most parsers do). Synthesized attributes are always -attributed.
fayer assigmment given a set of trees in the lane, each interconnecting the terminals of a pet, an assignment of a routing layer to each egment of each tree so that the resulting wiring pyout is legal under the routing model.

Wyered queueing model an extension of ueueing models that allows reasoning about lient/server architectures and the performance mpacts of resource requests at different layers.
azy evaluation an optimization technique pplied to the execution of an algorithm by hich the actual computation specified by the Igorithm is deferred until the result is required. his can mean that many computations need ever be performed at all. See eager evaluation.

CD See liquid-crystal display.

## LCFS See last-come-first-serve.

leading-zeros anticipator a hardware unit that predicts the position of the first non-0 digit in an expected sequence of digits and encodes this position as a number; the prediction may be slightly off and so may require a small adjustment. Most commonly used to predict the length of a normalization shift in a floating-point addition and hence to speed up the process by carrying the shifting concurrently with the significand addition. See also leading-zeros detector.
leading-zeros detector a hardware unit that detects the position of the first non-0 digit in a sequence of digits and encodes this position as a number. Most commonly used to determine the distance for a normalization shift following a floating-point addition. See also leading-zeros anticipator.
leading-zeros predictor See leading-zeros anticipator.
leaf node a node in a tree which has the property that there are no arcs out of it to other nodes. Contrast with tree node and internal node. See also root node. In a tree with only one node (a special case), the single node is both the root node and a leaf node.
leaf procedure a procedure that does not call another procedure.
learnability the capability of the software product to enable the user to learn its application.
learning (1) generally, any scheme whereby experience or past actions and reactions are automatically used to change parameters in an atgorithm.
(2) in neural networks, the collection of learning rules or laws associated with each processing element. Each learning law is responsible for adapting the input-output behavior of the processing element transfer function over a period of time in response to the input signals that influence the processing element. This adaptation is usually obtained by modification of the values of variables (weights) stored in the processing element's local memory.

## M

M (mega) abbreviation for 1,048,576 (not for 1 million).

MAC See medium access control, mandatory access control.

MAC address synonym for an IEEE 802 address.

Mach band a perceived overshoot on the light side of an edge and an undershoot on the dark side of the edge. The Mach band is an artifact of the human visual system and not actually present in the edge. See also brightness, simultaneous contrast.
machine code (1) the native representation of a program for a specific machine architecture.
(2) source code in assembly language.
(3) an internal representation of the target machine instructions in a compiler. Often called machine language or object code.
machine epsilon the relative error when a number is rounded to the closest machinerepresentable number.
machine independent pertaining to software that can be executed on many platforms. Compare with portability.
machine interference the idle time experienced by any one machine in a multiple-machine system that is being serviced by an operator (or robot) and is typically measured as a percentage of the total idle time of all the machines in the systems to the operator (or robot) cycle time.
machine language the set of legal instructions to a machine's processor, expressed in binary notation. See machine code.
machine learning (1) In knowledge discovery, machine learning is most commonly used to
mean the application of induction algorithms, which is one step in the knowledge discovery process. Machine learning is the field of scientific study that concentrates on induction algorithms and on other algorithms that can be said to "learn".
(2) the component of artificial intelligence that deals with the algorithms that improve with experience.
machine simulation that aspect of code generation that determines the preconditions for and postconditions of executing a particular instruction or instruction sequence.
machine translation translating a text in one natural language to another natural language by computer.
machine vision See robot vision.
macro a construct that specifies a source-tosource translation. A macro definition specifies the translation. When an instance of the macro occurs later in the program, it is expanded according to the definition. A macro definition may specify zero or more macro parameters that are replaced by text specified at the place the macro is used. Often the syntax and semantics of macros are substantially different from the syntax and semantics of the language in which they are used. The power of a system of macros may be as simple as straight textual substitution or as complex as a form of symbolic evaluation. See also macroprogram.
macro cycle the main repetitive set of activities that are performed in the main cycle of evolutionary life cycles, such as spiral.
macro development all the strategic activities related to the design of system architecture and system-level test.
macroinstruction (1) the lowest level of user-programmable computer instruction. See opcode.
(2) a shorthand for a number of language instructions or in integrated environments. In the latter, the definition of macros is a way to make shorter the execution and the writing of repeti-
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System The system produces an output value $y$ for every input vector $x$ according to the fixed conditional density $p(y \mid \mathbf{x})$, which is also unknown. Note that this description includes the specific case of a deterministic system where $y=f(\mathbf{x})$ as well as the regression formulation of $y=f(\mathbf{x})+\epsilon$ where $\epsilon$ is random noise with zero mean. Real systems rarely have truly random outputs; however, they often have unmeasured inputs (Fig. 1.1). Statistically the effect of these changing unobserved inputs on the output of the system can be characterized as random and represented as a probability distribution.

Learning Machine In the most general case, the learning machine is capable of implementing a set of functions $f(x, \omega), \omega \in \Omega$, where $\Omega$ is a set of abstract parameters used only to index the set of functions. In this formulation the set of functions implemented by the learning machine can be any set of functions, chosen a priori, before the formal inference (learning) process is begun. Let us look at some simple examples of learning machines and how they fit this formal description. The examples chosen are all solutions to the regression problem, which is only one of the four most common learning tasks (Section 2.1.2). The examples illustrate the notion of a set of functions (of a learning machine) and not the mechanism by which the learning machine chooses the best approximating function from this set.

## Example 2.1 Parametric Regression (Fixed Degree Polynomial)

In this example the set of functions is specified as a polynomial of fixed degree, and the training data have a single predictor variable ( $x \in \mathfrak{S i}^{1}$ ). The set of functions implemented by the learning machine is

$$
\begin{equation*}
f(x, \mathbf{w})=\sum_{i=0}^{M-1} w_{i} x^{i} \tag{2.1}
\end{equation*}
$$

where the set of parameters $\Omega$ take the form of vectors $\mathbf{w}=\left[w_{0}, \ldots, w_{M-1}\right]$ of fixed length $M$.

## Example 2.2 Semiparametric Regression (Polynomial of Arbitrary Degree)

One way to provide a wider class of functions for the learning machine is to remove the restriction of fixed polynomial degree. The degree of the polynomial now becomes another parameter that indexes the set of functions

$$
\begin{equation*}
f_{m}\left(x, \mathbf{w}_{m}\right)=\sum_{i=0}^{m-1} w_{i} x^{i} \tag{2.2}
\end{equation*}
$$

Here the set of parameters $\Omega$ take the form of vectors $\mathbf{w}_{m}=\left[w_{0}, \ldots, w_{m-1}\right]$, which have an arbitrary length $m$.

$$
\begin{equation*}
\left(\mathbf{x}_{i}, y_{i}\right), \quad(i=1, \ldots, n) \tag{2.6}
\end{equation*}
$$

The quality of an approximation produced by the learning machine is measured by the loss $L(y, \boldsymbol{f}(\mathbf{x}, \omega)$ ) or discrepancy between the output produced by the system and the learning machine for a given point $x$. By convention, the loss takes on nonnegative values, so that large positive values correspond to poor approximation. The expected value of the loss is called the risk functional:

$$
\begin{equation*}
R(\omega)=\int L(y, \boldsymbol{f}(\mathbf{x}, \omega)) \boldsymbol{p}(\mathbf{x}, y) d \mathbf{x} d y \tag{2.7}
\end{equation*}
$$

Learning is the process of estimating the function $f\left(\mathbf{x}, \omega_{0}\right)$, which minimizes the risk functional over the set of functions supported by the learning machine using only the training data ( $\boldsymbol{p}(\mathbf{x}, \boldsymbol{y})$ is not known). With finite data we cannot expect to find $\boldsymbol{f}\left(\mathbf{x}, \omega_{0}\right)$ exactly, so we denote $\boldsymbol{f}\left(\mathbf{x}, \omega^{*}\right)$ as the estimate of the optimal solution obtained with finite training data using some learning procedure. It is clear that any learning task (regression, classification, etc.) can be solved by minimizing (2.7) if the density $\boldsymbol{p}(\mathbf{x}, y)$ is known. This means that density estimation is the most general (and hence most difficult) type of learning problem. The problem of learning (estimation) from finite data alone is inherently ill-posed. To obtain a useful (unique) solution, the learning process needs to incorporate a priori knowledge in addition to data. Let us assume that a priori knowledge is reflected in the set of approximating functions of a learning machine (as discussed earlier in this section). Then the next issue is: How should a learning machine use training data? The answer is given by the concept known as an inductive principle. An inductive principle is a general prescription for obtaining an estimate $f\left(\mathbf{x}, \omega^{*}\right)$ of the "true dependency" in the class of approximating functions, from the available (finite) training data. An inductive principle tells us what to do with the data, whereas the learning method specifies how to obtain an estimate. Hence a learning method (or algorithm) is a constructive implementation of an inductive principle for selecting an estimate $f\left(\mathbf{x}, \omega^{*}\right)$ from a particular set of functions $f(\mathbf{x}, \omega)$. For a given inductive principle there are many learning methods corresponding to a different set of functions of a learning machine. The distinction between inductive principles and learning methods is further discussed in Section 2.3.

### 2.1.2 Common Learning Tasks

The generic learning problem can be subdivided into four classes of common problems: classification, regression, density estimation, and clustering/vector quantization. For each of these problems, the nature of the loss function and
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one has special knowledge：as a ：a branch of knowledpe，
science，art，or busincss to which one devotes oneself whicticr as an ayocation or a protession and usu to ho partial or total exclusion of telatcd maters（a chemist whose $\sim$ is tropical
alkaloids）the major medical specialties）b：a culture crait



 that reveals his specialty or rating－compare RAning lipion
special verdict $n$ ：a verdict setting forth he specific findines
 court to make zeneral finding for cither party as the law re－
quires on the tacts so found
special vert $n$ trees in and English crown forest that provide sood lor deer
spectan warranty $n$ a limited warranty in a transter or con－


 bonsicating gradual divergence from related groups（as by ara extension of raciation）or occuring abrupdy by combinntion
or transformation of genomes（as in the formntion of poly－


 CIFICALLY 〈his duties are in specie identical with your own
$\mathrm{b}:$ in the identical form and without alteration or substicution D：used chiefly in law 〈an agremenent to be carried out in specte） 0 ：in coin or colned moncy（payment in specte）
di in a like manner or with similar treatmont（ready to retaril insult in specie $)$
specio
＂ $4 n-s$［back－formation fr，spuches］nonstand ：spreches apecie－－see spect－ a a blown alass jar with sheet metal to specie jar $n$［2specie］：a blown glass jar with sheet metal top
formerly used for storage（as of herbs or stick canclics）
spele payment $n$［1specie］payment in coln or bullion as

 designated by a common name ：a logical division of a genus
or more comprehensive class ：a subclass desimntrd by nding to the name or coniotation of a genus some spec（the dreerunce ar of plane figure on a a limited kind or proup having a variant individuals and of belng subsumed in n mote inclusive

 a（1）：a category of biological chassification ranking immed
ately beeow a genus or subecns and being denominated in atchonomic usage by a binomial that consists of the name of it
taxos followed by a Latin or latinized noun or ndjective which
genus ls usu．not capitalized and agrecs grammatically with the genus organisms that actually or potentally tnterl）reed and are less
commonly capable of fertife interbreedlas whith members of other proups，that ordinarily comprise differentiuted popula－
tions limited geosraphically（as subspecies）or ecologically（as ocotypes） that as group represent the srage that as a group represent he stage of ovolity to exchange genoss
tions become fixed though loss of nbilt
with members of other grollps although tormerly conecived with members of other groups alhough cormerly conceived
to be the total progeny of a single distinctiva specially created
 belonging to a particular species－not used technicatly a great number of new nuctear of have boen propared within
the last few years in the repion of thic natural radionctivitics

- Scelence sall atons of a particular radionctive $\sim$ have the

 b（1）：a mental imaze，phantasm，or sunguous presentation or of a purely intellectual correlative of the natural object
 ©he essential quality or distioguishing characteristic of some pegetable drugs；esp：one nsed op prepare an aromatic tea or tisanc 〈a pectoral～〉（an enollient～＂） 6 obs：moncy of gold silver，or other metal ：coln，specir syn see class
aspecios gill adj；constituting，being n member of or seled
from a biological species und not belonging to a horticultural
 Amcrican in iriscs
specos－groun





 fied（～fertilizing agents such as nitrogen or phosplinate）
2 ：having a real and fixed relationship to and usin．constituting
a characteristic of ：being peculiar to the thing or rclation in a characteristic of ：being peculiar to the thing or relation in
question（the $\sim$ qualities of a drug $\rangle$ a distinction between vice and virtue〉 $\sim$ symptoms of a discase〉 3 ：restricted by
nature to a particular individual，situation，relation，or effect nature tian（iaults～to past centuries）：as a of a dherapeutic
i picultar
agent ：exerting a definitive＇and distinctive influcnce on a particular part of the body or on the course of a particular
discase＜quinine is highly for malaria）io of a parasite （1）：capable of living and reproducing in only one kind of
host（2）producng a particular disease o of a diseose
caused by a particular pathopeu（is ：caused by a particular pathozen（as a microorgninism）d of
on antigen or antibody：capable of racting with but one ant． body or antigen or with an ntibody or antigen in but one
way（in complement fixation both antgen and antibody may
be cither or nonspecific） be cither or nonspecific） $\boldsymbol{4}$ a ：characterized by prectise
formulation or accurate restriction（as in stating，describing．
defining reserving）free from such tmbiguity as results from careless lack of precision or from omission of nertinent matter
 or object 〈a $\sim$ deposit in a bank） 6 of，relating to，or
constituting a species and esp．a taxonomic specics 《groups of
 arive atribute to unit mass，volume，or area 〈～luminous in－
fensity is the luminous intensity ner unit area of source〉－sce ．SPECIFIC ENTROPY，SPECIFIC ORAVITX，SPECIFIC HEAT，SPECIFIC


 （music frees us frome the $\sim$ nnd stirs the unco nscious depths of
 syn see remedr
unic ch absorptive index $n$ ：nbsorbance of radiation per unit thickness of layer and soncentration of solution
po．oni $\cdot$ on





 part．of spect／icare to specily－more at speciry］－o give


 acquisition of titte in property so produced that resulis thene Romath，seots，or cievinal rormit 2 obs ：nutural or specific character Characteristic quality $3:$ the aft or process of identifying or
making specific through tho supplying of particularizing decai

 more precise upplicabinity asp：the ecplacement of a variab value く＂＇the sky is bluc＂is obtained by $\cdots$ from $x$ is bluce
4：a detalled，precise，explicit presentation（as by enumeratlon A：adetaled，precise，explici presentan somethink or a plath or proposal for something as $n$ a t writeten statement contulning
a minute description or enumeration of particulars（as of a minute description or enumeration of particulars（as of
eharges abinst a public offcer or of the terms of a contract） also atic act b：a written，deseription of an laveulion or di covery for which a patent is sought that embodics the manner and process of makith，constructing，somponadime of the part himprovement，or combination which the appicent rebaras or printed description of constructional work to be done（as in repaiting a house or tustadling machinery in a factory form
ing part of the contract，describin？gualitics of materal and mode of constructon，and piving dimension and other in－

 ca．tive．ly didovid ady amount of water furnishod under
sjeoinc capanity $n$ ：the amount of water that is furnished
a standard mit head ：the amount a standard unit head ：the amount of water that is furnished
under und lowering of the surface of the water in a well by pucoific chnaractor $n:$ a character distingulishing one specics from another or from every other species of the same nenus property that is essentially the same in effect as a morthap speoifio oolor $n$ ：a color having hue nati saturation chromatic colo
snodific conductanco $n$ ：comboctivity
 at a flat rato per unit of quantlyy（as a tom，bushel，or yard） specific dynampe notion＂，the effert of ingestion and assimi－
notion of lood and esp，of protein in increasing the production of heat in the body
of heat thene enorfy $n$ ：the supposed specitic quatity of a sensory
nerve that has been held to cause it to trnusmit a particulat nerve that has been held to cause it of trinsimit a particulat
kind of sensation whitever the nature of the stimulus and that is usd of sensation whitever hethature of the sometime procosses in the central nervous system
specific entropy $n:$ contropy of 1 substance per unit mass（as
 namo of a taxonomic species－colled also frivint name spocific gravity $n$ ：the ratio of the density of a substance to the
density of somes substance fas pure water at its temperature of density or sonte substance as pore was atandard when both
maximum densty at $4^{\circ} \mathrm{C}$ ）taken as a stand
densities are obtained by wejghing in air（if one cubic inel densities are obtained by wejghing in air（if one cubie inch
of gold weshs in air 10.3 times as much as one cubic meh of wacer the spect／ic gravity of gold is 19．3）
spocific－gravity balance $n$ ：a batance used for determinlus
the specific gravity of a liguld or solid by means of the Archi－ medes principle
spocific－gravity iotto or spocific－gravity task a ：a pyc－

less specific gravity that that mneked on the bulb
speerfo heat 1 i the rato of the quantity of heat required to raise the temperature of a body one degres to that requited to
raise the temperature of an equal mass of water one degree 2 ：the heat in calories required to raise the temperature of one gran of a substance one deprece centigrad
speoffic humidity $n:$ the mass of water vapor per unit mass of
specific impulse $n$ ：the thrust produced per unit rate of con－ speciric imputse $n$ propellant usu，specified in pounds of thrus
sumption of the propelant used per second and lorming
per pound of pron measure of the elficiency of performance of a rocket engine
specific sondzation $n$ ：the number of ion pairs formed its specific lonization $n$ ：the number of ion pairs
gas by an ionizing particle per unit length of its path
 state of being specific 〈contribute a desirable note of $\approx$ to the
discussion－H．D．Gideonse csp ：the condition of boing
 speolfic key $n:$ a key for
smalifgroup of messages－compare pertod KBY message or specific legacy $n:$ a bequest of a particular identifiable and
existing thing or part（as a specificd animat）out of a tcstator＇s estale－compare oeneral
specific llen $n \in$ pakicular LIEN
spectio magnotization $n:$ the ratio
a substance to the density obtalned by dividing the magnetic
mombent of a specimen by its mat
spoctic modifier $n:$ a bene that
mpere other genes the blnomial name of a laxonomic specie consisting of the name of fis genus followed by a specific epilhet
sne．cif． spe．cif．ic．ness $n-$－Es ：the quality or state of being specific
sjecific performance $:$ ：the performance of a legal contrac exactly or substantially according to its terms－used chicfly with refercnce to such performance as decreed by a court o
equity in a case whice the common－law remedy of damages equity in a case where the common－law remedy of damage
would be substantinlly inadequate and the specific perform
ance not unjust to the defendant ance not unjust to the defendan
spootic rate $n$
particular risk ：schedune Rete
gpocific refractivity $n$ ：the refractivity of a medium divided by its density
spocific resistance $n$ ：RESISTIVITY 2 b
spectic totation
spocific resistance $n$ ：Resistiviry
spocific totatlon $n$ ；the angle of rotation in degrecs of the
plane of polarization of a ray of monochromatic light that
stance In solution at
in a polarimeter
noooifics of al spreific
spooifics pl of sprcific
speofic stain $n:$ a dye used in histology and microchenistry
that has a specific affinity for particular structural clements or chemical compounds the catlo of the total surface of a sub stance（ns an adsorbent）to to volume ：surface area（as of a finoly divided powder）per wint mass
Ethe recjprocal of the denslty
spectic welght $n$ ：the welght of a substance，per unit volume
in absolute units equal to the donsity miltiplied by the accelcration of gravity




 make specific ：give a specilic character or application to

 part，aspect，or inedent that is typical and indicativo of tho froup（a $\sim$ of the melodramntic fiction of the errouss -T ． which the tenor of the conversation could（hepeated ready inferred） that is deliberately selected for examination，display，or study
 ent styles and sizes of type（2）a a sample copy of a printet work；spect／：a condensed sample containing enouph of the
typorraphy，illustrations，maps，binding，and other features typography，inlustrations，maps，
to give an aclequate lden of the complete work（ 3 ）$:$ a postage stamp printed as a sample and beariay tho word spectmen （4）a portion of material tor use in cesting \｛a fecal～～（wool Os for staple testings 2 a a something that obviously belonas
 scavenging pigs，the dirtiest，leanest，and hungriest $\sim$ I have
ant wih－ to be a guear $\sim$ ）（～s like these fellows that lang around the speoimen plant $n$ ：a plant grown tor exhibition or in tho open speomen plan thit develop
to dorder or other planting
a ber
 as－ity］ 1 ：the gualiy

 form or look：suowy 2 ：superfickally benutiful or nttractlve
but not so in reality ：deceptively beatiful 3 apparently but hot so in reatity deceptively just or correst but not so in

 －sporolous．ness $n$－
spoclons prosont $n$ ：the the spun of mmedinte conscious
ness ：Interval withtn which what is earlier may be ditingelished ness：Interval within which what is earlier may be cistingbushed
from what is later though both are directly present to con－
 miscoloration in or on something：spot，sian＜a $\sim$ on paper
or cloth
 reputation without a $\sim\rangle$ artice，or amount a mire sput just a $\sim$ of nilk in the
piece，particle or to arouse a $\sim$ of interest） 3 a：a bocterial or fungous diseas of rice characterized by shriveled or specked prains b a dis －seo BACTERIAI，SHIEKK． 4 ：something marked or marred
 the big s hegin biting $6:$ a small snnd darter（Ulocentr
stigmed）common in the southeastern U．S．

 speck
both nkin 10 OE spec，spic bacon，blubber，ON spik，Skt
spht bt butock，sphatall he increnses，grows tat more nt speed ］chlefly dial a fal meat：as a BACON SALT POBK
b the blubber of a whate or other marine nimmal o Alrica ：the int of the hippopothons esp．whencured or ine as bacon
 or marred with or as if with specks


號 spocktall Specks from something $n[4$ speck $t$－fall ：a fall rove throngh a block for hoisting blubuer and bone abonrd a whater
wheck tinger $n[2$ speck + Jinger $]$ ：ERYsirisom
npeokstor comparative of steck
peckiest superlatlve of spicky
peckiest superlalive of sPECKY
speck－i．noss $\backslash$ spekens，－kin－$n$－is ；the quality or state of being specky
 splotch，or speck；esp：an irregular natural speck（as of collor）
（white eges covered with purplish ars）$\langle$ a speck $l e$－bellied
 speekles 1 ：to mark with small spois or specks ispeck，spot
ssunlight speckling the lawn）（decided to the finish of the


 ed edicovered alder ：a common shrub（Almus rugosa）of the north temperate rone with ovad l
much before the leaves expand

## speckicd hass．in $n$ ：sull scot

speckled bloteh or speoklod leaf blotohn：a disease of wheat caused by fungi of the genus Septoria and characterized by
pinhead sized light－colored lenf spots that later develop into pinhead－sized fight－colored lenf spots that
blackish spore pusiules
speckled brant $n$ ：wiste－fronted goose
 specklod orab $n$ an active shullow－water crab（Aranets
cribrarius）that is ound from Massachsetts to Brazil and is speckled himd $n:$ at lorpe grouper（Ephrephrlus drummondhayi）
that is umber brown densely covered with small pearly－white that is umber brown densely covered with small pearly－white orecklod moray $n: H 11 M \mathrm{mer} 2$
speck．led．ingss
speing speckled
union card
2500
revenue or inyolving a governmental expenditure or govern－
ment property－compare PRIVATE CALENDAR ment property－compare prlvare calendar
union gardin 1：acard cettifying personal membership in good union card esp，in being a prerequisite to employment or in providiag evidence of ing a proup status（uthe Ph．D．
pard for the teaching profession－Douglas Bush
cord for the teaching profession－Douglas Bush）
union catalog $n$ a library catalog combining in one scrics and usu，alphabetically by authors
contents of more than one library
union day $n$ ，ussi cap U\＆D：the anniversary of the founding of
unt Union as a legat holiday
union depot $n:$ UNION STATION
more elementary or sechooldary sction made districts uniting two o union dowय adv：with the flag reversed so that its union is
downward 〈a flag flown unton down is a signal of distress at sea $\}$
un－ion－eer $\backslash$ dyinyotni（o）r，－io $n-s$ ：a member or advocate of a union；esp：a labor union executive

 type genus + tidae ：a avery large family of freshwater，mussels （suborder Submytilacea）having a pearly often roughly sculp－
tured shell with a thick epidermis and laryace that pass through） a glochidium stage and being represented in nearly all parts of
the world but chiefly in No．America where the nacreous shells of many of them are used for bution making mionides pl of UNO
wi．ion－ism dijuyanizom $n-5$ ：the principle or policy of
forming or adhering to a union：an advocacy or movencn in faver of union as a a usu cap：adherence to the policy of a
firm rederal union betwen the states of the United Stites esp． firm federat union between the states of the Unitec states esp．
during the Civit Wr period $b$ ．the principles，heory or
systecin of combination of workers in the same occupation， systes of combination of workers in the same occupation，
tricte，or industry（horizontal $\sim$ ）；also ：he labor union move－ trate．or industry horizontal $\sim$ ）；also ：the tabor union move－
ment the advane of $\sim$ ， $6:$ adyocacy of the principles of the Brinish Unionists
 Tederal union of the U．S．during the Civit War $b$ ush cap：a menber of a former British political party advocating legisla－
tive union between Great Britain and ircland $c:$ an adherent or supporler of the labor union movement；esp：an active menter of a habor union dat an advocate of religious whi
and csp of the amalgamation on reclated protestint sects unsion．is－tic $\langle,=$ injistik，tëk $\langle$ adj of，relating to，characte istic or，or favoring union or unionists
un－ion－ization 1 ，yunyons＇zāshon，-2 nizz－$n-$－ 1 ：the quatity
or state of being unionized 2 ：the nct of unionizing

 a fabor union 〈urionizing previously unorganizel groups
union jack $n$ ，of fen cap $U \& J:$ a jack consisting of the union of anion jet hurner
mion jet murreer $n:$ a gas burncr in which two jets unite to urion joint $n: a$ joint（as between pipcs）formed by means of a
union label $a:$ an identifying mark attached to goods in－
dicating that they have been produced by union labor or that dicating that they have been produced by union tabor or that
parricular goods or services have been sold or done by that
 serials that provides bibliographical information and locates union－mate $\backslash i=:=\backslash$ adj ：made by union labor
unions phof unoN an elementary，secondary，or combinod
union schoont
clementary and secondary school that serves a union district
union school in：an elementary，secondary，or combinced
clementary and secondary school that serves a union district
comparc consoliontid scuool
 revenucs obtaned hrough slauses union shop，matintenance of through provisions for closed or union shop，matint mance of
menbership，preferential hiring or the checkoff
ntion servicen ：a worstin service sponsored fontly by two or mions servicen：a worslip service sponsored jointly by two or
more religious denominations or communions＜ursed to attend
 union shop $n$ ：ar cstablishment in
agrecment is free to hire noninembers as well as members of agre unen but retains nomembers on the payroll only on con－ dition of their becoming nembers of the union within a speci－

pare ctosfo shor
unionstation＂：a station used jointly by two or mor
or other transport companies（is bus or truck lines）
union suit $n$ ：an undcrearment with shirt and drawers in one

mixture of vegetable tanning materials
union tee $n=\begin{aligned} & \text { a } \\ & \text { pipe fitting with a male }\end{aligned}$
female union on one end of the main run
unios plof UNHO
unioval（yuine + ）or und．ovnlar
［mini－t oval







 uni．ped 广yuina，ped $\backslash n-s[u m i-+-p e d]$ ：one having only one foot or leg
unit．personal $\backslash$ yuina
dadj person
uni－personalist $\backslash "+\backslash n$
$n$ unippersonali
unipersonal
uni－phase \＂＋\adj［umi－＋phase］：having but one phase 〈a

uniplanar motion＂t ：motion of a rigid body or fluid such that each point or particle moves in a plane parallel to a given
 legged support（as for a camera）




 solc，single，uniegue，fr．thus one +- icus $-1 \mathrm{c}-$ more at onf could be nothing but Cyrils welfare Arenold Bennett）Shas
thus preserved the original nad often records
 ：known to cxist in no other copy 2 ：being withoul a like or
 1Barzun＞＜＜remains singularly himself，a R lyitist of the firsi


 I．evin）sometimes used with to（the problem of what to do
with surplus wonen is by mo means $\sim$ to our own society with surplus women is by no means $\sim$ to our own socicty－
Raiph Limon）or with＜by no means $\sim$ with the sone sparrow



 Only one way cthe facturitation of a number into its pime
factors is factose
annique
stipee
 coltector for possessiou of a $\sim$－Roy Bedichick 〈 〈a display of （the phoenix，the～of hirds－Thomais De Quineey）
 uniqueness theorem $n:$ a incorem in mathenatios；$n$ given



 unirreme \yxins，rem\n．s［umi－＋－－reme（as in trireme）］
 with a flatiron
unis abbr unison
unis abbr unison
unit－scrial \yump
 parts in a single row or on one side only of an axis ：havinu


uni．sexually $\backslash+1$ adv
 having he same sound，it Lemi－is sones sound－more at musical pilch；specif ：the interyal of a perfect prime repre
 in a musical passige at the same pitch or in octaves－compare Coris b：an instance or means of such agreement：a sympa－ thetic response：Assent＜～s of overmastering thoughts）
in unison adv ：in precise and perfect aprecment：so as to harnonize exactly spaking in unison）
bimisontivanant 2 a archaic a idenical in muscompant，consonant



 sound into unison（the first two sounds rencli the car as ang of

 inusic
mis－0．mous \yii＇nis？ 1 nss alj［ML wisomus］ $1:$ bcing in ：somoded alike in mich same degree of paraviy or acuteness
 Stok atherized（as，under the chat ter of a corporation）but
not yet issued conpare TREASuRY sTock
iunit 1 a（1）：the firsin natural number $:$ a number that is tive Ienst whiole number and is expressed by ihe numeral 1 （2）：a single thing（as a nagnitude or mumber）that constitutes an undivided
whole $b: a$ number that divides cerery clement of a sct of whombers ：a ndeterminate quantity cas of lement of a stime，heat， kind：as（1）：a fractional part of the width of a prime same character（as 1 is of ordinary romant capital M）used in meatsuring the set of a piece of type and
bcing of the sime width for all type of the same point size and proportionally widter or narrower for larger or smaller point
sizes（2）an anount of work（as 120 hours or classroonn vork in a completed course of a secondary school）used in
cducation in calculating student credits（as college contrance）（3）：an amount of a biologicalty active agent（as a drug，serum，viamin，or antigen）required to pro－
duce a specific result under strictly controlled conditions－ compare bionssay，RAT UNH（4）：one percent per ton of a nitrogen， 10 percent of phosphoric acid and 10 percent of potash includes 25 fertilizer $\sim S$ ） 2 a a a single thing or person
or group that is a constituent and isolable member of some more inclusive whole：a member of an ngercember that some the
least part to lave clearly definable separate existence and that normally forms a basic element of organization within the aggregate＜the township in the usual $\sim$ of government〉＜the fanily as a basic of socicty） b ：one of the commonly more
or less repetitive sections combined in assembling a manu－ or less repetitive sections combined in assembling a manu－
factured article（as a bookcase or kitchen cabinet）of a part factured article（as a bookcase or kitchen cabinet）e：a part
of a military stablishment that has a prescribed organization complexity from the squad to the army）d：a piece or complex of apparatus serving to perform one partitular function＜a
traingrawn by two diesel $\sim s\rangle\langle a$ power station with one $\sim$ out of order）e a combination of two or more securities offered at a single price＜a ol one share of preferred stock and two course in an elementary or secondary school focusing on a
centrol theme central theme and making use of resources from numerous
subject areas and the pupils own experience $g: B A R G A M I N O$ UNT h：A fraction of an annal persion or a retirement in




 deity exists only in one person：a unipersonalist who that the
the cloctrine ol the Trinity $:$ a member of a Clurisind then who in ceneral affirms the primeiples of indivan denomina－ of belief，the free ase of reason in religion，commitment advancing truth，recligious tolerance，universal brothitment to port of a vieorous progrium of liberal sociammunity and supt． of a theory or doctrine founded upon unity；anecil advocate
 advocates cnitralization in government $c:$ an observer of the
dramatic unitips
 1）：of，relating to，or advocaling centralization in government or ndministrationt
mitnitian hypothosis also unitarian view $n$ ：a theory in inmunology：a single pure antigen will produce only onte
varicty of ntibody which when brought into contact with the varicly of mibropriate form cin react in various ways（as by agelutinating，precipitaling，fixing complemem，or opsonizing） practiccs of Unitarians 2 somectimes cap ：the unitinciples and

 hatine to，based upon，or characterized by unity＜a $\underset{\sim}{2}$ of，re－
ment
 tioning as a anit esp，of measurement＜estabbished a $\sim$ distance
 suted to but is not dyy cental authority and may be dele－ distimguished from faderal 3a，at，oflatin！（o，or involving

 mitary color n：psrcholocical primary whose parts are bound topether in de dinite structure with
mutual mat reciprocal influcnce on each other compare

 tion abou so that it may be not only used for a main entry but unit cell $n$ ；the sinplest polyhedron that by indefinite reyeti－ tion makes up the lattice of a crystal and cmblodies all the mit character＂ 1 ：a natural charactor that is inherited on an all or none basis $2:$ a natural charracter dependent on the
prescnce or absence of a sinule gene ：a typical Mcndelian or preschec or absence of a
qualitative character
unit class $n: n$ class with a single member
 tions（ns of a sliip）can be filbricated independenty and sub－ unit cost，n：the cost allocnted to a selected minit and coammonly
calculated as the cost over is periord of time divided by thic number of items prodluced
nuite

 the main hishway）d： 10 relate integrally（often the idens are yoked，but not mited－T．S．E：iot）；esp ：to link by a legal or


 in a thunderous cheer－Darrell Berrigan）in：to beconc
combined by or as if ty adhesion or mixture＜the broken bones
 the river tog ．．．to torms snog－dmer．Gimide Series：Pa．
2 ：to att in concerl＜all parties uniced in siening he petition 2
3
3 to act in concert＜all parties unitce in sin siening the petition） syin commer conton concul coorepate：unite often indicates joining，merging，coalescine，ndheriine together to
form a new unit permanent or temporary（olie North West Company united with the IIudson＇s Bay Company－Amer． what was upon hem；the single word patrie was chough to W．R．Inge）CCM日ME may apply to a temporary uniting or join－
ing or to one which leaves the components distinct（a git for
 mith breezy wostern characteristics in this town－Amer．Guide
 extricable complexity of our gencral story－Hilaire of more
contoun is likely to stress the notion or joimture，ofen of mor or less equal things or forces，at a specific point（nature mixed and contradictory that only by a fortunate miracle did
 hines that happen to merge，work together，or coitcide when another coursc of action is probable or plausible tivo opposic
forces concurred in bringing about the Councif of Nicaca－ A．P．Stanley COOPERATE indicates a joining of streneth or force in some specific situntion with no fusion or loss of identity ssent a ooint expedition，under British command，to cooperate with the White Russians at Murmansk and Arch．
angel against the Bolshevist forces－J．M．Hanson）syn sec in

 bearing in the design and inscription refercnce to the uniting of the two crowns－called aso jacobus

 4：bceng on livine in agrecment：HARMONIOUS 〈 $\mathfrak{a} \sim$ family － unlt－ed 1 y ady－unit ed $\cdot$ ness $n$－ES
fornted in the late 18 ll lip century by a union of some Separate Baptist and Regular Baptist churchas of the Sounh
unifed brethren $n p l$ ，Wst cap $U \& B 1:$ Moris－
andiAN tians of several denominations descending from the United Brethren in Christ originating among Germans in the
durine the refiginus nowening of the late 18th century，
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## Essequibo letc．

of a person or thing． 4 （of a disease）with no known external stimulus or cause；idiopathic．© $n$ ．（esp．in pl．，a basic or indispensable element or thing．©essential element a chemical element required by living organisms for normal growth．essential ofl an oil present in and having the characteristic odour of a plant etc．，from which it can be obtained by distillation（see also onl）：© essentially adk． essentialness $n$ ．essentiality $/ 1$, senfi＇elitt／$n$ ．［ME f．LL essentialis（as essencel］：
Essequibo／estrki：bəu／a river in Guyana，rising in the Guiana Highlands and flowing about 965 km （ 600 miles）northwards to the Atlantic．
Essex／＇estks／a county of eastern England；county town，Chelmsford， EST abbr 1 Eastern Standard Time． 2 electro－shock treatment．
－est ${ }^{1} /$ ist／suffis forming the superlative of adjectives（widest；nicest； happiest）and adverbs（soortest）．［OE－ost，ust，－－ast－］
－est ${ }^{2} / \mathrm{xst} /$ suffix（also -st ）archalc forming the 2nd person sing．of verbs （canst，findest；gavest）．［OE est，－ast，－st］
establish／r＇stablif／vit． 1 set up or consolidate（a business，system， etc．）on a permanent basis． 2 （foll．by in）settle（a person or oneself） in some capacity， 3 （esp．as established，adj）achieve permanent ＇acceptance for（a custom，belief，practice，institution，etc．）． 4 a validate； place beyond dispute（a fact etç．）． $\mathbf{b}$ find out，ascertain．－esfablished Church a Church recognized by the state as the national Church －establisher $n$ ．［ME f．OF establir（stem establiss－）f．L stabilire f．stabilis ：Stable＇］
establishment／ 1 ＇stablifmont／＇$n$ ． 1 the act or an instance of establishing；the process of being established． 2 a a business organization or public institution：baplace of business． $\mathbf{c}$ a residence． 3 a the staff or equipment of an organization．$b$ a household． 4 any organized body permanently maintained for a purpose． 5 a Church system organized by law． 6 a（the Establlahment）the group in a society exercising authority or influence，and seen as resisting change． b．any influential or controlling group（the literary Establishment）．
establishmentarian／／，stæblifmon＇tearton／adj；\＆$n$ ．adj，adhering to or advocating the principle of an established Church．－na persoin adhering to or advocating this，［ostablishmentarianism $n$ ．
estaminet／e＇stæmr，nei／n．a small French cafe etc．selling alcoholic drinks．［F f．Walloon stamine byre f．stamo a pole for tethering a cow， prob．f．G Stamm stern］
estate／i＇stert／n． 1 a property consisting of an extensive area of land usu．with a large house． 2 Brit．a modern residential or industrial area with integrated design or purpose． 3 all of a person＇s assets and liabilities，esp．at death．4．a property where rubber，tea，grapes，etc．， are cultivated． 5 （in full estate of the realm）an order or class forming（or regarded as）a part of the body politic． 6 archaic or literary a state or position in life（the estate of holy matrimony；poor man＇s estate）． 7 colloq．＝estate car，口estate agent Bmi． 1 a person whose business is the sale or lease of buildings and land on behalf of others． 2 the steward of an estate．estate car Brit．a＇car with the passenger area extended and combined with space for luggage，usu．with an extra door at the rear，estate duty Brt．hist．death duty levied on property． $\pi$ Replaced in 1975 by capital transfer tax and in 1986 by inheritance tax． ［ME f．OF estat（as status）］
Estates General see Statbs Genbral．
esteem／r＇sti：m／ \＆$n$ ．ovt． 1 （usu．in passion）have a high regard for； ＇greatly respect；think favourably of． 2 formal consider，deem（esteemed it an honour）．© in．high regard；respect；favour（held them in esteem）．［MB f． ：OF estimer f．L aestimare fix the price of］
ester／＇esto（r）／n．Chem，an organic compound produced by replacing the hydrogen of an acid by an alkyl，aryl，etc．，radical，many examples of which occur naturally as oils and fats．a esterify／e＇sterr，far／vit． （－jes，－jed）．［G，prob．f．Essig vinegar＋Xther ether）
Esth．abbr（in the Bible \＆Apocrypha）Esther．
Esther／＇esta（r）／ 1 （in the Bible）a woman who was chosen on account of her beauty by the Persian king Ahasuerus（generally supposed to be Xerxes 1 ）to be his queen and who used her influence with him to save the Israelites in captivity from persecution． 2 the book of the Bible containing an account of these events；a part survives only in Greek and is included in the Apocrypha．
esthete US var．of aesthere．
esthetic US var，of Aesthetic．
estimable／＇estrnab（a）1／adj，worthy of esteem．－estimably adk［F f． LL aestimabills（as esterm）］
estimate $n \& k$ ．$\quad$ ．／eaturnt／ 1 an approximate judgement，esp．of cost，value，size，etc． 2 a price specifed as that likely to be charged for work to be undertaken． 3 opinion，judgement，estimation．－vit．（also absol．）／＇estu，mert／ 1 form an estimate or opinion of． 2 （foll．by thel＊ clause）make a rough calculation． 3 （often foll．by at）value or measure by estimation；adjudge．a estimative $/$－mətrv／adj．estimator $/-\mathrm{mcit}(\mathrm{r}) / \mathrm{n}$［L aestimare aestimat fix the price of］
estimation／estr＇meif（o）n／$n$ ． 1 the process or result of estimating． 2 judgement or opinion of worth（in my estimation）． 3 archaic esteem （hold in estimation）．［ME f．OF estimation or l．aestimatio（as estimare）］ estival US var，of Abstival．
estivate US var．of abstivaitb．
Estonia／r＇staunv／a Baltic country on the south coast of the Gulf of Finland；pop．（est．1991）1，59t，000；lauguages，Estonian（offcial）， Russian；capital，Tallinn．Estonia is a flat，lowland country with marshland，lakes，and forest．Previously ruled by the Teutonic Knights and then by Sweden，Estonia was ceded to Russia in 1721．It was proclaimed an independent republic in 1918 but was annexed by the USSR in 1940 as a constituent republic，the Estonian SSR．With the breakup of the Soviet Union Estonia regalned its independence in 1991.

Estonian／r＇staunain／$n$ ．\＆adf © $n$ ． 1 a a native of Estonia，ba person of Estonian descent． 2 the Finno－Ugric language of Estonia，most closely related to Finuish and spoken by about a million people．－adj．of or relating to Estonia or its people or language．
estop／r＇stop／vifr（estoppod，estopping）（foll，by from）Law bar or preclude，esp．by estoppel．－estoppage $n$ ．［ME f．AP，OF estoper f， L ． stuppare stop up f．L stuppa tow：cf．srop，sturf］
estoppel／r＇stop（o）1／n．．Law the principle which precludes a person frou asserting something contrary to what is implied by a previous action or statement of that person or by a previous pertinent judidal determination．［OF estouppail buing f．estoper（as ESTOP）］
Estorill／efto＇ril／a resort on the Atlantic coast of Portugal；pop．（1991） 24，850．
estovars／r＇stouvaz／n．pl．hist．necessaries allowed by law to a tenant （esp，fuel，or wood for repairs）．［AF estover，OF estovetr be necessary，f． 1 est opus］
estrange／r＇strend $3 /$ vitr（usu．in passine；often foll．by from） 1 cause（a person or group）to turn away in feeling or affection；alienate． 2 （as estrainged adj．）（of a husband or wife）no longer living with his or her spousc．$\square$ estrangement $n$ ．［ME f．AF estraunger，OF estranger f．$L$ extraneare treat as a stranger f．extraneus stranger］
ostreat／r＇stri：t／n．\＆$v$ Law $\bullet$ n． 1 a copy of a court record of a fine etc． for use in prosecution， 2 the enforcement of a fine or forfeiture of a recognizance．evtr．enforce the forfeit of（a fine etc．，esp．surety for bail）．［ME f．AF estrete，of estraite f．estraire f．Lextrahere bxTkAct］
Estremadura／，estroma＇duro／a coastal region and former province of west central Portugal．
estrogen US var．of oestrogen．
estrus etc．US var．of oestrus etc．
estuary／＇estjuort／n．（pl．－les）a wide tidal mouth of a river． －estuarine $/-, \mathrm{ram} /$ adj）．［L aestuarium tidal channel f．aestus tide］ ©．s．u．abbr，electrostatic unit（s）．
esurient／i＇sjuanant／adj．archaic or joc． 1 hungry． 2 impecunious and greedy．－esuriontly adk．［L esurire（v．）hunger f．edere es－eat］
Esztergom／＇esto，gmm／a town and river port on the Danube in Mungary；pop，（est．1984） 31,000 ．
ET $a b b r$ extraterrestrial．
－et＇／rt／suffix forming nouns（orig．diminutives）（baronet；bullet；somet） ［OF et－ete］
－et ${ }^{2} / \mathrm{t}$／suffix（also－ete／i：t／）forming nouns usu．denoting persons （comet：poet；athlete）．［Gk ettes］
ETA＇abbr estimated time of arrival．
ETA ${ }^{2}$／eto／a Basque separatist movement in Spain which has waged a terrorist campaign since its foundation in 1959 for an independent Basque state．［Basque acrọym，f．Euzkadl ta Azkatasuna Basque homeland and liberty］
eta／＇i：to／$n$ ．the seventh letter of the Greek alphabet（ $H, \eta$ ）．［Gk］
ot al．／et＇$x!$／abbr，and others．［L et alli，et alia，etc．］
otalon／＇eta，lon／n．Physics a device consisting of two reflecting plates， for producing interfering light－beams．［T étalon standard］
etc．$a b b r=$ ercetern．
of cetera／et＇setare，＇setro， rest；and similar things or $p$ so on．©（in pl．）the usual ： otch／etf／x \＆n • $<1$ a tr． design on a metal plate wit plate）in this way． 2 intr．pra deeply（esp．on the mind； tetcher $n$ ，［Du，etsen $\mathrm{f}, \mathrm{G} \delta$ eaten f，Ginc］
otchant／＇etfont／$n$ a corrc otching／＇etsin／n． 1 a prir producing such plates．Tt century，though the basic metal plate，had been used ete suffix var．of $\mathrm{Er}^{2}$ ．
oternal／ $\mathrm{I}^{\prime} \operatorname{tsin}(\partial) \mathrm{l} / \mathrm{adj} .1$ beginning in time． 2 esse constant；seeming not t triangle a relationship $\square$ eternallze vit．falso oternaility／idita：＇nælitı／n age］
Etermal，the God．
Eternal City，tho Rome oternity／I＇ta；nitl／n．（p1．－I 2 （in Chisistian theology） eternal． 4 foften prec．hy truths． 0 otarnity ring given as a token of lasti tats f．aeternus；see ETBRN Etestan winds／r＇ti：3 summer in the eastern $N$ etos year］
oth $/ \mathrm{e}$／ n ．（also edth $/ \mathrm{e} \delta$ letter，of，capital $D$（ $a$ th） $-t^{\prime}{ }^{1}$ var，of $-\mathrm{TH}^{1}$ ．
noth ${ }^{2} / \theta /$ suffix（also－th）$\varepsilon$ verbs（doeth；salth）．［OE e othanal／＇e 00, nal， $\mathrm{i}: \theta-/$ ethane／＇i：$\theta \mathrm{cm}$ ，＇ $\mathrm{e} 0-/ \mathrm{n}$ ． series（chem，formula：$C$ othanediol／i：0em，dar othanole acid／，e0a＇n ／－＇novert／n．［eThaNe＋－1 othanol／＇e00，nol，＇i：0－／ Ethelred／＇e0ol，red／th Ethelred II（known a good advice；rash）（c．96 Inability to confront th brother St Edward the their attacks．In 1013 Sweyn I．
othene／＇e日i：n，＇i：$\theta=/ n$ ． ether／＇i：$\theta$ o（r）／n． 1 Cher organic liquid（chem． solvent．Also called ethe with a similar structu etc．groups． 2 \｛also met the clouds． 3 （also a periveate space and 5$]$ medium through whic to be transmitted． C e Gk aither f．root of aith othereal／ $\mathrm{c}^{\prime}$－jonəl／ac esp．in appearance． 3 \} ［］ethereally adv．et aitherios（as ETHRR）］ etherial var．of ETHEI etherize／＇i：0才，rarz／b Detherization／i：$\theta$ ． Ethernet／i；00，net／s networks using coaxd
probabilistic /,probaba'listrk/ adj. relating to probability; involving chance variation.
probability /.probo'biltti/n. (pl. -ies) 1 the state or condition of being probable. 2 the likelihood of something happening. 3 a probable or most probable event (the probability is that they will come). 4 Math. the extent to which an event is likely to occur, measured by the ratio of the favourable cases to the whole number of cases possible. a in all probabillty most probably. [F probabilite or L probabilitas (as PROBABLE)]
probable /'probob(o)l/ adj. \& $n$. - adj. (often foll. by that + clause) that may be expected to happen or prove true; likely (the probable explanation; it is probable that they forgot). © a probable candidate, member of a team, etc. aprobably adv. [ME E. OF f. L probabilis f. probare prove]
proband /'proubænd/ $n$. a person forming the starting-point for the genetic study of a family etc. [L probandus, gerundive of probare test]
probang/'proubæy/n. Surgerya strip of flexible material with a sponge etc. at the end, used to remove a foreign body from the throat or apply a medication to it. [ 17 th c. (named provang by its inventor): orig. unkn., perh. alt, after probe]
probate n. \& v © n. /'proubert, -bot/ 1 the official proving of a will. 2 a verified copy of a will with a certificate as handed to the executors. - vtr. /'proubert/ N. Amer. establish the validity of (a will). [ME f. I. probatum neut. past part. of probare PROVE]
probation /pro'berf(o)n/ n. 1 Law a system, of supervising and monitoring the behaviour of (esp. young) offenders, as an alternative to prison. 2 a process or period of testing the character or abilities of a person in a certain role, esp, of a new employee, 3 a moral trial or discipline. $D$ on probation undergoing probation, esp. legal supervision, probation officer an official supervising offenders on probation. a probational adj. probationary, adj. [ME f. OF probation or L probatio (as PRove)]
probationer/pro'berfona(r)/ n. 1 a person on probation, e.g. a newly appointed nurse, teacher, etc. 2 an offender on probation. oprobatlonersfip $n$.
probative /'praubativ/ adf. affording proof; evidential. [L probativus (as Prove)]
probe /proub/n.\&v. п. 1 a penetrating investigation. 2 any small device, esp. an electrode, for measuring, testing, etc. 3 a blunt-ended surgical instrument usu, of metal for exploring a wound etc. 4 (in:full space probe) an unmanned exploratory spacecraft transmitting information about its environment. $-v 1$ tr examine or enquire into closely. 2 tr explore (a wound or part of the body) with a probe. 3 fr. penetrate with or.as with a sharp instrument, esp. in order to explore. 4 intr, make an investigation with or as with a probe (the detective probed into her past life). प probeable adf. prober n. probingly adv. [LL proba proof, in med. $\mathrm{t}=$ examination, f. L probare test]
probit /'probit/n. Slatistics a unit of probability based on deviation from the mean of a standard distribution. [probability untt].
probity /'proubitr, 'prob-/ n. uprightness, honesty. [F probité or 1 probitas f. probus good]
problem /'problom/ $n$. 1 a doubtful or difficult matter requiring. a solution how to prevent it is a problem; the problem of ventilation), 2 something hard to understand or accomplish or deal with, 3 (attrib.) causing problems; difficult to deal with' (problem child). 4 a Physles \& Math, an inquiry starting from given conditions to investigate or demonstrate a fact, result; or law (cf: Theorem 1). b Geom, a proposition in which something has to be constructed, 5 a (in various games, esp. chess) an arrangement of men, cards, etc., in which the solver has to achieve a specified result. to a puzzie or question for solution. $\square$ that's your (or his etc.) problem said to disclaim responsibility or connection. [ME f. OF probleme or L problema f. Gk probletha -matos f . proballo (as PRo ${ }^{-2}$, balld throw)].
problematic /,proble'mætrk/ adj. (also problematical $\cdot /-\mathrm{k}(o) \mathrm{l} /$ ) 1 attended by difficulty. 2 doubtful or questionable. 3 Loglcenunciating or supporting what is possible but not necessarily true. $\square$ problematically adv, [F problématique or LL problematicus f . .Gk problematikos (as PROBLEM)]
proboscidean /,proubo'sidion/ adj. \& $n$. (also proboscidian) Zool:

- adj. 1 having a proboscis. 2 of or like a proboscis. 3 of or relating to the mammalian order Proboscidea, which includes elephants and related extinct animals. n. a mammal of this order. [mod. LProboscidea (as proboscis)]
proboscis /prou'bosis/ $n .1$ the long flexible trunk or snout of some ?mammals, e.g. an elephant or tapir. 2 the elongated mouthparts of some insects, used for sucking liquids or piercing. 3 the sucking organ
in some worms. 4 joc. the human nose. 1 proboscis. monkey monkey, Nasalis larvatus, native to Borneo, the male of which has a large pendulous nose. - proboseldiferous $/-$ bosidifars $/$ a proboscidiform/,proubo'sid! fo:m/adj. [Lprobosds-cidis f. Gk proboskis f. probosko (as pro- ${ }^{2}$, boskठ feed)]
procaine /'proukern/ $n$. (also procain) a synthetic compound used as a local anaesthetic, esp. in dentistry. [pRO- + COCAINE]
procaryote var. of prokaryotis.
procedure /protsi:dja(r), -'si:dzo(r)/n. 1 a way of proceeding, esp. a mode of conducting bustness or a legal action. 2 a mode of performing a task. 3 a series of actions conducted in a certain order or manuer 4 a proceeding. 5 Compuing $=$, subxoutine. - procedural ad. procedurally adv. [F procéduré (as proceed)]
procesed /pro'si;d/ vintr. 1 (often foll, by. to) go forward or on further; make one's way. 2 (often foll. by with; or to +infin.) continue; go on with an activity (proceeded with their work; proceeded to tell the whole story). 3 (of an action) be carried on or continued (the case will now proceed). 4 adopt a course of action (how shall we proceed?). 5 go on to say. 6 (foll. by against) start a lawsuit (against a person). 7 (often foll. by from) come forth or originate (shouts proceeded from the bedroom). 8 (foll. by to) Brit. advance to a higher rank, university degree, etc. [ME f. OF proceder f. I. procedere process- (as PRO- ${ }^{-1}$, cedere go)]
proceeding /pra'si:dry/ $n$. 1 an action or piece of conduct (a highhanded proceeding). 2 (in pil) (in full legal proceedinges) an action at law; a lawsuit, 3 (in pl.) a published report of discussions or a conference. 4 (in pl.) business, actions, or events in progress (the proceedings were enlivened by a dog running on to the pitch).
proceeds /'prousi:dz/ n.pl. money prodiuced by a transaction or other undertaldng. [pl. of obs. proced (n.) f. procemb]
process ${ }^{1} /$ prouses/ $n \&{ }^{\&} V_{0}$. 1 a course of action or procedure, esp. a series of stages in manufacture or some other operation. 2 the pregress or course of something (in process of construction). 3 a matural or involuntary operation or series of changes (the process of growing old). 4 an action at law; a summons or writ. 5 Anat., Zool, \& Bol, a natural appendage or outgrowth on an organism. vitr 1 handle or deal with by a particular process. 2 treat. (food, esp, to prevent decay) (processed cheese). 3 Compuling operate on (data) by means of a program. oin process going on, being done. In process of time as dime goes on. process server a sheriff's oflicer who serves writs. $\square$ processable adj. [ME f. OF proces f. L processus (as Procered)]
process ${ }^{2}$ /pro'ses/ vintr, walk in procession. [back-form. f. procession] procession /pro'sej(o)n/n. 1 a number of people or vehicles ctc. moving forward, in orderly succession, esp. at a ceremony, demonstration, or festivity; 2 the movement of stich a group (go in procession). 3 a regular succession of things; a sequence. 4 a race in which no competitor is able to overtake another, 5 (in Christian theology) the cmanation of the Holy Spirit. $\square$ processionist $n$. [Me f. OF f, L. processio -onis (as proceed)]
 processions. 2 used, carried, or sung in processions. © Eccl. an officebook of processional hymns etc: [med.L processionalis (adj).), ale (n.) (as procerssion)]
processor /'prouseso(r)/n. a machine or device that processes things, -esp.: 1 Computing $=$ central processor. $\mathbf{2}=$ food processor.
proces-verbal /,prouserva:'ba:l/ n. (pl. process-verbaux /-'bou/) a written report of proceedings; minutes. [ $\bar{T}$ ]
pro-cholce /prou't fors/adj. \& n. e adj. advocating a woman's legal right to choose whether to have an abortion. - n. a pro-choice policy.
prochronism/'proukro,nz(o)m/ $n$. the action of referring an event etc, to an earlier date than the true one. [ $\mathrm{p}^{\prime} \dot{\sigma}^{2}+\dot{G} k$ khronos time] proclaim /pro'klem/ vitr 1 (often foll. by that + clause) announce or declare publicly or officially. 2 declare (a person) to be (a king, traitor, etc.). 3 reveal as being (an accent that proclaims you a Scot). D proclaimer , n. proclamatory /-'klæmotori/ adj. proelamation/,prokla'merf(a)n'/ ' n. [ME proclame f. L proclomare cry out (as pRo-', claim)]
proclitic /pro'kirtik/ adj, \& $n$. Gram. adj. (of a monosyllable) closely attached in pronunciation to a following word and having itself no accent. on. such a word, e.g. at in at home. प proclitically adv. [modid precliticus f. Gk proklino lean forward, after LL encliticus: see Enclitic]
proclivity /pra'klrvitl/ $n$. ( $p$. -les) a tendency or inclination. [ 1 proclivitas f. proclivis inclined (as PRO-1, clivus slope)]
Procne /'prokni/ Gk Mythol, the sister of Philomel.
proconsul /prou'kons(oll/ n. 1 Rom. Hist. a governor of a province, in
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aining, -dains. To apis
reordain.
2. Brep course. Thish Slang. The prepped, prepiping, 1 attend a preparatory ion for something :e: 2. preposition. ng. prep. 1. The act or 1 g made ready beforéminary measures that rations for the weddin's. ticine, prepared forit ticipation of a disso, s. consonant tone in
i. Serving or tending ich prepares for some:

## or display.

pâr'-) adj. Abbr. prep minary; introductory ration, especially fo In preparing for: See , is restricied to situs not the mere equiva ; so used informally usually private, pre in
ool." for public school. ool."
os. tri. 1. To make ir for some event, oc: Hacture; compound ared for service in the ared for service in the
n a dissonance or its
To put things or one iglish' preparen, from zre, to prepare in ad ree (see por-4 in Apte of being prepared; 3. To pay or pay for

I or arranged in adphrase malice pré rpensed, from Middle om from Latin prourg e, from Latin prö- + atative of per
ensély adv.
lso pre-pon-der-an-cy
iving superior:power,
int. See Synonyms

2 -ated, -ating, -ates 2. To be greater,in te like; predominate: ns, the latier seemed
chaic. To be weighed. chasc. To be weighed. aeponderäre : prae. in 1. from pondus (stem'
ep. Grammar. 1. In ie relation of a sub er substantive, Some ch as in iegard to or $n$, from Latir prae: om draeponere (past : prae, in front.t. in ending a sentence use awkwardness by arrogant manher. ak ending: He welhe hoped to spend position is the only much to be thankfil awkward or stilted elating to, composed ion'al.ly adu
consisting of a prepin wool and writen nof (adjectival value) ar. Put before, pite
/j judge/k kick
fixed. -n. Grammar: A word or particle put before anothe word. [Late Latin praepositivus, from praeponere (past participle praepositus), to place in front. Sce preposition.) -pre pos'i.tive.ly ady
pre-pos-soss (pré'po-zěs') tr.y. -cessed. sessing, -sesses. 1. To preoccupy the mind of to the exclusion of other thoughts or feclings. 2. To influence beforehand against or in favor of someonie or something; prejudice; bias. 3. To impress favorably in advance.
 pleasing, 2. Archaic, Cäusing prejudice. -pro'pos.soss'ing ly adv. -pro'pos sess'ing ness $n$.
pre-pos.ses sion (pré'po-zesh'on) n. 1. A preconception or prejudice. 2. The state of being preoccupied with thoughts, opinions, or feelings.
pre-pos ter:ous ( pfll potstor-os) adf. Contrary to nature, reason, or common sense; absurd. See Synonyms at foollsh [Latin praeposteris, inverted," perverted; absurd : praebefore + posterus, coming after following, next, from post after (sce apo- in Appendix*).]. -pré.pos'tar-ous.ly adv. pre po-ten-cy (pri-póton-sē) $n$. The state or condition of being prepotent; predominance.
pre:potent (prilpō'tant) adj. Also pro.poten.tial (prépotetn ${ }^{\prime}$ shol). Greater in power, influence, or force; predominan [Middle English, from Latin praepolens, present participle of praeposse, to be very powerful : prae- (intensifier) + posse, to be able or powerful (see poti- in Appendix*).]-pre:po'tent-ly adv. prep school. Informal. A praparatory school (see).
pre puce (pré'pyös') n. 1. The loose fold of skin that covers the glans of the penis. Also called "foreskin." 2. A similar
 from Old French, from Latin praepütit.
dix. ${ }^{*}$-pro.pu'tial (pripyoo'shol) adf.

 erhood a society founded in 1848 by Rossetti and others to advance the ityle and spirit of Italian peinting before Raphacl. -adf. Of, pertaining to, or characteristic of the pre-Raphaclites. - Pro: Raphto.olititism $n$
pro-req-ulisite (prē-rëk'wo-zit) adf. Required as a prior condition to sonicthing. Sec Synonyms at noceasary. - - . That which is prerequisite.
Usage: The appropriate prepositions after this word are to (for the adjective) and of (for the noun).
pre•rogrative (pri-rog $3 \cdot(\mathrm{ti})$ n. 1 . An exclasive right or privilege held by a person or group, especially a hercditary or official right. 2. Any characteristically exclusive right or privilege. 3. A natural giff or advantage making one superior. 4. Obsolete. Priority or pre-eminence; superionity. - See Synonyms at right -adj. Of, arising from, or excrcising a prerogative. (Midde End "(cen, asked to vote first from proerogare to ask before others : pruebefore + rosare, to ask (see reg. ${ }^{-1}$ in Appendix ${ }^{+}$). ${ }^{\prime}$
betore 1. present (time). 2. president.
pres. 1 . present
Pres. President.
pres-age (pres' $(j) n$. 1. An indication or warning of a future occurrence; omen; portent. 2: A fecling or intuition of what is going to occurf prescintiment; foreboding. 3. Prophetic significance or meaning. 4. Rare'. A prediction, -4 pro sogo prisaje -aged, aglnge -agos. -tr. 1. To indicatc or warn or in
advance; portend: 2. To lave a prescatiment of. 3 : To forctell or predict. -iner To make or utter a prediction. I-Sec Synonyms at forotell. (Middle:English, from Latin praesägitm, foreboding, from praesägire, to perceive beforehand:-praie-, before + sägire, to ìcrceive. (see säg- in Appendix*).]-pro. sage'fut (pri-saxjf fol) cad
 to focus sharply on nearby objects, resulting from hardening of the crystallinc lens with advancing age. [New Latin : Greck

 prestby-ter (prezz bo -tor, press'-) n. Ecclesiastical. 1. In the early
Christian church, an elder of the congreation. 2 . In various Christian chureh, an elder of the congregation. 2. in various teaching cider. b. A ruling elder. LLate Latin, an elder, from Greck presbuteros, a pricst, "older," comparative of presbus, old man. See per' in Appendix.*l
pres-byt-er-ate (prexz-brt'or-ft,-ə-rät', press-) n. 1. The office of a presbyter. 2. The body or order of presbyters.
pros.by-te.ri•al (préz'ba-lir'e-al, pres'-) adj. Or or pertaining to a presbyter or the presbytery. -pros by te'rial ly adu
 ing to ceclesiastical government by presbyters. 2. Capttal P, Of or pertaining to a Presbyterian Church. -r. Capital P. A
mermber or adherent of a Presbyterian Church. -pros'by-to member or

## ir-an-ism' $n$.

Presbyterian Church: Any of various Protestant churches governed by presbyters and traditionally Calvinist in doctrine. pres.by.te y y (preze'botter' $\bar{c}$, press'-) n., pl. . Jes. 1. Presbyierian tive elders of a particular locality b The district represented by tive elders of a particular locality. b. The district represented of a church by presbyicrs. 4 . The section of the church resarved for the clergy 5 Roman Catholic Church. The residence of a priest. Middie Enelish prestytory, from Late Latin preshyterium, a council of presbyters. from Greek presbuterion, from presbuteros, priest, püessyter.j
pre-school (prè'skool') adf. Of or pertaining to a child of nursery-school age. -preschool'or $n$.
pre-sci-ence (préshē-ons, prêsh'cic) $n$. Knowledge of actions or events before they occur; forcknowledgc; foresight
pre-sci-ent (pré'shè--mi, prěsh'ế-) adj. 1. Of or pertaining to prescience. 2. Posscssing prescience. [Latin praescièns, pres ent participle of pracscire, to know bcforehand : prae-, betore -
 pre-scind (parside thought consider individually. Used with separate or to with from. -imr. To whe to cut off in front : prae- in front + scindere. to cut off (sec skot-in Appendix*).]
Pres.cott (press'kot), William. I726-1795. Commander of the Continentals at Bunker Hill. Grandfather of William Hickling Prescott.
Pres-cott (prěs'kat), William Hickling. 1796-1859. American historian of Spain and the Spanish conquests in the Americas Grandson of William Prescott.
pre-scribe (pri-skrib') $\boldsymbol{v}$ : -soribed,"-scribing, scribas. -tr. 1, To sct down as a rule or guide ordain; enjoin. 2. Medtcine. T order or recommend the use of (a drug or other therapy) - intr. 1. To establish rules, laws, or directions. 2 Led. To order or recommend a renthe or the reunds of pescrip assert a right or title to something on the grounds on prescrip. tion. b. To become invadated or unencenten by bye proce of prescription. Madic en Latin prescribere to claim by such prescition, scribht, scribe :prae- , belore, in ront
Appendix*).j

- pro-seribor $n$
pre script (prē'skrjpt') $n$. Something prescribed, especially a prescript (preskr of conduct. 一ady (pre'skript, pri-skript') Established as a rule; set down: prescribed. [Latin praescrint um from praescribere (past participle praescriptus), pRPscraine. pre-scrip ti-ble (prl-skrip'to-bal) adf. Capable of, refuiring: of derived from prescription. -pro.serip ti.bility $n$.
pro-scrip-tion (pri-skrip'shion) n. 1. n. The act of prescribing b. That which is prescribed. 2. Medicine. a. A witten mintue tion by a physician for the preparation and administration of modicine. B. A prescribed medicine. ©. An ophthalmologist' or optometrist s writen mitruction cor the aption of anything tive lenses. 3. A formila drecting the prepardion by reaso 4. Law. a. The process of acquiring thice to property by reaso of uninterrupled possession of specetion thes beyond which positive presul an action, dabl, of cri" is " Midde Erielish prescripcton, called ngative precription from Latin praescriptiō, a writin in fromt (rom praescribere, pRBSCRLES.]
pre-scrip.tive (pri-skrip' (fv) adj. 1. Sanctioned or authorized by long-standing custom or usage. 2. Making or giving injunc tions, directions, laws, or rules. 3. Law. Acquired by or based upon uninterrupted posscssion. -pre-scrip' tively adp.
 (a product not yet on the market).
pros-ence (prcz'ons) $n$. T. The state or fact of heine present 2. Immediate proximity in time or space. 3. a. The area nome diately surrounding a great personage, especially a sovereig granting audience. b. A person; who is present. manner of carrying himselt; bearing. B. A supering
ence fell to be nearby, -Sco
presence of mind. Ability to think and act efficiently, especially in an ernergency,
pres.ent' (prěz'pni) n. 1. A moment or, period in time perceptible as intermediate between past and future; now. 2. Ahbr. pr., pros. Grammar. A. The present The document or instrument in question: be it known by these presents. -adf. 1. Being, per quiding to or occurring at a monent or period in time con sidered as the present. 2. Being nt hand. 3. Obsolete. Alert to circumstances; attentive. 4. Obsolete. Readity available; immediate. B. Abbr. pr., pres. Grammar. Denoting a verb lense or form that expresscs current time. [Middle English, from Old French, from Latin praesens, presont'participle of proeesie, to be before one, be present : prae-, in front of + esse, to be (see os. in Appendix*).
pre-sent ${ }^{2}$ (pri-zenti') tr.v. sontod, sonting, sents. 1. a. To introduce, especially with formal ceremony: "This Braztian king': was broughe up to London and presented tirl) to sociely VIII' (Rictrard liakluyt) b. To introduce (a giri) to sociely with conventional cercmony: "she also was presented hat year at the International Debutane play 3 a To make a gift or bring hefore the pubicides to make a gift to: bestow foraward of present a medal b. To make a. 80 offer to view: mally: present he's credenials 6. To offer for consideration. display. present one (a weanon). 7. Ecclesiastical To rec6. To sad (a clenuman) for a benefice. 8. Law. a. To offer to a ommend (egislature or court for consideration. b. To bring a charge or indictment against -See Synonyms at offor. -n. pros-ont (prez'วnt). Something presented; a gift. [Middle English (presenten from Old French presenter, from Latin praesentäre, from praeséns. PRESENT (adjective).] -pro-sent er $n$
pre-sent-a-ble (pri-zen't $t-$-bal) adj. 1. Capable of being given, displayed, or offered. 2. Fit for introduction to others. -presont'a.bil'lity, pre sent'a.ble.ness $n$. $\quad$ pre.sent'a.bly adv. pres-en-ta tion (prez'en-ta'shon, pre zon-) nroval. b. The state
presenting or offering for acceptance or approver

pre-Raphailite Detail of a painting by


## Exhibit 13

## IN THE UNITED STATES DISTRICT COURT FOR THE DISTRICT OF DELAWARE

| TELCORDIA TECHNOLOGIES, INC., | Civil Action No. 04-874 GMS |
| :---: | :---: |
|  |  |
| Plaintiff, |  |
|  |  |
| v. |  |
|  |  |
| ALCATEL USA, INC., |  |
|  |  |
| Defendants. |  |
|  |  |
| TELCORDIA TECHNOLOGIES, INC., |  |
|  |  |
| Plaintiff, |  |
|  |  |
| v. | Civil Action No. 04-875 GMS |
|  |  |
| LUCENT TECHNOLOGIES, INC., |  |
|  |  |
| Defendants. |  |
|  |  |
| TELCORDIA TECHNOLOGIES, INC., |  |
|  |  |
| Plaintiff, |  |
|  |  |
| v. | Civil Action No. 04-876 GMS |
|  |  |
| CISCO SYSTEMS, INC., |  |
|  |  |
| Defendants. |  |
|  |  |

## ORDER

WHEREAS, on July 16, 2004, the plaintiff, Telcordia Technologies, Inc. ("Telcordia"), filed the above-captioned patent infringement actions against Alcatel USA, Inc. ("Alcatel"), Lucent Technologies, Inc. ("Lucent"), and Cisco Systems, Inc. ("Cisco") (collectively, the "defendants");

WHEREAS, on February 17, 2006, the parties submitted a Final Joint Claim Chart (the "Chart") (D.I. 98);

WHEREAS, upon inspection of the Chart, the court has discovered that many of the defendants' proposed constructions for U.S. Patent Nos. Re. 36,633 and 4,835,763 ${ }^{1}$ are not constructions but, rather, arguments that the claim limitations at issue are indefinite for failure to satisfy the requirements of 35 U.S.C. § 112(2); and

WHEREAS, the court does not permit summary judgment arguments, including indefiniteness arguments, during the claim construction phase of the litigation;

IT IS HEREBY ORDERED that:

1. The court will not entertain indefiniteness arguments during the Markman Claim Construction hearing.
2. The defendants shall prepare their arguments consistent with this Order.

Dated: April 21, 2006
/s/ Gregory M. Sleet
UNITED STATES DISTRICT JUDGE

[^1]
## Exhibit 14

## IN THE UNITED STATES DISTRICT COURT FOR THE DISTRICT OF DELAWARE

NETRATINGS, INC.,
Plaintiff,
v.

COREMETRICS, INC.,
Defendant.
)
)
)
) ) )
)

)

Civil Action No. 05-314 GMS

## ORDER

WHEREAS, on May 19, 2005, the plaintiff, NetRatings, Inc. filed the above-captioned patent infringement action against Coremetrics, Inc.;

WHEREAS, on April 3, 2006, the parties submitted a Joint Claim Chart (the "Chart") (D.I. 47);

WHEREAS, upon inspection of the Chart, the court has discovered that many of the defendant's proposed constructions for U.S. Patent No. 6,108,637 are not constructions but, instead, arguments that the claim limitations at issue are indefinite, nonenabled, and/or invalid for failure to disclose the best mode; and

WHEREAS, the court will not permit summary judgment arguments, including indefiniteness, enablement, or invalidity arguments, during the claim construction phase of the litigation but, rather, rely on the defendant's claim construction briefs for those arguments;

## IT IS HEREBY ORDERED that:

1. The court will not entertain indefiniteness, enablement, or invalidity arguments during the Markman Claim Construction hearing.
2. The defendants shall prepare their arguments consistent with this Order.

Dated: June 7, 2006
/s/ Gregory M. Sleet
UNITED STATES DISTRICT JUDGE


[^0]:    Initialization of User Model

[^1]:    ${ }^{1}$ Telcordia's action against Alcatel does not include U.S. Patent No. 4,835,763.

