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AUTOMATIC, PERSONALIZED ONLINE
INFORMATION AND PRODUCT SERVICES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application No. 60/173,392 filed Dec. 28, 1999, which is
herein incorporated by reference.

FIELD OF THE INVENTION

This invention relates generally to methods for personal-
izing a user’s interaction with information in a computer
network. More particularly, it relates to methods for pre-
dicting user interest in documents and products using a
learning machine that is continually updated based on
actions of the user and similar users.

BACKGROUND ART

The amount of static and dynamic information available
today on the Internet is staggering, and continues to grow
exponentially. Users searching for information, news, or
products and services are quickly overwhelmed by the
volume of information, much of it useless and uninforma-
tive. A variety of techniques have been developed to orga-
nize, filter, and search for information of interest to a
particular user. Broadly, these methods can be divided into
information filtering techniques and collaborative filtering
techniques.

Information filtering techniques focus on the analysis of
item content and the development of a personal user interest
profile. In the simplest case, a user is characterized by a set
of documents, actions regarding previous documents, and
user-defined parameters, and new documents are character-
ized and compared with the user profile. For example, U.S.
Pat. No. 5,933,827, issued to Cole et al., discloses a system
for identifying new web pages of interest to a user. The user
is characterized simply by a set of categories, and new
documents are categorized and compared with the user’s
profile. U.S. Pat. No. 5,999,975, issued to Kittaka et al.,
describes an online information providing scheme that char-
acterizes users and documents by a set of attributes, which
are compared and updated based on user selection of par-
ticular documents. U.S. Pat. No. 6,006,218, issued to Breese
et al., discloses a method for retrieving information based on
a user’s knowledge, in which the probability that a user
already knows of a document is calculated based on user-
selected parameters or popularity of the document. U.S. Pat.
No. 5,754,939, issued to Herz et al., discloses a method for
identifying objects of interest to a user based on stored user
profiles and target object profiles. Other techniques rate
documents using the TFIDF (term frequency, inverse docu-
ment frequency) measure. The user is represented as a vector
of the most informative words in a set of user-associated
documents. New documents are parsed to obtain a list of the
most informative words, and this list is compared to the
user’s vector to determine the user’s interest in the new
document.

Existing information filtering techniques suffer from a
number of drawbacks. Information retrieval is typically a
two step process, collection followed by filtering; informa-
tion filtering techniques personalize only the second part of
the process. They assume that each user has a personal filter,
and that every network document is presented to this filter.
This assumption is simply impractical given the current size
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and growth of the Internet; the number of web documents is
expected to reach several billion in the next few years.
Furthermore, the dynamic nature of the documents, e.g.,
news sites that are continually updated, makes collection of
documents to be filtered later a challenging task for any
system. User representations are also relatively limited, for
example, including only a list of informative words or
products or user-chosen parameters, and use only a single
mode of interaction to make decisions about different types
of documents and interaction modes. In addition, informa-
tion filtering techniques typically allow for extremely primi-
tive updating of a user profile, if any at all, based on user
feedback to recommended documents. As a user’s interests
change rapidly, most systems are incapable of providing
sufficient personalization of a user’s experience.

Collaborative filtering methods, in contrast, build data-
bases of user opinions of available items, and then predict a
user opinion based on the judgments of similar users.
Predictions typically require offline data mining of very
large databases to recover association rules and patterns; a
significant amount of academic and industrial research is
focussed on developing more efficient and accurate data
mining techniques. The earliest collaborative filtering sys-
tems required explicit ratings by the users, but existing
systems are implemented without the user’s knowledge by
observing user actions. Ratings are inferred from, for
example, the amount of time a user spends reading a
document or whether a user purchases a particular product.
For example, an automatic personalization method is dis-
closed in B. Mobasher et al., “Automatic Personalization
Through Web Usage Mining,” Technical Report TR99-010,
Department of Computer Science, Depaul University, 1999.
Log files of documents requested by users are analyzed to
determine usage patterns, and online recommendations of
pages to view are supplied to users based on the derived
patterns and other pages viewed during the current session.

Recently, a significant number of web sites have begun
implementing collaborative filtering techniques, primarily
for increasing the number and size of customer purchases.
For example, Amazon.com™ has a “Customers Who
Bought” feature, which recommends books frequently pur-
chased by customers who also purchased a selected book, or
authors whose work is frequently purchased by customers
who purchased works of a selected author. This feature uses
a simple “shopping basket analysis™; items are considered to
be related only if they appear together in a virtual shopping
basket. Net Perceptions, an offshoot of the GroupLens
project at the University of Minnesota, is a company that
provides collaborative filtering to a growing number of web
sites based on data mining of server logs and customer
transactions, according to predefined customer and product
clusters.

Numerous patents disclose improved collaborative filter-
ing systems. A method for item recommendation based on
automated collaborative filtering is disclosed in U.S. Pat.
No. 6,041,311, issued to Chislenko et al. Similarity factors
are maintained for users and for items, allowing predictions
based on opinions of other users. In an extension of standard
collaborative filtering, item similarity factors allow predic-
tions to be made for a particular item that has not yet been
rated, but that is similar to an item that has been rated. A
method for determining the best advertisements to show to
users is disclosed in U.S. Pat. No. 5,918,014, issued to
Robinson. A user is shown a particular advertisement based
on the response of a community of similar users to the
particular advertisement. New ads are displayed randomly,
and the community interest is recorded if enough users click
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on the ads. A collaborative filtering system using a belief
network is disclosed in U.S. Pat. No. 5,704,317, issued to
Heckerman et al., and allows automatic clustering and use of
non-numeric attribute values of items. A multi-level mind-
pool system for collaborative filtering is disclosed in U.S.
Pat. No. 6,029,161, issued to Lang et al. Hierarchies of users
are generated containing clusters of users with similar
properties.

Collaborative filtering methods also suffer from a number
of drawbacks, chief of which is their inability to rate content
of an item or incorporate user context. They are based only
on user opinions; thus an item that has never been rated
cannot be recommended or evaluated. Similarly, obscure
items, which are rated by only a few users, are unlikely to
be recommended. Furthermore, they require storage of a
profile for every item, which is unfeasible when the items
are web pages. New items cannot be automatically added
into the database. Changing patterns and association rules
are not incorporated in real time, since the data mining is
performed offline. In addition, user clusters are also static
and cannot easily be updated dynamically.

Combinations of information filtering and collaborative
filtering techniques have the potential to supply the advan-
tages provided by both methods. For example, U.S. Pat. No.
5,867,799, issued to Lang et al., discloses an information
filtering method that incorporates both content-based filter-
ing and collaborative filtering. However, as with content-
based methods, the method requires every document to be
filtered as it arrives from the network, and also requires
storage of a profile of each document. Both of these require-
ments are unfeasible for realistically large numbers of docu-
ments. An extension of this method, described in U.S. Pat.
No. 5,983,214, also to Lang et al., observes the actions of
users on content profiles representing information entities.
Incorporating collaborative information requires that other
users have evaluated the exact content profile for which a
rating is needed.

In summary, none of the existing prior art methods
maintain an adaptive content-based model of a user that
changes based on user behavior, allow for real-time updating
of the model, operate during the collection stage of infor-
mation retrieval, can make recommendations for items or
documents that have never been evaluated, or model a user
based on different modes of interaction.

OBJECTS AND ADVANTAGES

Accordingly, it is a primary object of the present invention
to provide a method of personalizing user interaction with
network documents that maintains an adaptive content-
based profile of the user.

It is another object of the invention to incorporate into the
profile user behavior during different modes of interaction
with information, thus allowing for cross-fertilization.
Learning about the user interests in one mode benefits all
other modes.

It is a further object of the invention to provide a method
that jointly models the user’s information needs and product
needs to provide stronger performance in both modes.

It is an additional object of the invention to provide a
method that personalizes both the collection and filtering
stages of information retrieval to manage efficiently the
enormous number of existing web documents.

It is another object of the invention to provide a method
for predicting user interest in an item that incorporates the
opinions of similar users without requiring storage and
maintenance of an item profile.
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It is a further object of the invention to provide an
information personalization method that models the user as
a function independent of any specific representation or data
structure, and represents the user interest in a document or
product independently of any specific user information need.
This approach enables the addition of new knowledge
sources into the user model.

It is an additional object of the present invention to
provide a method based on Bayesian statistics that updates
the user profile based on both negative and positive
examples.

It is a further object of the invention to model products by
analyzing all relevant knowledge sources, such as press
releases, reviews, and articles, so that a product can be
recommended even if it has never been purchased or evalu-
ated previously.

SUMMARY

These objects and advantages are attained by a computer-
implemented method for providing automatic, personalized
information services to a user. User interactions with a
computer are transparently monitored while the user is
engaged in normal use of the computer, and monitored
interactions are used to update user-specific data files that
include a set of documents associated with the user. Param-
eters of a learning machine, which define a User Model
specific to the user, are estimated from the user-specific data
files. Documents that are of interest and documents that are
not of interest to the user are treated distinctly in estimating
the parameters. The parameters are used to estimate a
probability P(uld) that a document is of interest to the user,
and the estimated probability is then used to provide per-
sonalized information services to the user.

The probability is estimated by analyzing properties of the
document and applying them to the learning machine. Docu-
ments of multiple distinct media types of analyzed, and
identified properties include: the probability that the docu-
ment is of interest to users who are interested in particular
topics, a topic classifier probability distribution, a product
model probability distribution, product feature values
extracted from the document, the document author, the
document age, a list of documents linked to the document,
the document language, number of users who have accessed
the document, number of users who have saved the docu-
ment in a favorite document list, and a list of users previ-
ously interested in the document. All properties are inde-
pendent of the particular user. The product model probability
distribution, which indicates the probability that the docu-
ment refers to particular products, is obtained by applying
the document properties to a product model, a learning
machine with product parameters characterizing particular
products. These product parameters are themselves updated
based on the document properties and on the product model
probability distribution. Product parameters are initialized
from a set of documents associated with each product.

User interactions are monitored during multiple distinct
modes of user interaction with network data, including a
network searching mode, network navigation mode, net-
work browsing mode, email reading mode, email writing
mode, document writing mode, viewing “pushed” informa-
tion mode, finding expert advice mode, and product pur-
chasing mode. Based on the monitored interactions, param-
eters of the learning machine are updated. Learning machine
parameters define various user-dependent functions of the
User Model, including a user topic probability distribution
representing interests of the user in various topics, a user
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product probability distribution representing interests of the
user in various products, a user product feature probability
distribution representing interests of the user in various
features of each of the various products, a web site prob-
ability distribution representing interests of the user in
various web sites, a cluster probability distribution repre-
senting similarity of the user to users in various clusters, and
a phrase model probability distribution representing inter-
ests of the user in various phrases. Some of the user-
dependent functions can be represented as information
theory based measures representing mutual information
between the user and either phrases, topics, products, fea-
tures, or web sites. The product and feature distributions can
also be used to recommend products to the user.

The User Model is initialized from documents provided
by the user, a web browser history file, a web browser
bookmarks file, ratings by the user of a set of documents, or
previous product purchases made by the user. Alternatively,
the User Model may be initialized by selecting a set of
predetermined parameters of a prototype user selected by the
user. Parameters of the prototype user are updated based on
actions of users similar to the prototype user. The User
Model can be modified based on User Model modification
requests provided by the user. In addition, the user can
temporarily use a User Model that is built from a set of
predetermined parameters of a profile selected by the user.

Distances between users are calculated to determine simi-
lar users, who are clustered into clusters of similar users.
Parameters defining the User Model may include the calcu-
lated distances between the User Model and User Models of
users within the user’s cluster. Users may also be clustered
based on calculated relative entropy values between User
Models of multiple users.

A number of other probabilities can be calculated, such as
a posterior probability P(uld,q) that the document is of
interest to the user, given a search query submitted by the
user. Estimating the posterior probability includes estimat-
ing a probability that the query is expressed by the user with
an information need contained in the document. In addition,
the probability P(uld,con) that the document is of interest to
the user during a current interaction session can be calcu-
lated. To do so, P(u,conld)/P(conld) is calculated, where con
represents a sequence of interactions during the current
interaction session or media content currently marked by the
user. A posterior probability P(uld,q,con) that the document
is of interest to the user, given a search query submitted
during a current interaction session, can also be calculated.

A variety of personalized information services are pro-
vided using the estimated probabilities. In one application,
network documents are crawled and parsed for links, and
probable interest of the user in the links is calculated using
the learning machine. Links likely to be of interest to the
user are followed. In another application, the user identifies
a document, and a score derived from the estimated prob-
ability is provided to the user. In an additional application,
the user is provided with a three-dimensional map indicating
user interest in each document of a hyperlinked document
collection. In a further application, an expert user is selected
from a group of users. The expert user has an expert User
Model that indicates a strong interest in a document asso-
ciated with a particular area of expertise. Another applica-
tion includes parsing a viewed document for hyperlinks and
separately estimating for each hyperlink a probability that
the linked document is of interest to the user. In a further
application, user interest information derived from the User
Model is sent to a third party web server that then custom-
izes its interaction with the user. Finally, a set of users
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interested in a document is identified, and a range of
interests for the identified users is calculated.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 is a schematic diagram of a computer system in
which the present invention is implemented.

FIG. 2 is a block diagram of a method of the present
invention for providing personalized product and informa-
tion services to a user.

FIG. 3 is a schematic diagram of knowledge sources used
as inputs to the User Model and resulting outputs.

FIGS. 4A—4E illustrate tables that store different compo-
nents and parameters of the User Model.

FIG. 5A illustrates a cluster tree containing clusters of
users similar to a particular user.

FIG. 5B is a table that stores parameters of a user cluster
tree.

FIG. 6A illustrates a preferred cluster tree for implement-
ing fuzzy or probabilistic clustering.

FIG. 6B is a table that stores parameters of a user fuzzy
cluster tree.

FIG. 7 illustrates a portion of a topic tree.

FIG. 8 is a table that stores nodes of the topic tree of FIG.
7.

FIG. 9 is a table that stores the names of clusters having
the most interest in nodes of the topic tree of FIG. 7, used
to implement the topic experts model.

FIG. 10 illustrates a portion of a product tree.

FIG. 11 is a table that stores nodes of the product tree of
FIG. 10.

FIG. 12A is a table that stores feature values of products
of the product tree of FIG. 10.

FIG. 12B is a table that stores potential values of product
features associated with intermediate nodes of the product
tree of FIG. 10.

FIG. 13 is a schematic diagram of the method of initial-
izing the User Model.

FIG. 14 illustrates the user recently accessed buffer, which
records all user interactions with documents.

FIG. 15A is a table for storing sites that are candidates to
include in the user site distribution.

FIG. 15B is a table for storing words that are candidates
to include in the user word distribution.

FIG. 16 is a table that records all products the user has
purchased.

FIG. 17 is a schematic diagram of the method of applying
the User Model to new documents to estimate the probabil-
ity of user interest in the document.

FIG. 18 is a block diagram of the personal crawler
application of the present invention.

FIG. 19 is a block diagram of the personal search appli-
cation of the present invention.

FIG. 20 is a block diagram of the personal navigation
application of the present invention.

FIG. 21 is a block diagram of the document barometer
application of the present invention.

FIG. 22 is a schematic diagram of the three-dimensional
map application of the present invention.

DETAILED DESCRIPTION

Although the following detailed description contains
many specifics for the purposes of illustration, anyone of
ordinary skill in the art will appreciate that many variations
and alterations to the following details are within the scope
of the invention. Accordingly, the following preferred
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embodiment of the invention is set forth without any loss of
generality to, and without imposing limitations upon, the
claimed invention.

The present invention, referred to as Personal Web, pro-
vides automatic, personalized information and product ser-
vices to a computer network user. In particular, Personal
Web is a user-controlled, web-centric service that creates for
each user a personalized perspective and the ability to find
and connect with information on the Internet, in computer
networks, and from human experts that best matches his or
her interests and needs. A computer system 10 implementing
Personal Web 12 is illustrated schematically in FIG. 1.
Personal Web 12 is stored on a central computer or server 14
on a computer network, in this case the Internet 16, and
interacts with client machines 18, 20, 22, 24, 26 via client-
side software. Personal Web 12 may also be stored on more
than one central computers or servers that interact over the
network. The client-side software may be part of a web
browser, such as Netscape Navigator or Microsoft Internet
Explorer, configured to interact with Personal Web 12, or it
may be distinct from but interacting with a client browser.
Five client machines are illustrated for simplicity, but Per-
sonal Web 12 is intended to provide personalized web
services for a large number of clients simultaneously.

For all of the typical interactions that a user has with a
computer network, such as the world wide web, Personal
Web 12 provides a personalized version. Personal Web 12
stores for each user a User Model 13 that is continuously and
transparently updated based on the user’s interaction with
the network, and which allows for personalization of all
interaction modes. The User Model represents the user’s
information and product interests; all information that is
presented to the user has been evaluated by the User Model
to be of interest to the user. The User Model allows for cross
fertilization; that is, information that is learned in one mode
of interaction is used to improve performance in all modes
of interaction. The User Model is described in detail below.

Five examples of personalized interaction modes pro-
vided by the present invention are illustrated in FIG. 1.
However, it is to be understood that the present invention
provides for personalization of all modes, and that the
following examples in no way limit the scope of the present
invention. Personal Web is active during all stages of infor-
mation processing, including collection, retrieval, filtering,
routing, and query answering.

Client 18 performs a search using Personal Web 12 by
submitting a query and receiving personalized search
results. The personal search feature collects, indexes, and
filters documents, and responds to the user query, all based
on the user profile stored in the User Model 13. For example,
the same query (e.g., “football game this weekend” or
“opera”) submitted by a teenager in London and an adult
venture capitalist in Menlo Park returns different results
based on the personality, interests, and demographics of
each user. By personalizing the collection phase, the present
invention does not require that all network documents be
filtered for a particular user, as does the prior art.

Client 20 browses the web aided by Personal Web 12. In
browsing mode, the contents of a web site are customized
according to the User Model 13. Personal Web interacts with
a cooperating web site by supplying User Model informa-
tion, and a web page authored in a dynamic language (e.g.,
DHTML) is personalized to the user’s profile. In navigation
mode, a personal navigation aid suggests to the user relevant
links within the visited site or outside it given the context,
for example, the current web page and previously visited
pages, and knowledge of the user profile.
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Client 22 illustrates the find-an-expert mode of Personal
Web 12. The user supplies an expert information or product
need in the form of a sample web page or text string, and
Personal Web 12 locates an expert in the user’s company,
circle of friends, or outside groups that has the relevant
information and expertise, based on the expert’s User Model
The located expert not only has the correct information, but
presents it in a manner of most interest to the user, for
example, focussing on technical rather than business details
of a product.

Client 24 uses the personal pushed information mode of
Personal Web 12. Personal Web 12 collects and presents
personal information to a user based on the User Model 13.
The pushed information is not limited to a fixed or category
or topic, but includes any information of interest to the user.
In communities, organizations, or group of users, the pushed
information can include automatic routing and delivery of
newly created documents that are relevant to the users.

Finally, client 26 illustrates the product recommendation
mode of Personal Web 12. The user submits a query for
information about a product type, and Personal Web 12
locates the products and related information that are most
relevant to the user, based on the User Model 13. As
described further below, product information is gathered
from all available knowledge sources, such as product
reviews and press releases, and Personal Web 12 can rec-
ommend a product that has never been purchased or rated by
any users.

All of the above features of Personal Web 12 are based on
a User Model 13 that represents user interests in a document
or product independently of any specific user information
need, i.e., not related to a specific query. The User Model 13
is a function that is developed and updated using a variety
of knowledge sources and that is independent of a specific
representation or data structure. The underlying mathemati-
cal framework of the modeling and training algorithms
discussed below is based on Bayesian statistics, and in
particular on the optimization criterion of maximizing pos-
terior probabilities. In this approach, the User Model is
updated based on both positive and negative training
examples. For example, a search result at the top of the list
that is not visited by the user is a negative training example.

The User Model 13, with its associated representations, is
an implementation of a learning machine. As defined in the
art, a learning machine contains tunable parameters that are
altered based on past experience. Personal Web 12 stores
parameters that define a User Model 13 for each user, and
the parameters are continually updated based on monitored
user interactions while the user is engaged in normal use of
a computer. While a specific embodiment of the learning
machine is discussed below, it is to be understood that any
model that is a learning machine is within the scope of the
present invention.

The present invention can be considered to operate in
three different modes: initialization, updating or dynamic
learning, and application. In the initialization mode, a User
Model 13 is developed or trained based in part on a set of
user-specific documents. The remaining two modes are
illustrated in the block diagram of FIG. 2. While the user is
engaged in normal use of a computer, Personal Web 12
operates in the dynamic learning mode to transparently
monitor user interactions with data (step 30) and update the
User Model 13 to reflect the user’s current interests and
needs. This updating is performed by updating a set of
user-specific data files in step 32, and then using the data
files to update the parameters of the User Model 13 in step
34. The user-specific data files include a set of documents
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and products associated with the user, and monitored user
interactions with data. Finally, Personal Web 12 applies the
User Model 13 to unseen documents, which are first ana-
lyzed in step 36, to determine the user’s interest in the
document (step 38), and performs a variety of services based
on the predicted user interest (step 40). In response to the
services provided, the user performs a series of actions, and
these actions are in turn monitored to further update the User
Model 13.

The following notation is used in describing the present
invention. The user and his or her associated representation
are denoted with u, a user query with g, a document with d,
a product or service with p, a web site with s, topic with t,
and a term, meaning a word or phrase, with w. The term
“document” includes not just text, but any type of media,
including, but not limited to, hypertext, database, spread-
sheet, image, sound, and video. A single document may have
one or multiple distinct media types. Accordingly, the set of
all possible documents is D, the set of all users and groups
is U, the set of all products and services is P, etc. The user
information or product need is a subset of D or P. Probability
is denoted with P, and a cluster of users or of clusters with
¢, with which function semantics are used. For example,
c(c(u)) is the cluster of clusters in which the user u is a
member (“the grandfather cluster”). Note that an explicit
notation of world knowledge, such as dictionaries, atlases,
and other general knowledge sources, which can be used to
estimate the various posterior probabilities, is omitted.

A document classifier is a function whose domain is any
document, as defined above, and whose range is the con-
tinuous interval [0, 1]. For example, a document classifier
may be a probability that a document d is of interest to a
particular user or a group of users. Specific document
classifiers of the present invention are obtained using the
User Model 13 and Group Model. The User Model 13
represents the user interest in a document independent of
any specific user information need. This estimation is unique
to each user. In strict mathematical terms, given a user u and
a document d, the User Model 13 estimates the probability
P(uld). P(uld) is the probability of the event that the user u
is interested in the document d, given everything that is
known about the document d. This classifier is extended to
include P(uld,con), the probability that a user is interested in
a given document based on a user’s current context, for
example, the web pages visited during a current interaction
session.

The Group or Cluster Model is a function that represents
the interest level of a group of users in a document inde-
pendently of any specific information need. For example, for
the group of users c(u), the mathematical notation of this
probability, which is determined by applying the Group
Model to a document d, is P(c(u)id).

A schematic diagram of the User Model is shown in FIG.
3, which illustrates the various knowledge sources (in
circles) used as input to the User Model. The knowledge
sources are used to initialize and update the User Model, so
that it can accurately take documents and generate values of
user interest in the documents, given the context of the user
interaction. Note that some of the knowledge sources are at
the individual user level, while others refer to aggregated
data from a group of users, while still others are independent
of all users. Also illustrated in FIG. 3 is the ability of the
User Model to estimate a user interest in a given product,
represented mathematically as the interest of a user in a
particular document, given that the document describes the
product:  P(userldocument, product described=p). As
explained further below, the long-term user interest in a
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product is one of many probabilities incorporated into the
computation of user interest in all documents, but it can also
be incorporated into estimation of a current user interest in
a product.

Beginning at the bottom left of FIG. 3, User Data and
Actions include all user-dependent inputs to the User Model,
including user browser documents, user-supplied docu-
ments, other user-supplied data, and user actions, such as
browsing, searching, shopping, finding experts, and reading
news. Data and actions of similar users are also incorporated
into the User Model by clustering all users into a tree of
clusters. Clustering users allows estimation of user interests
based on the interests of users similar to the user. For
example, if the user suddenly searches for information in an
arca that is new to him or her, the User Model borrows
characteristics of User Models of users with similar inter-
ests. Topic classifiers are used to classify documents auto-
matically into topics according to a predefined topic tree.
Similarly, product models determine the product or product
categories, if any, referred to by a document. Product models
also extract relevant feature of products from product-
related documents. The topic experts input provides input of
users with a high interest in a particular topic, as measured
by their individual User Models. Finally, the User Model
incorporates world knowledge sources that are independent
of all users, such as databases of company names, yellow
pages, thesauri, dictionaries, and atlases.

User Model Representations

Given the inputs shown in FIG. 3, the User Model is a
function that may be implemented with any desired data
structure and that is not tied to any specific data structure or
representation. The following currently preferred embodi-
ment of abstract data structures that represent the User
Model 13 is intended to illustrate, but not limit, the User
Model of the present invention. Some of the structures hold
data and knowledge at the level of individual users, while
others store aggregated data for a group or cluster of users.
Initialization of the various data structures of the User
Model is described in the following section; the description
below is of the structures themselves.

User-dependent inputs are represented by components of
the User Model shown in FIGS. 4A—4E. These inputs are
shown as tables for illustration purposes, but may be any
suitable data structure. The user-dependent components
include an informative word or phrase list, a web site
distribution, a user topic distribution, a user product distri-
bution, and a user product feature distribution. Each of these
user-dependent data structures can be thought of as a vector
of most informative or most frequent instances, along with
a measure representing its importance to the user.

The informative word and phrase list of FIG. 4A contains
the most informative words and phrases found in user
documents, along with a measure of each informative phrase
or word’s importance to the user. As used herein, an “infor-
mative phrase” includes groups of words that are not con-
tiguous, but that appear together within a window of a
predefined number of words. For example, if a user is
interested in the 1999 Melissa computer virus, then the
informative phrase might include the words “virus,” “Mel-
issa,” “security,” and “I'T,” all appearing within a window of
50 words. The sentence “The computer virus Melissa
changed the security policy of many IT departments™ cor-
responds to this phrase.

In addition to the words and phrases, the list contains the
last access time of a document containing each word or
phrase and the total number of accessed documents contain-
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ing the words. One embodiment of the informative measure
is a word probability distribution P(wlu) representing the
interest of a user u in a word or phrase w, as measured by the
word’s frequency in user documents. Preferably, however,
the informative measure is not simply a measure of the word
frequency in user documents; common words found in many
documents, such as “Internet,” provide little information
about the particular user’s interest. Rather, the informative
measure should be high for words that do not appear
frequently across the entire set of documents, but whose
appearance indicates a strong likelihood of the user’s inter-
est in a document. A preferred embodiment uses the TFIDF
measure, described in Ricardo Baeza-Yates and Berthier
Ribeiro-Neto, Modern Information Retrieval, Addison Wes-
ley, 1999, in which TF stands for term frequency, and IDF
stands for inverse document frequency. Mathematically, if
f,,. denotes the frequency of the word w in user u docu-
ments, and D, denotes the number of documents containing
the word w, then the importance of a word w to a user u is
proportional to the product £, ,,-D/D,,.

A more preferred embodiment of the measure of each
word’s importance uses a mathematically sound and novel
implementation based on information theory principles. In
particular, the measure used is the mutual information
between two random variables representing the user and the
word or phrase. Mutual information is a measure of the
amount of information one random variable contains about
another; a high degree of mutual information between two
random variables implies that knowledge of one random
variable reduces the uncertainty in the other random vari-
able.

For the present invention, the concept of mutual infor-
mation is adapted to apply to probability distributions on
words and documents. Assume that there is a document in
which the user’s interest must be ascertained. The following
two questions can be asked: Does the phrase p appear in the
document?; and Is the document of interest to the user u?
Intuitively, knowing the answer to one of the questions
reduces the uncertainty in answering the other question. That
is, if the word w appears in a different frequency in the
documents associated with the user u from its frequency in
other documents, it helps reduce the uncertainty in deter-
mining the interest of user u in the document.

Through the concept of mutual information, information
theory provides the mathematical tools to quantify this
intuition in a sound way. For a detailed explanation, see T.
Cover and J. Thomas, Elements of Information Theory,
Wiley, 1991. In this embodiment of the informative mea-
sure, two indicator variables are defined. I, has a value of 1
when the word w appears in a web document and 0 when it
does not, and I, has a value of 1 when a web document is of
interest to the user u and 0 when it does not. The mutual
information between the two random variables 1, and I, is
defined as:

o Pliy, i)
Iy l)= ) " Pl ’")k’gzm

iwelyiyely

The probabilities in this formula are computed over a set
of documents of interest to the user and a set of documents
not of interest to the user. For example, consider a set of 100
documents of interest to the user, and a set of 900 documents
not of interest to the user. Then P(i,=1)=0.1, and P(i,=0)
=0.9. Assume that in the combined set of 1000 documents,
150 contain the word “Bob.” Then P(i,=1)=0.15, and
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P(i,,=0)=0.85. In addition, assume that “Bob” appears in all
100 of the documents of interest to the user. P(i,,,i,) has the
following four values:

Iy Iy P(iy, 1)
0 0 850/1000
0 1 50/1000
1 0 0/1000
1 1 10071000

Using the above formula, the mutual information between
the user and word Bob is:

IUpos; Luser) = 850/1000 log [850/1000/(0.85 +0.9)] +
50/1000 1og[50/1000/(0.15 +0.9)] +
071000 1log[0/1000/(0.1+0.85)] +

100/1000 log [100/100/(0.15 +0.1)]
=0.16.

Mutual information is a preferred measure for selecting
the word and phrase list for each user. The chosen words and
phrases have the highest mutual information.

The remaining User Model representations are analo-
gously defined using probability distributions or mutual
information. The web site distribution of FIG. 4B contains
a list of web sites favored by the user along with a measure
of the importance of each site. Given the dynamic nature of
the Internet, in which individual documents are constantly
being added and deleted, a site is defined through the first
backslash (after the www). For example, the uniform
resource locator (URL) http://www.herring.com/companies/
2000 . . . is considered as www.herring.com. Sites are
truncated unless a specific area within a site is considered a
separate site; for example, www.cnn.com/health is consid-
ered to be a different site than www.cnn.com/us. Such
special cases are decided experimentally based on the
amount of data available on each site and the principles of
data-driven  approaches, described in Vladimir S.
Cherkassky and Filip M. Mulier, Learning from Data:
Concepts, Theory, and Methods, in Adaptive and Learning
Systems for Signal Processing, Communications and Con-
trol, Simon Haykin, series editor, Wiley & Sons, March,
1998. Each site has an importance measure, either a discrete
probability distribution, P(slu), representing the interest of
user u in a web site s, or the mutual information metric
defined above, I(I; 1), representing the mutual information
between the user u and a site s. The web site distribution also
contains the last access time and number of accesses for each
site.

FIG. 4C illustrates the user topic distribution, which
represents the interests of the user in various topics. The user
topic distribution is determined from a hierarchical, user-
independent topic model, for example a topic tree such as
the Yahoo directory or the Open Directory Project, available
at http://dmoz.org/. Each entry in the tree has the following
form:

Computers\Internet\WWW\Searching the

Web\Directories\Open Directory Project\

where the topic following a backslash is a child node of the
topic preceding the backslash. The topic model is discussed
in more detail below.
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For each node of the topic tree, a probability is defined
that specifies the user interest in the topic. Each level of the
topic model is treated distinctly. For example, for the top
level of the topic model, there is a distribution in which

Pt lu)+P(tju)=1,

where t; represents the top level of topics and is the same set
of topics for each user, e.g., technology, business, health, etc.
P (tu) is the sum of the user probabilities on all top level
topics. For each topic level, t, represents specific interests of
each user that are not part of any common interest topics, for
instance family and friends’ home pages. For lower topic
levels, every node in the tree is represented in the user topic
distribution by a conditional probability distribution. For
example, if the Technology node splits into Internet, Com-
munication, and Semiconductors, then the probability dis-
tribution is of the form:

P(Internetlu, Technology)+P(Communicationk, Tech-
nology)+P(Semiconductorslz,Technology)+P
(t,lu,Technology)=1

Rather than probabilities, the mutual information metric
defined above may be used; I(I; I,) represents the mutual
information between the user u and the topic t. An exem-
plary data structure shown in FIG. 4C for storing the user
topic distribution contains, for each topic, the topic parent
node, informative measure, last access time of documents
classified into the topic, and number of accesses of docu-
ments classified into the topic. Note that the User Model
contains an entry for every topic in the tree, some of which
have a user probability or mutual information of zero.

The user product distribution of FIG. 4D represents the
interests of the user in various products, organized in a
hierarchical, user-independent structure such as a tree, in
which individual products are located at the leaf nodes of the
tree. The product taxonomy is described in further detail
below. The product taxonomy is similar to the topic tree.
Each entry in the tree has the following form:

Consumer Electronics\Cameras\Webcams\3Com Home-

Connect\

where a product or product category following a backslash
is a child node of a product category preceding the back-
slash.

For each node of the product model, a probability is
defined that specifies the user interest in that particular
product or product category. Each level of the product model
is treated distinctly. For example, for the top level of the
product hierarchy, there is a distribution in which

P(pju)=1,

where p, represents the top level of product categories and is
the same for each user, e.g., consumer electronics, comput-
ers, software, etc. For lower product category levels, every
node in the tree is represented in the user product distribu-
tion by a conditional probability distribution. For example,
if the Cameras node splits into Webcams and Digital Cam-
eras, then the probability distribution is of the form:

P(Webcamslu,Cameras)+P(Digital ~ Camerashk,Cam-

eras)=1
Rather than probabilities, the mutual information metric
defined above may be used. Then I(I; I,) represents the
mutual information between the user u and the product or
product category p. An exemplary data structure for storing
the user product distribution contains, for each product, the
product ID, product parent node, user probability, last pur-
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chase time of the product, number of product purchases, last
access time of documents related to the product, and number
of related documents accessed.

For each product or category on which the user has a
nonzero probability, the User Model contains a user product
feature distribution on the relevant features, as shown in
FIG. 4E. Each product category has associated with it a list
of features, and the particular values relevant to the user are
stored along with a measure of the value’s importance, such
as a probability P(flu,p) or mutual information measure I(I5
I). For example, Webcams have a feature Interface with
possible values Ethernet (10BaseT), Parallel, PC Card,
serial, USB, and TV. Probability values of each feature sum
to one; that is,

P(Ethernetlu, Interface, Webcam)+P(Parallells,Inter-
face,Webcam)+P(PCCardlu,Interface, Webcam)
+P(seriall, Interface, Webcam)+P(USB, Inter-
face, Webcam)+P(TViu,Interface,Webcam)=1.

User probability distributions or mutual information mea-
sures are stored for each feature value of each node. Note
that there is no user feature value distribution at the leaf
nodes, since specific products have particular values of each
feature.

Finally, user-dependent components of the User Model
include clusters of users similar to the user. Users are
clustered into groups, forming a cluster tree. One embodi-
ment of a user cluster tree, shown in FIG. SA, hard classifies
users into clusters that are further clustered. Each user is a
member of one and only one cluster. For example, Bob is
clustered into a cluster c(u), which is further clustered into
clusters of clusters, until the top level cluster is reached c(U).
The identity of the user’s parent cluster and grandfather
cluster is stored as shown in FIG. 5B, and information about
the parent cluster is used as input into the User Model. As
described below, clusters are computed directly from User
Models, and thus need not have a predefined semantic
underpinning.

Preferably, the User Model does not user hard clustering,
but rather uses soft or fuzzy clustering, also known as
probabilistic clustering, in which the user belongs to more
than one cluster according to a user cluster distribution
P(c(u)). FIG. 6A illustrates fuzzy clusters in a cluster hier-
archy. In this case, Bob belongs to four different clusters
according to the probability distribution shown. Thus Bob is
most like the members of cluster C4, but still quite similar
to members of clusters C1, C2, C3, and C4. Fuzzy clustering
is useful for capturing different interests of a user. For
example, a user may be a small business owner, a parent of
a small child, and also an avid mountain biker, and therefore
need information for all three roles. Probabilistic clustering
is described in detail in the Ph.D. thesis of Steven J. Nowlan,
“Soft Competitive Adaptation: Neural Network Learning
Algorithms Based on Fitting Statistical Mixtures,” School of
Computer Science, Carnegie Mellon University, Pittsburgh,
Pa., 1991. A suitable data structure for representing fuzzy
clusters is shown in FIG. 6B. Each row stores the cluster or
user ID, one parent ID, and the cluster probability, a measure
of similarity between the cluster or user and the parent
cluster.

Note that all elements of an individual User Model for a
user u also apply to a cluster of users c(u). Thus for each
cluster, a Group Model is stored containing an informative
word list, a site distribution, a topic distribution, a group
product distribution, and a group product feature distribu-
tion, each with appropriate measures. For example, P(plc(u))
represents the interest of a cluster ¢(u) in various products p.
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The user-dependent User Model representations also
include a user general information table, which records
global information describing the user, such as the User ID,
the number of global accesses, the number of accesses
within a recent time period, and pointers to all user data
structures.

Other knowledge sources of the User Model are indepen-
dent of the user and all other users. Topic classifiers are used
to classify documents into topics according to a predefined
topic tree, an example of which is illustrated in FIG. 7. A
variety of topic trees are available on the web, such as the
Yahoo directory or Open Directory Project (www.dmo-
z.org). A topic classifier is a model similar to the user model
that estimates the probability that a document belongs to a
topic. Every node on the topic tree has a stored topic
classifier. Thus the set of all topic classifiers computes a
probability distribution of all of the documents in the set of
documents D among the topic nodes. For example, the topic
classifier in the root node in FIG. 7 estimates the posterior
probabilities P(tld), where t represents the topic of document
d and is assigned values from the set {Arts, Business,
Health, News, Science, Society}. Similarly, the topic clas-
sifier for the Business node estimates the posterior probabil-
ity P(tid, Business), where t represents the specific topic of
the document d within the Business category. Mathemati-
cally, this posterior probability is denoted P(t(d)
=Business\Investing\lt(d)=Business, d), which represents the
probability that the subtopic of the document d within
Business is Investing, given that the topic is Business. The
topic tree is stored as shown in FIG. 8, a table containing, for
each node, the topic ID, depth level, topic parent ID, number
of child nodes, and topic ID of the child nodes.

The topic experts model estimates the probability that a
document is of interest to users who are interested in a
particular topic, independent of any specific user informa-
tion need. Each node of the topic tree has, in addition to a
topic classifier, a corresponding topic expert function. Note
that the topic classifier and topic expert function are inde-
pendent; two documents can be about investing, but one of
high interest to expert users and the other of no interest to
expert users. The topic expert model can be considered an
evaluation of the quality of information in a given document.
The assumption behind the topic experts model is that the
degree of interest of a user in a given topic is his or her
weight for predicting the quality or general interest level in
a document classified within the particular topic. Obviously
there are outliers to this assumption, for example, novice
users. However, in general and averaged across many users,
this measure is a good indicator of a general interest level in
a document. For every topic in the tree, a list of the N
clusters with the most interest in the topic based on the
cluster topic distribution is stored. The cluster topic distri-
bution is similar to the user topic distribution described
above, but is averaged over all users in the cluster. An
exemplary data structure for storing the topic experts model
is shown in FIG. 9.

Finally, a product model is stored for every node of a
product taxonomy tree, illustrated in FIG. 10. Examples of
product taxonomy trees can be found at www.cnet.com and
www.productopia.com, among other locations. In any prod-
uct taxonomy tree, the leaf nodes, i.e., the bottom nodes of
the tree, correspond to particular products, while higher
nodes represent product categories. Product models are
similar to topic classifiers and User Models, and are used to
determine whether a document is relevant to a particular
product or product category. Thus a product model contains
a list of informative words, topics, and sites. The set of all
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product models computes a probability distribution of all of
the documents in the set of documents D among the product
nodes. For example, the product model in the root node in
FIG. 10 estimates the posterior probabilities P(pld), where p
represents the product referred to in document d and is
assigned values from the set {Consumer Electronics, Com-
puters, Software}. Similarly, the product model for the
Consumer Electronics node estimates the posterior probabil-
ity P(pld, Consumer Electronics), where p represents the
product category of the document d within the Consumer
Electronics category. Mathematically, this posterior prob-
ability is denoted P(p(d)=Consumer Electronics\CD
Players\lp(d)=Consumer Electronics, d), which represents
the probability that the subproduct category of the document
d within Consumer Electronics is CD Players, given that the
product category is Consumer Electronics. The product tree
is stored as shown in FIG. 11, a table containing, for each
node, the topic ID, depth level, topic parent ID, number of
child nodes, and topic ID of the child nodes.

Each node of the product tree has an associated product
feature list, which contains particular descriptive features
relevant to the product or category. Nodes may have asso-
ciated feature values; leaf nodes, which represent specific
products, have values of all relevant product features. Prod-
uct feature lists are determined by a human with knowledge
of the domain. However, feature values may be determined
automatically form relevant knowledge sources as explained
below.

For example, in the product tree of FIG. 10, CD Players
is the parent node of the particular CD players Sony CDP-
CX350 and Harman Kardon CDR2. The product category
CD Players has the following features: Brand, CD Capacity,
Digital Output, Plays Minidisc, and Price Range. Each
feature has a finite number of potential feature values; for
example, CD Capacity has potential feature values 1 Disc,
1-10 Discs, 10-50 Discs, or 50 Discs or Greater. Individual
products, the child nodes of CD Players, have one value of
each feature. For example, the Sony CDP-CX350 has a 300
disc capacity, and thus a feature value of 50 Discs or Greater.

Some product features are relevant to multiple product
categories. In this case, product features propagate as high
up the product tree as possible. For example, digital cameras
have the following product features: PC Compatibility,
Macintosh Compatibility, Interfaces, Viewfinder Type, and
Price Range. Webcams have the following product features:
PC Compatibility, Macintosh Compatibility, Interfaces,
Maximum Frames per Second, and Price Range. Common
features are stored at the highest possible node of the tree;
thus features PC Compatibility, Macintosh Compatibility,
and Interfaces are stored at the Cameras node. The Digital
Cameras node stores only product feature Viewfinder Type,
and the Webcams node stores only product feature Maxi-
mum Frames per Second.

Note that product feature Price Range is common to CD
Players and Cameras, and also Personal Minidiscs, and thus
is propagated up the tree and stored at node Consumer
Electronics.

Individual products at leaf nodes inherit relevant features
from all of their ancestor nodes. For example, Kodak CD280
inherits the feature Viewfinder Type from its parent; PC
Compatibility, Macintosh Compatibility, and Interfaces
from its grandparent; and Price Range from its great-
grandparent. A product feature list is stored as shown in FIG.
12A, and contains, for each product ID, the associated
feature and its value. All potential feature values are stored
in a product feature value list, as shown in FIG. 12B.
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The system also includes a document database that
indexes all documents D. The document database records,
for each document, a document ID, the full location (the
URL of the document), a pointer to data extracted from the
document, and the last access time of the document by any
user. A word database contains statistics of each word or
phrase from all user documents. The word database contains
the word ID, full word, and word frequency in all documents
D, used in calculating informative measures for individual
users and clusters.

Initialization of User Model

The User Model is initialized offline using characteriza-
tions of user behavior and/or a set of documents associated
with the user. Each data structure described above is created
during initialization. In other words, the relevant parameters
of the learning machine are determined during initialization,
and then continually updated online during the update mode.

In one embodiment, the user documents for initializing
the User Model are identified by the user’s web browser.
Most browsers contain files that store user information and
are used to minimize network access. In Internet Explorer,
these files are known as favorites, cache, and history files.
Most commercial browsers, such as Netscape Navigator,
have equivalent functionality; for example, bookmarks are
equivalent to favorites. Users denote frequently-accessed
documents as bookmarks, allowing them to be retrieved
simply by selection from the list of bookmarks. The book-
marks file includes for each listing its creation time, last
modification time, last visit time, and other information.
Bookmarks of documents that have changed since the last
user access are preferably deleted from the set of user
documents. The Internet Temporary folder contains all of the
web pages that the user has opened recently (e.g., within the
last 30 days). When a user views a web page, it is copied to
this folder and recorded in the cache file, which contains the
following fields: location (URL), first access time, and last
access time (most recent retrieval from cache). Finally, the
history file contains links to all pages that the user has
opened within a set time period.

Alternatively, the user supplies a set of documents, not
included in any browser files, that represent his or her
interests. The User Model can also be initialized from
information provided directly by the user. Users may fill out
forms, answer questions, or play games that ascertain user
interests and preferences. The user may also rate his or her
interest in a set of documents provided.

User documents are analyzed as shown in FIG. 13 to
determine initial parameters for the various functions of the
User Model. A similar analysis is used during updating of
the User Model. Note that during updating, both documents
that are of interest to the user and documents that are not of
interest to the user are analyzed and incorporated into the
User Model. The process is as follows. In a first step 82, the
format of documents 80 is identified. In step 84, documents
80 are parsed and separated into text, images and other
non-text media 88, and formatting. Further processing is
applied to the text, such as stemming and tokenization to
obtain a set of words and phrases 86, and information
extraction. Through information extraction, links 90 to other
documents, email addresses, monetary sums, people’s
names, and company names are obtained. Processing is
performed using natural language processing tools such as
LinguistX® and keyword extraction tools such as Thing
Finder™, both produced by Inxight (www.inxight.com).
Further information on processing techniques can be found
in Christopher D. Manning and Hinrich Schutze, Founda-
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tions of Statistical Natural Language Processing, MIT
Press, 1999. Additional processing is applied to images and
other non-text media 88. For example, pattern recognition
software determines the content of images, and audio or
speech recognition software determines the content of audio.
Finally, document locations 94 are obtained.

Parsed portions of the documents and extracted informa-
tion are processed to initialize or update the user represen-
tations in the User Model. In step 96, user informative words
or phrases 98 are obtained from document words and
phrases 86. In one embodiment, a frequency distribution is
obtained to calculate a TFIDF measure quantifying user
interest in words 98. Alternatively, mutual information is
calculated between the two indicator variables I, and I, as
explained above. The set of informative words 98 contains
words with the highest probabilities or mutual information.

In step 100, the topic classifiers are applied to all extracted
information and portions of documents 80 to obtain a
probability distribution P(tid) for each document on each
node of the topic tree. As a result, each node has a set of
probabilities, one for each document, which is averaged to
obtain an overall topic node probability. The average prob-
abilities become the initial user topic distribution 102. If
desired, mutual information between the two indicator vari-
ables I, and I, can be determined as explained above.

Similarly, in step 104, product models are applied to all
extracted information from documents 80 to classify docu-
ments according to the product taxonomy tree. From user
purchase history 105, additional product probabilities are
obtained. Probabilities for each node are combined, weight-
ing purchases and product-related documents appropriately,
to obtain a user product distribution 106. Note that only
some of documents 80 contain product-relevant information
and are used to determine the user product distribution 106.
Product models return probabilities of zero for documents
that are not product related.

The user product feature distribution 108 can be obtained
from different sources. If a user has a nonzero probability for
a particular product node, then the feature distribution on
that node is obtained from its leaf nodes. For example, if one
of the user documents was classified into Kodak DC280 and
another into Nikon Coolpix 950, then the user product
feature distribution for the Digital Cameras node has a
probability of 0.5 for the feature values corresponding to
each camera. Feature value distributions propagate through-
out the user product feature distributions. For example, if the
two cameras are in the same price range, $300-$400, then
the probability of the value $300-$400 of the feature Price
Range is 1.0, which propagates up to the Consumer Elec-
tronics node (assuming that the user has no other product-
related documents falling within Consumer Electronics).

Alternatively, product feature value distributions are
obtained only from products that the user has purchased, and
not from product-related documents in the set of user
documents. Relevant feature values are distributed as high
up the tree as appropriate. If the user has not purchased a
product characterized by a particular feature, then that
feature has a zero probability. Alternatively, the user may
explicitly specify his or her preferred feature values for each
product category in the user product distribution. User-
supplied information may also be combined with feature
value distributions obtained from documents or purchases.

Document locations 94 are analyzed (step 110) to obtain
the user site distribution 112. Analysis takes into account the
relative frequency of access of the sites within a recent time
period, weighted by factors including how recently a site
was accessed, whether it was kept in the favorites or
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bookmarks file, and the number of different pages from a
single site that were accessed. Values of weighting factors
are optimized experimentally using jackknifing and cross-
validation techniques described in H. Bourlard and N.
Morgan, Connectionist Speech Recognition: A Hybrid
Approach, Kluwer Academic Publishers, 1994.

Note that there is typically overlap among the different
representations of the User Model. For example, a news
document announcing the release of a new generation of
Microsoft servers has relevant words Microsoft and server.
In addition, it is categorized within the product taxonomy
under Microsoft servers and the topic taxonomy under
computer hardware. This document may affect the user’s
word list, product distribution, and topic distribution.

After the User Models are initialized for all users, cluster
membership can be obtained. Clusters contain users with a
high degree of similarity of interests and information needs.
A large number of clustering algorithms are available; for
examples, see K. Fukunaga, Sratistical Pattern Recognifion,
Academic Press, 1990. As discussed above, users are pref-
erably soft clustered into more than one cluster. Preferably,
the present invention uses an algorithm based on the relative
entropy measure from information theory, a measure of the
distance between two probability distributions on the same
event space, described in T. Cover and J. Thomas, Flements
of Information Theory, Chapter 2, Wiley, 1991. Clustering is
unsupervised. That is, clusters have no inherent semantic
significance; while a cluster might contain users with a high
interest in mountain biking, the cluster tree has no knowl-
edge of this fact.

In a preferred embodiment, the relative entropy between
two User Model distributions on a fixed set of documents
Dyppre 1s calculated. D, ;. is chosen as a good represen-
tation of the set of all documents D. Distributions of similar
users have low relative entropy, and all pairs of users within
a cluster have relative entropy below a threshold value. The
User Model of each user is applied to the documents to
obtain a probability of interest of each user in each document
in the set. The relative entropy between two user distribu-
tions for a single document is calculated for each document
in the set, and then summed across all documents.

The exact mathematical computation of the relative
entropy between two users is as follows. An indicator
variable I, ,is assigned to 1 when a document d is of interest
to a user u and O when it is not. For two users u, and u, and
for any document d, the relative entropy between the cor-
responding distributions is:

Pllyya)
Pliz,4)

Dlura 1 liza) = ) Pliurallogy

iel
For example, if P(u,!d)=0.6 and P(u,/d)=0.9, then

D{,1 il 2.)=0.4 Tog (0.4/0.1)+0.6 log (0.6/0.9).

The relative entropy can be converted to a metric D' that
obeys the triangle inequality:

D'II)=0.5* (D IL)+DL|I,)-

For any two users u; and u,, and for each document in
Dyppre» the metric D' is computed between the correspond-
ing indicator variable distributions on the document. The
values for all document are summed, and this sum is the
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distance metric for clustering users. This distance is defined
as:

Distance(u; , up) =

Z Dz(l,ljydj 1 1u2,dj)-

;€D sample

An alternative clustering algorithm computes the relative
entropy between individual user distributions in the User
Model, for example, between all informative word lists, site
distributions, etc., of each user. The equations are similar to
those above, but compute relative entropy based on indicator
variables such as I, ,,, which is assigned a value of 1 when
a word w is of interest to a user u. The calculated distances
between individual user distributions on words, sites, topics,
and products are summed to get an overall user distance.
This second algorithm is significantly less computationally
costly than the preferred algorithm above; selection of an
algorithm depends on available computing resources. In
either case, relative entropy can also be computed between
a user and cluster of users.

Each cluster has a Group or Cluster Model that is analo-
gous to a User Model. Cluster Models are generated by
averaging each component of its members’ User Models.
When fuzzy clusters are used, components are weighted by
a user’s probability of membership in the cluster.

In some cases, initialization is performed without any
user-specific information. A user may not have a large
bookmarks file or cache, or may not want to disclose any
personal information. For such users, prototype users are
supplied. A user can choose one or a combination of several
prototype User Models, such as the technologist, the art
lover, and the sports fan. Predetermined parameters of the
selected prototype user are used to initialize the User Model.
Users can also opt to add only some parameters of a
prototype user to his or her existing User Model by choosing
the prototype user’s distribution of topics, words, sites, etc.
Note that prototype users, unlike clusters, are semantically
meaningful. That is, prototype users are trained on a set of
documents selected to represent a particular interest. For this
reason, prototype users are known as “hats,” as the user is
trying on the hat of a prototype user.

Users can also choose profiles on a temporary basis, for
a particular session only. For example, in a search for a
birthday present for his or her teenage daughter, a venture
capitalist from Menlo Park may be interested in information
most probably offered to teenagers, and hence may choose
a teenage girl profile for the search session.

User-independent components are also initialized. The
topic classifiers are trained using the set of all possible
documents D. For example, D may be the documents
classified by the Open Directory Project into its topic tree.
Topic classifiers are similar to a User Model, but with a
unimodal topic distribution function (i.e., a topic model has
a topic distribution value of 1 for itself and O for all other
topic nodes). The set of documents associated with each leaf
node of the topic tree is parsed and analyzed as with the user
model to obtain an informative word list and site distribu-
tion. When a topic classifier is applied to a new document,
the document’s words and location are compared with the
informative components of the topic classifier to obtain
P(tid). This process is further explained below with reference
to computation of P(uld). Preferably, intermediate nodes of
the tree do not have associated word list and site distribu-
tions. Rather, the measures for the word list and site distri-
bution of child nodes are used as input to the topic classifier
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of their parent nodes. For example, the topic classifier for the
Business node of the topic tree of FIG. 7 has as its input the
score of the site of the document to be classified according
to the site distributions of the topic models of its child nodes,
Employment, Industries, and Investing. The classifier can be
any non-linear classifier such as one obtained by training a
Multilayer Perceptron (MLP) using jackknifing and cross-
validation techniques, as described in H. Bourlard and N.
Morgan, Connectionist Speech Recognition: A Hybrid
Approach, Kluwer Academic Publishers, 1994. It can be
shown that a MLP can be trained to estimate posterior
probabilities; for details, see J. Hertz, A. Krogh, R. Palmer,
Introduction to The Theory of Neural Computation, Addi-
son-Wesley, 1991.

The topic experts model is initialized by locating for
every node in the topic tree the N clusters that are of the
same depth in the user cluster tree as the user, and that have
the highest interest in the topic, based on their cluster topic
distribution. The cluster topic distribution P(tic(u)) is simply
an average of the user topic distribution P(tlu) for each user
in the cluster. The topic experts model is used to determine
the joint probability that a document and the topic under
consideration are of interest to any user, P(t,d). Using Bayes’
rule, this term can be approximated by considering the users
of the N most relevant clusters.

P, d)= ) Ple; |1, DP( | d)P(d)
ieN

The topic experts model is, therefore, not a distinct model,
but rather an ad hoc combination of user and cluster topic
distributions and topic models.

Product models are initialized similarly to User Models
and topic classifiers. Each leaf node in the product tree of
FIG. 10 has an associated set of documents that have been
manually classified according to the product taxonomy.
These documents are used to train the product model as
shown for the User Model in FIG. 13. As a result, each leaf
node of the product tree contains a set of informative words,
a topic distribution, and a site distribution. Each node also
contains a list of features relevant to that product, which is
determined manually. From the documents, values of the
relevant features are extracted automatically using informa-
tion extraction techniques to initialize the feature value list
for the product. For example, the value of the CD Capacity
is extracted from the document. Information extraction is
performed on unstructured text, such as HITML documents,
semi-structured text, such as XML documents, and struc-
tured text, such as database tables. As with the topic model,
a nonlinear function such as a Multilayer Perceptron is used
to train the product model.

Preferably, as for topic classifiers, intermediate nodes of
the product tree do not have associated word lists, site
distributions, and topic distributions. Rather, the measures
for the word list, site distribution, and topic distribution of
child nodes are used as input to the product models of their
parent nodes. Alternatively, each parent node may be trained
using the union of all documents of its child nodes.

Updating the User Model

The User Model is a dynamic entity that is refined and
updated based on all user actions. User interactions with
network data are transparently monitored while the user is
engaged in normal use of his or her computer. Multiple
distinct modes of interaction of the user are monitored,
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including network searching, network navigation, network
browsing, email reading, email writing, document writing,
viewing pushed information, finding expert advice, product
information searching, and product purchasing. As a result
of the interactions, the set of user documents and the
parameters of each user representation in the User Model are
modified.

While any nonlinear function may be used in the User
Model (e.g., a Multilayer Perceptron), a key feature of the
model is that the parameters are updated based on actual user
reactions to documents. The difference between the pre-
dicted user interest in a document or product and the actual
user interest becomes the optimization criterion for training
the model.

Through his or her actions, the user creates positive and
negative patterns. Positive examples are documents of inter-
est to a user: search results that are visited following a search
query, documents saved in the user favorites or bookmarks
file, web sites that the user visits independently of search
queries, etc. Negative examples are documents that are not
of interest to the user, and include search results that are
ignored although appear at the top of the search result,
deleted bookmarks, and ignored pushed news or email.
Conceptually, positive and negative examples can be viewed
as additions to and subtractions from the user data and
resources.

Information about each document that the user views is
stored in a recently accessed buffer for subsequent analysis.
The recently accessed buffer includes information about the
document itself and information about the user’s interaction
with the document. One possible implementation of a buffer
is illustrated in FIG. 14; however, any suitable data structure
may be used. The recently-accessed buffer contains, for each
viewed document, a document identifier (e.g., its URL); the
access time of the user interaction with the document; the
interaction type, such as search or navigation; the context,
such as the search query; and the degree of interest, for
example, whether it was positive or negative, saved in the
bookmarks file, how long the user spent viewing the docu-
ment, or whether the user followed any links in the docu-
ment. Additional information is recorded for different modes
of interaction with a document as discussed below.

A metric is determined for each document to indicate
whether it is a positive, negative or neutral event; this metric
can potentially be any grade between 0 and 1, where 0 is a
completely negative event, 1 is a completely positive event,
and 0.5 is a neutral event. Previous user interactions may be
considered in computing the metric; for example, a web site
that the user accesses at a frequency greater than a prede-
termined threshold frequency is a positive example. After
each addition to or subtraction from the set of user docu-
ments, the document is parsed and analyzed as for the User
Model initialization. Extracted information is incorporated
into the User Model.

Because the User Model is constantly and dynamically
updated, applying the initialization process for each update
is inefficient. Preferably, incremental learning techniques are
used to update the User Model. Efficient incremental learn-
ing and updating techniques provide for incorporating new
items into existing statistics, as long as sufficient statistics
are recorded. Details about incremental learning can be
found in P. Lee, Bayesian Statistics, Oxtord University
Press, 1989.

After a document stored in the recently accessed buffer is
parsed, parsed portions are stored in candidate tables. For
example, FIGS. 15A and 15B illustrate a user site candidate
table and user word candidate table. The user site candidate
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table holds sites that are candidates to move into the user site
distribution of FIG. 4B. The site candidate table stores the
site name, i.e., the URL until the first backslash, except for
special cases; the number of site accesses; and the time of
last access. The user word candidate table holds the words
or phrases that are candidates to move into the user infor-
mative word list of FIG. 4A. It contains a word or phrase ID,
alternate spellings (or misspellings) of the word, an infor-
mative grade, and a time of last access.

Negative examples provide words, sites, and topics that
can be used in several ways. The measure of any item
obtained from the negative example may be reduced in the
user distribution. For example, if the negative example is
from a particular site that is in the user site distribution, then
the probability or mutual information of that site is
decreased. Alternatively, a list of informative negative items
may be stored. The negative items are obtained from nega-
tive examples and are used to reduce the score of a document
containing negative items.

Documents are added to the buffer during all user modes
of interaction with the computer. Interaction modes include
network searching, network navigation, network browsing,
email reading, email writing, document writing, viewing
“pushed” information, finding expert advice, and product
purchasing. Different types of information are stored in the
buffer for different modes. In network searching, search
queries are recorded and all search results added to the
buffer, along with whether or not a link was followed and
access time for viewed search results. In network browsing,
the user browses among linked documents, and each docu-
ment is added to the buffer, along with its interaction time.
In email reading mode, each piece of email is considered to
be a document and is added to the buffer. The type of
interaction with the email item, such as deleting, storing, or
forwarding, the sender of the email, and the recipient list are
recorded. In email writing mode, each piece of written email
is considered a document and added to the buffer. The
recipient of the email is recorded. Documents written during
document writing mode are added to the buffer. The user’s
access time with each piece of pushed information and type
of interaction, such as saving or forwarding, are recorded. In
finding expert advice mode, the user’s interest in expert
advice is recorded; interest may be measured by the inter-
action time with an email from an expert, a user’s direct
rating of the quality of information received, or other
suitable measure.

During a product purchasing mode, a similar buffer is
created for purchased products, as shown in FIG. 16. All
purchased products are used to update the User Model. The
user recently purchased products buffer records for each
purchase the product ID, parent node in the product tree,
purchase time, and purchase source. Purchased products are
used to update the user product distribution and user product
feature distribution.

If the user feels that the User Model is not an adequate
representation of him or her, the user may submit user
modification requests. For example, the user may request
that specific web sites, topics, or phrases be added to or
deleted from the User Model.

User Models for prototype users (hats) are also updated
based on actions of similar users. Obviously, it is desirable
for prototype User Models to reflect the current state of the
representative interest. New web sites appear constantly, and
even new informative words appear regularly. For example,
technology-related words are introduced and widely adopted
quite rapidly; the word list of the Technologist hat should be
updated to reflect such changes.
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Prototype User Models are updated using actions that are
related to the prototype. Actions include documents, user
reactions to documents, and product purchases. There are
many ways to determine whether an action is relevant to the
prototype user. A document that is a positive example for
many users (i.c., a followed search result or bookmarked
page) and also has a high probability of interest to the
prototype user is added to the set of prototype user docu-
ments. Actions of users or clusters who are similar to the
prototype user, as measured by the relative entropy between
individual distributions (words, sites, etc.), are incorporated
into the prototype User Model. Additions to the prototype
User Model may be weighted by the relative entropy
between the user performing the action and the prototype
user. Actions of expert users who have a high degree of
interest in topics also of interest to the prototype user are
incorporated into the prototype User Model.

Note that users who are trying on hats are not able to
change the prototype User Model. Their actions affect their
own User Models, but not the prototype User Model.
Updates to the prototype User Model are based only on
actions of users who are not currently trying on hats.

Product models are also continually updated using incre-
mental learning techniques. As described below, the present
invention includes crawling network documents and evalu-
ating each document against User Models. Crawled docu-
ments are also evaluated by product models. Documents that
are relevant to a particular product, as determined by the
computed probability P(pld), are used to update its product
model. If a document is determined to be relevant, then each
component of the product model is updated accordingly. In
addition to the parsing and analysis performed for user
documents, information extraction techniques are employed
to derive feature values that are compared against feature
values of the product model, and also incorporated into the
feature value list as necessary. New products can be added
to the product tree at any time, with characteristic product
feature values extracted from all relevant documents. Rel-
evant documents for updating product models include prod-
uct releases, discussion group entries, product reviews, news
articles, or any other type of document.

By employing dynamically updated product models, the
present invention, in contrast with prior art systems, pro-
vides for deep analysis of all available product information
to create a rich representation of products. The interest of a
user in a product can therefore be determined even if the
product has never been purchased before, or if the product
has only been purchased by a very small number of users.

Applying the User Model to Unseen Documents

The User Model is applied to unseen documents to
determine the probability that a document is of interest to the
user, or the probability that a document is of interest to a user
in a particular context. The basic functionality of this
determination is then used in the various applications
described in subsequent sections to provide personalized
information and product services to the user.

The process of estimating user interest in a particular
unseen document 120 is illustrated in FIG. 17. This process
has the following three steps:

1. Preprocessing the document as for initialization (step

122).

2. Calculating an individual score for the document for each
element of the user representation (e.g., topic distribution,
word list).
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3. Non-linearly combining (124) individual scores into one
score 126, the probability that the user is interested in the
unseen document, P(uld).

The second step varies for each individual score. From the
parsed text, the words of the document 120 are intersected
with the words or phrases in the user informative word list
128. For every word or phrase in common, the stored mutual
information between the two indicator variables I, and I, is
summed to obtain the word score. Alternatively, the TFIDF
associated with the word are averaged for every common
word or phrase. The location score is given by the probabil-
ity that the document site is of interest to the user, based on
the user site distribution 130.

The topic classifiers 132 are applied to document 120 to
determine the probability that the document relates to a
particular topic, P(tid). The user topic score is obtained by
computing the relative entropy between the topic distribu-
tion P(tld) and the user topic distribution 134, P(tlu). After
the document has been classified into topics, the topic expert
models 136 are applied as described above to determine a
score reflecting the interest of users that are experts in the
particular topics of this document.

Similarly, the product models 138 are applied to docu-
ment 120 to determine which products or product categories
it describes, P(pld). From the document product distribution,
the product score is obtained by computing the relative
entropy between the document product distribution and user
product distribution 140, P(plu). For each product having a
nonzero value of P(pld), its feature values are given by the
product model. The user’s measures on each of these feature
values, found in the user product feature distribution 141,
are averaged to obtain a product feature score for each
relevant product. Product feature scores are then averaged to
obtain an overall product feature score.

The cluster models 142 of clusters to which the user
belongs are applied to the document to obtain P(c(u)ld). This
group model represents the average interests of all users in
the cluster. Conceptually, the cluster model is obtained from
the union of all the member users’ documents and product
purchases. Practically, the cluster model is computed from
the User Models by averaging the different distributions of
the individual User Models, and not from the documents or
purchases themselves. Note that in a recursive way, all users
have some impact (relative to their similarity to the user
under discussion) on the user score, given that P(c(u)ld)) is
estimated using P(c(c(u))ld) as a knowledge source, and so
on.

Finally, world knowledge (not shown) is an additional
knowledge source that represents the interest of an average
user in the document based only on a set of predefined
factors. World knowledge factors include facts or knowledge
about the document, such as links pointing to and from the
document or metadata about the document, for example, its
author, publisher, time of publication, age, or language. Also
included may be the number of users who have accessed the
document, saved it in a favorites list, or been previously
interested in the document. World knowledge is represented
as a probability between 0 and 1.

In step 124, all individual scores are combined to obtain
a composite user score 126 for document 120. Step 124 may
be performed by training a Multilayer Perceptron using
jackknifing and cross-validation techniques, as described in
H. Bourlard and N. Morgan, Connectionist Speech Recog-
nition: A Hybrid Approach, Kluwer Academic Publishers,
1994. It has been shown in J. Hertz et al., Introduction to The
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Theory of Neural Computation”, Addison-Wesley, 1991,
that a Multilayer Perceptron can be trained to estimate
posterior probabilities.

The context of a user’s interaction can be explicitly
represented in calculating the user interest in a document. It
is not feasible to update the user model after every newly
viewed document or search, but the User Model can be
updated effectively instantaneously by incorporating the
context of user interactions. Context includes content and
location of documents viewed during the current interaction
session. For example, if the user visits ten consecutive sites
pertaining to computer security, then when the User Model
estimates the interest of the user in a document about
computer security, it is higher than average. The probability
of user interest in a document within the current context con
is given by:

P(u, con | d)

P(u| d, con) = W

In some applications, individual scores that are combined
in step 124 are themselves useful. In particular, the prob-
ability that a user is interested in a given product can be used
to suggest product purchases to a user. If a user has previ-
ously purchased a product, then the User Model contains a
distribution on the product’s features. If these features
propagate far up the product tree, then they can be used to
estimate the probability that the user is interested in a
different type of product characterized by similar features.
For example, if the user purchases a digital camera that is
Windows compatible, then the high probability of this
compatibility feature value propagates up the tree to a higher
node. Clearly, all computer-related purchases for this user
should be Windows compatible. Every product that is a
descendent of the node to which the value propagated can be
rated based on its compatibility, and Windows-compatible
products have a higher probability of being of interest to the
user.

The long-term interest of a user in products, represented
by P(plu), is distinct from the user’s immediate interest in a
product p, represented as P(uld, product described=p). The
user’s immediate interest is the value used to recommend
products to a user. Note that P(plu) does not incorporate the
user’s distribution on feature values. For example, consider
the problem of evaluating a user’s interest in a particular
camera, the Nikon 320. The user has never read any docu-
ments describing the Nikon 320, and so P(Nikon 320)=0.
However, the user’s feature distribution for the Cameras
node indicates high user interest in all of the feature values
characterizing the Nikon 320.

When a given product is evaluated by the User Model, the
following measures are combined to obtain P(uld, product
described=p): the probabilities of the product and its ances-
tor nodes from the user product distribution, P(plu); an
average of probabilities of each feature value from the user
product feature distribution, P(flu,p); a probability from the
user’s clusters’ product distributions, P(fic(u),p); and an
average of probabilities of feature values from the cluster’
product feature distributions, P(fic(u),p). The overall product
score is determined by non-linearly combining all measures.
The cluster model is particularly useful if the user does not
have a feature value distribution on products in which the
user’s interest is being estimated.
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Applications

The basic function of estimating the probability that a user
is interested in a document or product is exploited to provide
different types of personalized services to the user. In each
type of service, the user’s response to the service provided
is monitored to obtain positive and negative examples that
are used to update the User Model. Example applications are
detailed below. However, it is to be understood that all
applications employing a trainable User Model as described
above are within the scope of the present invention.

Personal Search

In this application, both the collection and filtering steps
of searching are personalized. A set of documents of interest
to the user is collected, and then used as part of the domain
for subsequent searches. The collected documents may also
be used as part of the user documents to update the User
Model. The collection step, referred to as Personal Crawler,
is illustrated schematically in FIG. 18. A stack 170 is
initialized with documents of high interest to the user, such
as documents in the bookmarks file or documents specified
by the user. If necessary, the stack documents may be
selected by rating each document in the general document
index according to the User Model. The term “stack” refers
to a pushdown stack as described in detail in R. Sedgewick,
Algorithms in C++, Parts 14, Addison-Wesley, 1998.

In step 172, the crawler selects a document from the top
of the stack to begin crawling. The document is parsed and
analyzed (step 174) to identify any links to other documents.
If there are links to other documents, each linked document
is scored using the User Model (176). If the linked document
is of interest to the user (178), i.e., if P(uld) exceeds a
threshold level, then it is added to the stack in step 180, and
the crawler continues crawling from the linked document
(step 172). If the document is not of interest to the user, then
the crawler selects the next document on the stack to
continue crawling.

The subsequent searching step is illustrated in FIG. 19. In
response to a query 190, a set of search results is located
from the set containing all documents D and user documents
obtained during personal crawling. The results are evaluated
using the User Model (194) and sorted in order of user
interest (196), so that the most interesting documents are
listed first. The user reaction to each document in the search
results is monitored. Monitored reactions include whether or
not a document was viewed or ignored and the time spent
viewing the document. Documents to which the user
responds positively are parsed and analyzed (200) and then
used to update the User Model (202) as described above.

The role of the User Model in filtering the search results
in step 194 is based on Bayesian statistics and pattern
classification theory. According to pattern classification
theory, as detailed in R. Duda and P. Hart, Pattern Classi-
fication and Scene Analysis, Wiley, 1973, the optimal search
result is the one with the highest posterior probability. That
is, the optimal result is given by:

Mlglx Mul g, d),
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where P(ulq,d) is the posterior probability of the event that
a document d is of interest to a user u having an information
need q. This probability can be expressed as:

Plgld, wPul|d)

A

The term P(uld) represents the user interest in the docu-
ment regardless of the current information need, and is
calculated using the User Model. The term P(qld,u) repre-
sents the probability that a user u with an information need
of d expresses it in the form of a query q. The term P(qid)
represents the probability that an average user with an
information need of d expresses it in the form of a query q.
One possible implementation of the latter two terms uses the
Hidden Markov Model, described in Christopher D. Man-
ning and Hinrich Schutze, Foundations of Statistical Natu-
ral Language Processing, MIT Press, 1999.

Search results may also be filtered taking into account the
context of user interactions, such as content of a recently
viewed page or pages. When the context is included, the
relevant equation is:

P(g| d, u, con)P(u| d, con)
P(g | d, con) ?

P(ulg, d, con) =

where P(uld,con) is as described above.

The Personal Crawler is also used to collect and index
documents for product models. Collected documents are
parsed and analyzed to update product models, particularly
the list of product feature values, which are extracted from
collected documents using information extraction tech-
niques.

In general, searches are performed to retrieve all docu-
ments from the set of indexed documents that match the
search query. Alternatively, searches can be limited to prod-
uct-related documents, based on either the user’s request, the
particular search query, or the user’s context. For example,
a user is interested in purchasing a new bicycle. In one
embodiment, the user selects a check-box or other graphical
device to indicate that only product-related documents
should be retrieved. When the box is not checked, a search
query “bicycle” returns sites of bicycle clubs and newslet-
ters. When the box is checked, only documents that have a
nonzero product probability (P(pld)) on specific products are
returned. Such documents include product pages from web
sites of bicycle manufacturers, product reviews, and discus-
sion group entries evaluating specific bicycle models.

Alternatively, the search query itself is used to determine
the type of pages to return. For example, a query “bicycle”
again returns sites of bicycle clubs and newsletters. How-
ever, a query “cannondale bicycle” or “cannondale” returns
only product-related pages for Cannondale bicycles. Alter-
natively, the user’s context is used to determine the type of
pages to return. If the last ten pages viewed by the user are
product-related pages discussing Cannondale bicycles, then
the query “bicycle” returns product-related pages for all
brands of bicycles that are of interest to the user, as deter-
mined by the User Model. In all three possible embodi-
ments, within the allowable subset of documents, the entire
document is evaluated by the User Model to estimate the
probability that the user is interested in the document.
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Searches may also be performed for products directly, and
not for product-related documents. Results are evaluated
using only the user product distribution, user product feature
distribution, and product and feature distributions of the
user’s clusters, as explained above. In general, product
searches are performed only at the request of the user, for
example by selecting a “product search” tab using a mouse
or other input device. A user enters a product category and
particular feature values, and a list of products that are
estimated to be of high interest to the user is returned. The
user is returned some form of list of most interesting
products. The list may contain only the product name, and
may include descriptions, links to relevant documents,
images, or any other appropriate information.

Personal Browsing and Navigation

The present invention personalizes browsing and naviga-
tion in a variety of different ways. In the personal web sites
application, web sites located on third party servers are
written in a script language that enables dynamic tailoring of
the site to the user interests. Parameters of the User Model
are transferred to the site when a user requests a particular
page, and only selected content or links are displayed to the
user. In one embodiment, the site has different content
possibilities, and each possibility is evaluated by the User
Model. For example, the CNN home page includes several
potential lead articles, and only the one that is most inter-
esting to the user is displayed. In a second embodiment,
links on a page are shown only if the page to which they link
is of interest to the user. For example, following the lead
article on the CNN home page are links to related articles,
and only those of interest to the user are shown or high-
lighted. One single article has a variety of potential related
articles; a story on the Microsoft trial, for example, has
related articles exploring legal, technical, and financial rami-
fications, and only those meeting the user’s information
needs are displayed.

The personal links application is illustrated in FIG. 20. In
this application, the hyperlinks in a document being viewed
by the user are graphically altered, e.g., in their color, to
indicate the degree of interest of the linked documents to the
use. As a user views a document (step 210), the document is
parsed and analyzed (212) to locate hyperlinks to other
documents. The linked documents are located in step 214
(but not shown to the user), and evaluated with the User
Model (214) to estimate the user’s interest in each of the
linked documents. In step 216, the graphical representation
of the linked documents is altered in accordance with the
score computed with the User Model. For example, the links
may be color coded, with red links being most interesting
and blue links being least interesting, changed in size, with
large links being most interesting, or changed in transpar-
ency, with uninteresting links being faded. If the user
follows one of the interesting links (218), then the process
is repeated for the newly viewed document (210).

The personal related pages application locates pages
related to a viewed page. Upon the user’s request (e.g., by
clicking a button with a mouse pointer), the related pages are
displayed. Related pages are selected from the set of user
documents collected by the personal crawler. Implementa-
tion is similar to that of the personal search application, with
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the viewed page serving as the query. Thus the relevant
equation becomes

P(page| d, w)Pu|d)

Plul page, d) = ——p o,

with P(pageld,u) representing the probability that a user u
with an information need of document d expresses it in the
form of the viewed page page. P(pageld) represents the
probability that an average user with an information need of
document d expresses it in the form of the viewed page page.
These terms can be calculated using the Hidden Markov
Model.

Alternatively, related pages or sites may be selected
according to the cluster model of clusters to which the user
belongs. The most likely site navigation from the viewed
site, based on the behavior of the cluster members, is
displayed to user upon request.

Related pages are particularly useful in satisfying product
information needs. For example, if the user is viewing a
product page of a specific printer on the manufacturer’s web
site, clicking the “related pages” button returns pages com-
paring this printer to other printers, relevant newsgroup
discussions, or pages of comparable printers of different
manufacturers. All returned related pages have been evalu-
ated by the User Model to be of interest to the user.

Find the Experts

In this application, expert users are located who meet a
particular information or product need of the user. Expert
users are users whose User Model indicates a high degree of
interest in the information need of the user. The information
need is expressed as a document or product that the user
identifies as representing his or her need. In this context, a
document may be a full document, a document excerpt,
including paragraphs, phrases, or words, the top result of a
search based on a user query, or an email message requesting
help with a particular subject. From the pool of potential
experts, User Models are applied to the document or prod-
uct, and users whose probability of interest in the document
or product exceeds a threshold level are considered expert
users.

The pool of experts is specified either by the user or in the
system. For example, the pool may include all company
employees or users who have previously agreed to help and
advise other users. When users request expert advice about
a particular product, the expert may be chosen from the
product manufacturer or from users who have previously
purchased the product, or from users participating in dis-
cussion groups about the product.

A protocol for linking users and identified experts is
determined. For example, the expert receives an email
message requesting that he or she contact the user in need of
assistance. Alternatively, all user needs are organized in a
taxonomy of advice topics, and an expert searches for
requests associated with his or her topic of expertise.

Personal News

This application, also known as personal pushed infor-
mation, uses the personal crawler illustrated in FIG. 18.
From all documents collected within a recent time period by
the user’s crawler or user’s clusters’ crawlers, the most
interesting ones are chosen according to the User Model.
Collection sources may also be documents obtained from
news wires of actions of other users. Documents are sent to
the user in any suitable manner. For example, users receive
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email messages containing URLs of interesting pages, or
links are displayed on a personal web page that the user
visits.

Personalization Assistant

Using the User Model, the Personalization Assistant can
transform any services available on the web into personal-
ized services, such as shopping assistants, chatting browsers,
or matchmaking assistants.

Document Barometer

The document barometer, or Page-O-Meter, application,
illustrated in FIG. 21, finds the average interest of a large
group of users in a document. The barometer can be used by
third parties, such as marketing or public relations groups, to
analyze the interest of user groups in sets of documents,
advertising, or sites, and then modify the documents or
target advertising at particular user groups. The application
can instead report a score for a single user’s interest in a
document, allowing the user to determine whether the sys-
tem is properly evaluating his or her interest. If not, the user
can make user modification requests for individual elements
of the User Model. From individual and average scores, the
application determines a specific user or users interested in
the document.

Referring to FIG. 21, a document 220 is parsed and
analyzed (222) and then evaluated according to a set of N
User Models 224 and 226 through 228. N includes any
number greater than or equal to one. The resulting scores
from all User Models are combined and analyzed in step
230. In one embodiment, the analysis locates users having
maximum interest in document 220, or interest above a
threshold level, and returns a sorted list of interested users
(232). Alternatively, an average score for document 220 is
calculated and returned (234). The average score may be for
all users or for users whose interest exceeds a threshold
interest level. The range of interest levels among all users in
the group may also be reported.

An analogous product barometer calculates user interest
in a product. The product barometer computes a score for an
individual user or group of users, or identifies users having
an interest in a product that exceeds a threshold level. Third
party organizations user the product barometer to target
marketing efforts to users who are highly likely to be
interested in particular products.

3D Map

FIG. 22 illustrates a three-dimensional (3D) map 240 of
the present invention, in which rectangles represent docu-
ments and lines represent hyperlinks between documents. A
user provides a set of hyperlinked documents, and each
document is scored according to the User Model. An image
of 3D map 240 is returned to the user. 3D map 240 contains,
for each document, a score reflecting the probability of
interest of the user in the document.

Product Recommendations

A user’s online shopping experience can be personalized
by making use of the user’s overall product score described
above, P(uld, product described=p). Products that are of high
interest to the user are suggested to him or her for purchase.
When a user requests information for a specific product or
purchases a product, related products are suggested (up-
sell). Related product categories are predetermined by a
human, but individual products within related categories are
evaluated by the User Model before being suggested to the
user. The related products are given to the user in a list that
may contain images, hyperlinks to documents, or any other
suitable information. For example, when a user purchases a
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server, a list of relevant backup tapes are suggested to him
or her for purchase. Suggested products may have feature
values that are known to be of interest to the user, or may
have been purchased by other members of the user’s cluster
who also purchased the server. Related product suggestions
may be made at any time, not only when a user purchases or
requests information about a particular product. Suggested
products may be related to any previously purchased prod-
ucts.

Similarly, competing or comparable products are sug-
gested to the user (cross-sell). When the user browses pages
of a particular product, or begins to purchase a product,
products within the same product category are evaluated to
estimate the user’s interest in them. Products that are highly
interesting to the user are recommended. The user might
intend to purchase one product, but be shown products that
are more useful or interesting to him or her.

It will be clear to one skilled in the art that the above
embodiments may be altered in many ways without depart-
ing from the scope of the invention. Accordingly, the scope
of the invention should be determined by the following
claims and their legal equivalents.

What is claimed is:

1. A computer-implemented method for providing auto-
matic, personalized information services to a user u, the
method comprising:

a) transparently monitoring user interactions with data

while the user is engaged in normal use of a computer;

b) updating user-specific data files, wherein the user-

specific data files comprise the monitored user interac-
tions with the data and a set of documents associated
with the user;

¢) estimating parameters of a learning machine, wherein

the parameters define a User Model specific to the user
and wherein the parameters are estimated in part from
the user-specific data files;

d) analyzing a document d to identify properties of the

document;

¢) estimating a probability P(uld) that an unseen document

d is of interest to the user u, wherein the probability
P(uld) is estimated by applying the identified properties
of the document to the learning machine having the
parameters defined by the User Model; and

f) using the estimated probability to provide automatic,

personalized information services to the user.

2. The method of claim 1 wherein the user-specific data
files include documents of interest to the user u and docu-
ments that are not of interest to the user u, and wherein
estimating the parameters comprises distinct treatment of the
documents of interest and the documents that are not of
interest.

3. The method of claim 1 wherein analyzing the document
d provides for the analysis of documents having multiple
distinct media types.

4. The method of claim 1 wherein transparently monitor-
ing user interactions with data comprises monitoring mul-
tiple distinct modes of user interaction with network data.

5. The method of claim 4 wherein the multiple distinct
modes of user interaction comprise a mode selected from the
group consisting of a network searching mode, a network
navigation mode, a network browsing mode, an email read-
ing mode, an email writing mode, a document writing mode,
a viewing “pushed” information mode, a finding expert
advice mode, and a product purchasing mode.

6. The method of claim 1 further comprising crawling
network documents, wherein the crawling comprises parsing
crawled documents for links, calculating probable user inter-
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est in the parsed links using the learning machine, and
preferentially following links likely to be of interest to the
user.

7. The method of claim 1 wherein the identified properties
of the document d comprise a user u-independent property
selected from the group consisting of:

a) a probability P(t,d) that the document d is of interest to

users interested in a topic t;

b) a topic classifier discrete probability distribution P(tid);

¢) a product model discrete probability distribution P(pld);

d) product feature values extracted from the document d;

¢) an author of the document d;

f) an age of the document d;

2) a list of documents linked to the document d;

h) a language of the document d;

i) a number of users who have accessed the document d;

j) a number of users who have saved the document d in a
favorite document list; and

k) a list of users previously interested in the document d.

8. The method of claim 1 wherein the parameters of the
learning machine define a user u-dependent function
selected from the group consisting of:

a) a user topic probability distribution P(tt) representing

interests of the user u in various topics t;

b) a user product probability distribution P(plu) represent-
ing interests of the user u in various products p;

¢) a user product feature probability distribution P(flu,p)
representing interests of the user u in various features
f of each of the various products p;

d) a web site probability distribution P(slu) representing
interests of the user u in various web sites s;

¢) a cluster probability distribution P(c(u)lr) representing
similarity of the user u to users in various clusters c(u);

) a phrase model probability distribution P(wlu) repre-
senting interests of the user u in various phrases w;

2) an information theory based measure I(I,,; I,) repre-
senting mutual information between various phrases w
and the user u;

h) an information theory based measure I(I,; I,,) repre-
senting mutual information between various topics t
and the user u;

i) an information theory based measure I(I; 1) represent-
ing mutual information between various web sites s and
the user u;

j) an information theory based measure I(I; 1) repre-
senting mutual information between various products p
and the user u; and

k) an information theory based measure I(I5 1) repre-
senting mutual information between various features f
of each of the various products p and the user u.

9. The method of claim 1 wherein the parameters of the

learning machine define:

a) a user product probability distribution P(plu) represent-
ing interests of the user u in various products p; and

b) a user product feature probability distribution P(flu,p)
representing interests of the user u in various features
f of each of the various products p; and wherein the
method further comprises estimating a probability
P(uld, product described=p) that a document d that
describes a product p is of interest to the user u, wherein
the probability is estimated in part from the user
product probability distribution and the user product
feature probability distribution.

10. The method of claim 9 further comprising recom-

mending products to the user based on the probability P(uld,
product described=p).
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11. The method of claim 1 further comprising estimating
a posterior probability P(uld,q) that the document d is of
interest to the user u, given a query q submitted by the user.

12. The method of claim 11 wherein estimating the
posterior probability comprises estimating a probability
P(qld,u) that the query q is expressed by the user u with an
information need in the document d.

13. The method of claim 1 further comprising applying
the identified properties of the document d to a learning
machine having product parameters characterizing a product
p to estimate a probability P(pld) that the document d refers
to the product p.

14. The method of claim 13 further comprising updating
the product parameters based on the identified properties of
the document d and the estimated probability P(pld).

15. The method of claim 13 further comprising initializing
the product parameters based on a set of documents asso-
ciated with the product p.

16. The method of claim 1 further comprising clustering
multiple users into clusters of similar users, wherein the
clustering comprises calculating distances between User
Models, and selecting similar users based on the calculated
distances between User Models.

17. The method of claim 1 further comprising calculating
relative entropy values between User Models of multiple
users, and clustering together users based on the calculated
relative entropy values.

18. The method of claim 1 wherein the parameters defin-
ing the User Model comprise calculated distances between
the User Model and User Models of users similar to the user.

19. The method of claim 1 further comprising selecting in
a group of users an expert user in an area of expertise,
wherein selecting the expert user comprises finding an
expert User Model among User Models of the group of
users, such that the expert User Model indicates a strong
interest of the expert user in a document associated with the
area of expertise.

20. The method of claim 1 further comprising parsing the
document d for hyperlinks, and separately estimating for
each of the hyperlinks a probability that the hyperlink is of
interest to the user u.

21. The method of claim 1 further comprising sending to
a third party web server user interest information derived
from the User Model, whereby the third party web server
may customize its interaction with the user.

22. The method of claim 1 wherein the monitored user
interactions include a sequence of interaction times.

23. The method of claim 1 further comprising initializing
the User Model using information selected from the group
consisting of a set of documents provided by the user, a web
browser history file associated with the user, a web browser
bookmarks file associated with the user, ratings by the user
of a set of documents, and previous product purchases made
by the user.

24. The method of claim 1 further comprising modifying
the User Model based on User Model modification requests
provided by the user.

25. The method of claim 1 further comprising providing
to the user a score for a document identified by the user,
wherein the score is derived from the estimated probability.

26. The method of claim 1 further comprising providing
to the user a 3D map of a hyper linked document collection,
wherein the 3D map indicates a user interest in each docu-
ment.

27. The method of claim 1 further comprising temporarily
using a User Model that is built from a set of predetermined
parameters of a profile selected by the user.
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28. The method of claim 1 further comprising initializing
the User Model by selecting a set of predetermined param-
eters of a prototype user selected by the user.

29. The method of claim 28 further comprising updating
the predetermined parameters of the prototype user based on
actions of users similar to the prototype user.

30. The method of claim 1 further comprising identifying
a set of users interested in the document d.

31. The method of claim 30 further comprising calculat-
ing a range of interests in the document d for the identified
set of users.

32. A program storage device accessible by a central
computer, tangibly embodying a program of instructions
executable by the central computer to perform method steps
for providing automatic, personalized information services
to a user u, the method steps comprising:

a) transparently monitoring user interactions with data
while the user is engaged in normal use of a client
computer in communication with the central computer;

b) updating user-specific data files, wherein the user-
specific data files comprise the monitored user interac-
tions with the data and a set of documents associated
with the user;

¢) estimating parameters of a learning machine, wherein
the parameters define a User Model specific to the user
and wherein the parameters are estimated in part from
the user-specific data files;

d) analyzing a document d to identify properties of the
document;

¢) estimating a probability P(uld) that an unseen document
d is of interest to the user u, wherein the probability
P(uld) is estimated by applying the identified properties
of the document to the learning machine having the
parameters defined by the User Model; and

f) using the estimated probability to provide automatic,
personalized information services to the user.

33. The program storage device of claim 32 wherein the
user-specific data files include documents of interest to the
user u and documents that are not of interest to the user u,
and wherein estimating the parameters comprises distinct
treatment of the documents of interest and the documents
that are not of interest.

34. The program storage device of claim 32 wherein
analyzing the document d provides for the analysis of
documents having multiple distinct media types.

35. The program storage device of claim 32 wherein
transparently monitoring user interactions with data com-
prises monitoring multiple distinct modes of user interaction
with network data.

36. The program storage device of claim 35 wherein the
multiple distinct modes of user interaction comprise a mode
selected from the group consisting of a network searching
mode, a network navigation mode, a network browsing
mode, an email reading mode, an email writing mode, a
document writing mode, a viewing “pushed” information
mode, a finding expert advice mode, and a product purchas-
ing mode.

37. The program storage device of claim 32 wherein the
method steps further comprise crawling network documents,
wherein the crawling comprises parsing crawled documents
for links, calculating probable user interest in the parsed
links using the learning machine, and preferentially follow-
ing links likely to be of interest to the user.

38. The program storage device of claim 32 wherein the
identified properties of the document d comprise a user
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u-independent property selected from the group consisting
of:

a) a probability P(t,d) that the document d is of interest to
users interested in a topic t;

b) a topic classifier discrete probability distribution P(tid);

¢) a product model discrete probability distribution P(pld);

d) product feature values extracted from the document d;

¢) an author of the document d;

f) an age of the document d;

) a list of documents linked to the document d;

h) a language of the document d,;

i) a number of users who have accessed the document d;

j) a number of users who have saved the document d in a
favorite document list; and

k) a list of users previously interested in the document d.

39. The program storage device of claim 32 wherein the
parameters of the learning machine define a user u-depen-
dent function selected from the group consisting of:

a) a user topic probability distribution P(tt) representing

interests of the user u in various topics t;

b) a user product probability distribution P(plu) represent-
ing interests of the user u in various products p;

¢) a user product feature probability distribution P(flu,p)
representing interests of the user u in various features
f of each of the various products p;

d) a web site probability distribution P(slu) representing
interests of the user u in various web sites s;

¢) a cluster probability distribution P(c(u)lu) representing
similarity of the user u to users in various clusters c(u);

f) a phrase model probability distribution P(wlu) repre-
senting interests of the user u in various phrases w;

g) an information theory based measure I(I,,; I,) repre-
senting mutual information between various phrases w
and the user u;

h) an information theory based measure I(I; I,) repre-
senting mutual information between various topics t
and the user u;

i) an information theory based measure I(L; 1) represent-
ing mutual information between various web sites s and
the user u;

j) an information theory based measure I(I; I,) repre-
senting mutual information between various products p
and the user u; and

k) an information theory based measure I(I I,) repre-
senting mutual information between various features f
of each of the various products p and the user u.

40. The program storage device of claim 32 wherein the

parameters of the learning machine define:

a) a user product probability distribution P(piu) represent-
ing interests of the user u in various products p; and

b) a user product feature probability distribution P(flu,p)
representing interests of the user u in various features
f of each of the various products p;

and wherein the method steps further comprise estimating a
probability P(uld, product described=p) that a document d
that describes a product p is of interest to the user u, wherein
the probability is estimated in part the user product prob-
ability distribution and the user product feature probability
distribution.

41. The program storage device of claim 40 wherein the
method steps further comprise recommending products to
the wuser based on the probability P(uld, product
described=p).

42. The program storage device of claim 32 wherein the
method steps further comprise estimating a posterior prob-
ability P(uld,q) that the document d is of interest to the user
u, given a query q submitted by the user.
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43. The program storage device of claim 42 wherein
estimating the posterior probability comprises estimating a
probability P(qld,u) that the query q is expressed by the user
u with an information need in the document d.

44. The program storage device of claim 32 wherein the
method steps further comprise applying the identified prop-
erties of the document d to a learning machine having
product parameters characterizing a product p to estimate a
probability P(pld) that the document d refers to the product

45. The program storage device of claim 44 wherein the
method steps further comprise updating the product param-
eters based on the identified properties of the document d
and the estimated probability P(pld).

46. The program storage device of claim 44 wherein the
method steps further comprise initializing the product
parameters based on a set of documents associated with the
product p.

47. The program storage device of claim 32 wherein the
method steps further comprise clustering multiple users into
clusters of similar users, wherein the clustering comprises
calculating distances between User Models, and selecting
similar users based on the calculated distances between User
Models.

48. The program storage device of claim 32 wherein the
method steps further comprise calculating relative entropy
values between User Models of multiple users, and cluster-
ing together users based on the calculated relative entropy
values.

49. The program storage device of claim 32 wherein the
parameters defining the User Model comprise calculated
distances between the User Model and User Models of users
similar to the user.

50. The program storage device of claim 32 wherein the
method steps further comprise selecting in a group of users
an expert user in an area of expertise, wherein selecting the
expert user comprises finding an expert User Model among
User Models of the group of users, such that the expert User
Model indicates a strong interest of the expert user in a
document associated with the area of expertise.

51. The program storage device of claim 32 wherein the
method steps further comprise parsing the document d for
hyperlinks, and separately estimating for each of the hyper-
links a probability that the hyperlink is of interest to the user
u.

52. The program storage device of claim 32 wherein the
method steps further comprise sending to a third party web
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server user interest information derived from the User
Model, whereby the third party web server may customize
its interaction with the user.

53. The program storage device of claim 32 wherein the
monitored user interactions include a sequence of interaction
times.

54. The program storage device of claim 32 wherein the
method steps further comprise initializing the User Model
using information selected from the group consisting of a set
of documents provided by the user, a web browser history
file associated with the user, a web browser bookmarks file
associated with the user, ratings by the user of a set of
documents, and previous product purchases made by the
user.

55. The program storage device of claim 32 wherein the
method steps further comprise modifying the User Model
based on User Model modification requests provided by the
user.

56. The program storage device of claim 32 wherein the
method steps further comprise providing to the user a score
for a document identified by the user, wherein the score is
derived from the estimated probability.

57. The program storage device of claim 32 wherein the
method steps further comprise providing to the user a 3D
map of a hyper linked document collection, wherein the 3D
map indicates a user interest in each document.

58. The program storage device of claim 32 wherein the
method steps further comprise temporarily using a User
Model that is built from a set of predetermined parameters
of a profile selected by the user.

59. The program storage device of claim 32 wherein the
method steps further comprise initializing the User Model
by selecting a set of predetermined parameters of a proto-
type user selected by the user.

60. The program storage device of claim 59 wherein the
method steps further comprise updating the predetermined
parameters of the prototype user based on actions of users
similar to the prototype user.

61. The program storage device of claim 32 wherein the
method steps further comprise identifying a set of users
interested in the document d.

62. The program storage device of claim 61 wherein the
method steps further comprise calculating a range of inter-
ests in the document d for the identified set of users.
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Word ID | Word Grade Last Access Number of
Time Accesses
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Web Site Distribution
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Probability Time Accesses
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Java.com 0.43 4/24/2000 3:16:18 460
Fig. 4B
User Topic Distribution
. . Topic Last Access Number of
TopicID | Topic Parent Probability Time Accesses
Computers | Industries 0.6 12/2/1999 1:21:22 74
Publishing Industries 0.31 1/2/2000 6:25:31 62
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Product Tree
Depth | Product |Number of | :
Product ID Level | Parent ID Children Children
Consumer Digital Cameras,
Cameras 3 Electronics 2 Webcams
Consumer 2 To 3 CD Players, Cameras,
Electronics P Personal Minidiscs
Fig. 11
Product Feature List
Product ID Feature Value
Sony CDP-CX350 Brand Sony
Sony CDP-CX350| CD Capacity | 50 Discs or Greater
Sony CDP-CX350|Digital Output Optical
Fig. 124
Product Feature Value List
Feature Value
Digital Output Coaxial and Optical
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Digital Output Optical
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User Site Candidate Table
) Number of | Last Access
Site Name Access Time
- 5/12/2000
www herring.com 157 14:37-21
mewoom | 162 5/12/2000
' ’ 15:08:21
Fig. 154
User Word Candidate Table
. _ d
Word ID Word Spelling Word Spelling y}ifd e Las%ﬁ;;:ess
4/16/200
Cytochrome Cytochrome Cytocrome 067 | 7.10:01
Hyperbilirubinemia|Hyperbilirubinemia |Hyperbilirubenema | 0.58 41/ 571/ %_0;)20
Fig. 15B
User Recently Purchased Products
Product ID Parent | pychase Time Purchase Source
Node
Panasonic . N
SL-502 Discmans |5/1/2000 16:01:04 ebyweb.com
Hitachi 5/3/2000 18:19:21 i
VM6500A Camcorders supremevideo.com

Fig. 16
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AUTOMATIC, PERSONALIZED ONLINE
INFORMATION AND PRODUCT SERVICES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation application of U.S. Non-
Provisional application Ser. No. 11/316,785 filed Dec. 22,
2005 now U.S. Pat. No. 7,320,031, which is a continuation
application of U.S. Non-Provisional application Ser. No.
09/597,975 filed Jun. 20, 2000 now U.S. Pat. No. 6,981,040.
Accordingly, this application claims the benefit of U.S. Non-
Provisional application Ser. No. 09/597,975 filed Jun. 20,
2000, which claims the benefit of U.S. Provisional Applica-
tion No. 60/173,392 filed Dec. 28, 1999, which are all herein
incorporated by reference.

FIELD OF THE INVENTION

This invention relates generally to methods for personaliz-
ing a user’s interaction with information in a computer net-
work. More particularly, it relates to methods for predicting
user interest in documents and products using a learning
machine that is continually updated based on actions of the
user and similar users.

BACKGROUND ART

The amount of static and dynamic information available
today on the Internet is staggering, and continues to grow
exponentially. Users searching for information, news, or
products and services are quickly overwhelmed by the vol-
ume of information, much of it useless and uninformative. A
variety of techniques have been developed to organize, filter,
and search for information of interest to a particular user.
Broadly, these methods can be divided into information fil-
tering techniques and collaborative filtering techniques.

Information filtering techniques focus on the analysis of
item content and the development of a personal user interest
profile. In the simplest case, a user is characterized by a set of
documents, actions regarding previous documents, and user-
defined parameters, and new documents are characterized
and compared with the user profile. For example, U.S. Pat.
No. 5,933,827, issued to Cole et al., discloses a system for
identifying new web pages of interest to a user. The user is
characterized simply by a set of categories, and new docu-
ments are categorized and compared with the user’s profile.
U.S. Pat. No. 5,999,975, issued to Kittaka et al., describes an
online information providing scheme that characterizes users
and documents by a set of attributes, which are compared and
updated base on user selection of particular documents. U.S.
Pat. No. 6,006,218, issued to Breese et al., discloses a method
for retrieving information based on a user’s knowledge, in
which the probability that a user already knows of'a document
is calculated based on user-selected parameters or popularity
of the document. U.S. Pat. No. 5,754,939, issued to Herz et
al., discloses a method for identifying objects of interest to a
user based on stored user profiles and target object profiles.
Other techniques rate documents using the TFIDF (term fre-
quency, inverse document frequency) measure. The user is
represented as a vector of the most informative words in a set
of user-associated documents. New documents are parsed to
obtain a list of the most informative words, and this list is
compared to the user’s vector to determine the user’s interest
in the new document.

Existing information filtering techniques suffer from a
number of drawbacks. Information retrieval is typically a two
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step process, collection followed by filtering; information
filtering techniques personalize only the second part of the
process. They assume that each user has a personal filter, and
that every network document is presented to this filter. This
assumption is simply impractical given the current size and
growth of the Internet; the number of web documents is
expected to reach several billion in the next few years. Fur-
thermore, the dynamic nature of the documents, e.g., news
sites that are continually updated, makes collection of docu-
ments to be filtered later a challenging task for any system.
User representations are also relatively limited, for example,
including only a list of informative words or products or
user-chosen parameters, and use only a single mode of inter-
action to make decisions about different types of documents
and interaction modes. In addition, information filtering tech-
niques typically allow for extremely primitive updating of a
user profile, if any at all, based on user feedback to recom-
mended documents. As auser’s interests change rapidly, most
systems are incapable of providing sufficient personalization
of'a user’s experience.

Collaborative filtering methods, in contrast, build data-
bases of user opinions of available items, and then predict a
user opinion based on the judgments of similar users. Predic-
tions typically require offline data mining of very large data-
bases to recover association rules and patterns; a significant
amount of academic and industrial research is focussed on
developing more efficient and accurate data mining tech-
niques. The earliest collaborative filtering systems required
explicit ratings by the users, but existing systems are imple-
mented without the user’s knowledge by observing user
actions. Ratings are inferred from, for example, the amount of
time a user spends reading a document or whether a user
purchases a particular product. For example, an automatic
personalization method is disclosed in B. Mobasher et al.,
“Automatic Personalization Through Web Usage Mining,”
Technical Report TR99-010, Department of Computer Sci-
ence, Depaul University, 1999. Log files of documents
requested by users are analyzed to determine usage patterns,
and online recommendations of pages to view are supplied to
users based on the derived patterns and other pages viewed
during the current session.

Recently, a significant number of web sites have begun
implementing collaborative filtering techniques, primarily
for increasing the number and size of customer purchases. For
example, Amazon.com™ has a “Customers Who Bought”
feature, which recommends books frequently purchased by
customers who also purchased a selected book, or authors
whose work is frequently purchased by customers who pur-
chased works of a selected author. This feature uses a simple
“shopping basket analysis™; items are considered to be related
only if they appear together in a virtual shopping basket. Net
Perceptions, an offshoot of the GrouplLens project at the
University of Minnesota, is a company that provides collabo-
rative filtering to a growing number of web sites based on data
mining of server logs and customer transactions, according to
predefined customer and product clusters.

Numerous patents disclose improved collaborative filter-
ing systems. A method for item recommendation based on
automated collaborative filtering is disclosed in U.S. Pat. No.
6,041,311, issued to Chislenko et al. Similarity factors are
maintained for users and for items, allowing predictions
based on opinions of other users. In an extension of standard
collaborative filtering, item similarity factors allow predic-
tions to be made for a particular item that has not yet been
rated, but that is similar to an item that has been rated. A
method for determining the best advertisements to show to
users is disclosed in U.S. Pat. No. 5,918,014, issued to Rob-
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inson. A user is shown a particular advertisement based on the
response of a community of similar users to the particular
advertisement. New ads are displayed randomly, and the
community interest is recorded if enough users click on the
ads. A collaborative filtering system using a belief network is
disclosed in U.S. Pat. No. 5,704,317, issued to Heckerman et
al., and allows automatic clustering and use of non-numeric
attribute values of items. A multi-level mindpool system for
collaborative filtering is disclosed in U.S. Pat. No. 6,029,161,
issued to Lang et al. Hierarchies of users are generated con-
taining clusters of users with similar properties.

Collaborative filtering methods also suffer from a number
of drawbacks, chief of which is their inability to rate content
of an item or incorporate user context. They are based only on
user opinions; thus an item that has never been rated cannot be
recommended or evaluated. Similarly, obscure items, which
arerated by only a few users, are unlikely to be recommended.
Furthermore, they require storage of a profile for every item,
which is unfeasible when the items are web pages. New items
cannot be automatically added into the database. Changing
patterns and association rules are not incorporated in real
time, since the data mining is performed offline. In addition,
user clusters are also static and cannot easily be updated
dynamically.

Combinations of information filtering and collaborative
filtering techniques have the potential to supply the advan-
tages provided by both methods. For example, U.S. Pat. No.
5,867,799, issued to Lang et al., discloses an information
filtering method that incorporates both content-based filter-
ing and collaborative filtering. However, as with content-
based methods, the method requires every document to be
filtered as it arrives from the network, and also requires stor-
age of a profile of each document. Both of these requirements
are unfeasible for realistically large numbers of documents.
An extension ofthis method, described in U.S. Pat. No. 5,983,
214, also to Lang et al., observes the actions of users on
content profiles representing information entities. Incorporat-
ing collaborative information requires that other users have
evaluated the exact content profile for which a rating is
needed.

In summary, none of the existing prior art methods main-
tain an adaptive content-based model of a user that changes
based on user behavior, allow for real-time updating of the
model, operate during the collection stage of information
retrieval, can make recommendations for items or documents
that have never been evaluated, or model a user based on
different modes of interaction.

OBIECTS AND ADVANTAGES

Accordingly, it is a primary object of the present invention
to provide a method of personalizing user interaction with
network documents that maintains an adaptive content-based
profile of the user.

It is another object of the invention to incorporate into the
profile user behavior during different modes of interaction
with information, thus allowing for cross-fertilization. L.earn-
ing about the user interests in one mode benefits all other
modes.

It is a further object of the invention to provide a method
that jointly models the user’s information needs and product
needs to provide stronger performance in both modes.

It is an additional object of the invention to provide a
method that personalizes both the collection and filtering
stages of information retrieval to manage efficiently the enor-
mous number of existing web documents.
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Itis another object of the invention to provide a method for
predicting user interest in an item that incorporates the opin-
ions of similar users without requiring storage and mainte-
nance of an item profile.

It is a further object of the invention to provide an infor-
mation personalization method that models the user as a
function independent of any specific representation or data
structure, and represents the user interest in a document or
product independently of any specific user information need.
This approach enables the addition of new knowledge sources
into the user model.

Itis an additional object of the present invention to provide
a method based on Bayesian statistics that updates the user
profile based on both negative and positive examples.

It is a further object of the invention to model products by
analyzing all relevant knowledge sources, such as press
releases, reviews, and articles, so that a product can be rec-
ommended even if it has never been purchased or evaluated
previously.

SUMMARY

These objects and advantages are attained by a computer-
implemented method for providing automatic, personalized
information services to a user. User interactions with a com-
puter are transparently monitored while the user is engaged in
normal use of the computer, and monitored interactions are
used to update user-specific data files that include a set of
documents associated with the user. Parameters of a learning
machine, which define a User Model specific to the user, are
estimated from the user-specific data files. Documents that
are of interest and documents that are not of interest to the
user are treated distinctly in estimating the parameters. The
parameters are used to estimate a probability P(uld) that a
document is of interest to the user, and the estimated prob-
ability is then used to provide personalized information ser-
vices to the user.

The probability is estimated by analyzing properties of the
document and applying them to the learning machine. Docu-
ments of multiple distinct media types of analyzed, and iden-
tified properties include: the probability that the document is
of interest to users who are interested in particular topics, a
topic classifier probability distribution, a product model prob-
ability distribution, product feature values extracted from the
document, the document author, the document age, a list of
documents linked to the document, the document language,
number of users who have accessed the document, number of
users who have saved the document in a favorite document
list, and a list of users previously interested in the document.
All properties are independent of the particular user. The
product model probability distribution, which indicates the
probability that the document refers to particular products, is
obtained by applying the document properties to a product
model, a learning machine with product parameters charac-
terizing particular products. These product parameters are
themselves updated based on the document properties and on
the product model probability distribution. Product param-
eters are initialized from a set of documents associated with
each product.

User interactions are monitored during multiple distinct
modes of user interaction with network data, including a
network searching mode, network navigation mode, network
browsing mode, email reading mode, email writing mode,
document writing mode, viewing “pushed” information
mode, finding expert advice mode, and product purchasing
mode. Based on the monitored interactions, parameters of the
learning machine are updated. Learning machine parameters
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define various user-dependent functions of the User Model,
including a user topic probability distribution representing
interests of the user in various topics, a user product probabil-
ity distribution representing interests of the user in various
products, a user product feature probability distribution rep-
resenting interests of the user in various features of each of the
various products, a web site probability distribution repre-
senting interests of the user in various web sites, a cluster
probability distribution representing similarity of the user to
users in various clusters, and a phrase model probability
distribution representing interests of the user in various
phrases. Some of the user-dependent functions can be repre-
sented as information theory based measures representing
mutual information between the user and either phrases, top-
ics, products, features, or web sites. The product and feature
distributions can also be used to recommend products to the
user.

The User Model is initialized from documents provided by
the user, a web browser history file, a web browser bookmarks
file, ratings by the user of a set of documents, or previous
product purchases made by the user. Alternatively, the User
Model may be initialized by selecting a set of predetermined
parameters of a prototype user selected by the user. Param-
eters of the prototype user are updated based on actions of
users similar to the prototype user. The User Model can be
modified based on User Model modification requests pro-
vided by the user. In addition, the user can temporarily use a
User Model that is built from a set of predetermined param-
eters of a profile selected by the user.

Distances between users are calculated to determine simi-
lar users, who are clustered into clusters of similar users.
Parameters defining the User Model may include the calcu-
lated distances between the User Model and User Models of
users within the user’s cluster. Users may also be clustered
based on calculated relative entropy values between User
Models of multiple users.

A number of other probabilities can be calculated, such as
a posterior probability P(uld,q) that the document is of inter-
est to the user, given a search query submitted by the user.
Estimating the posterior probability includes estimating a
probability that the query is expressed by the user with an
information need contained in the document. In addition, the
probability P(uld,con) that the document is of interest to the
user during a current interaction session can be calculated. To
do so, P(u,conld)/P(conld) is calculated, where con repre-
sents a sequence of interactions during the current interaction
session or media content currently marked by the user. A
posterior probability P(uld,q,con) that the document is of
interest to the user, given a search query submitted during a
current interaction session, can also be calculated.

A variety of personalized information services are pro-
vided using the estimated probabilities. In one application,
network documents are crawled and parsed for links, and
probable interest of the user in the links is calculated using the
learning machine. Links likely to be of interest to the user are
followed. In another application, the user identifies a docu-
ment, and a score derived from the estimated probability is
provided to the user. In an additional application, the user is
provided with a three-dimensional map indicating user inter-
est in each document of a hyperlinked document collection.
In a further application, an expert user is selected from a
group of users. The expert user has an expert User Model that
indicates a strong interest in a document associated with a
particular area of expertise. Another application includes
parsing a viewed document for hyperlinks and separately
estimating for each hyperlink a probability that the linked
document is of interest to the user. In a further application,
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user interest information derived from the User Model is sent
to a third party web server that then customizes its interaction
with the user. Finally, a set of users interested in a document
is identified, and a range of interests for the identified users is
calculated.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 is a schematic diagram of a computer system in
which the present invention is implemented.

FIG. 2 is a block diagram of a method of the present
invention for providing personalized product and information
services to a user.

FIG. 3 is a schematic diagram of knowledge sources used
as inputs to the User Model and resulting outputs.

FIGS. 4A-4E illustrate tables that store different compo-
nents and parameters of the User Model.

FIG. 5A illustrates a cluster tree containing clusters of
users similar to a particular user.

FIG. 5B is a table that stores parameters of a user cluster
tree.

FIG. 6A illustrates a preferred cluster tree for implement-
ing fuzzy or probabilistic clustering.

FIG. 6B is a table that stores parameters of a user fuzzy
cluster tree.

FIG. 7 illustrates a portion of a topic tree.

FIG. 8 is a table that stores nodes of the topic tree of FIG.
7.

FIG. 9 is a table that stores the names of clusters having the
most interest in nodes of the topic tree of FIG. 7, used to
implement the topic experts model.

FIG. 10 illustrates a portion of a product tree.

FIG. 11 is a table that stores nodes of the product tree of
FIG. 10.

FIG. 12A is a table that stores feature values of products of
the product tree of FIG. 10.

FIG. 12B is a table that stores potential values of product
features associated with intermediate nodes of the product
tree of FIG. 10.

FIG. 13 is a schematic diagram of the method of initializing
the User Model.

FIG. 14 illustrates the user recently accessed buffer, which
records all user interactions with documents.

FIG. 15A is a table for storing sites that are candidates to
include in the user site distribution.

FIG. 15B is a table for storing words that are candidates to
include in the user word distribution.

FIG. 16 is a table that records all products the user has
purchased.

FIG. 17 is a schematic diagram of the method of applying
the User Model to new documents to estimate the probability
of user interest in the document.

FIG. 18 is a block diagram of the personal crawler appli-
cation of the present invention.

FIG. 19 is a block diagram of the personal search applica-
tion of the present invention.

FIG. 20 is a block diagram of the personal navigation
application of the present invention.

FIG. 21 is a block diagram of the document barometer
application of the present invention.

FIG. 22 is a schematic diagram of the three-dimensional
map application of the present invention.

DETAILED DESCRIPTION

Although the following detailed description contains many
specifics for the purposes of illustration, anyone of ordinary
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skill in the art will appreciate that many variations and alter-
ations to the following details are within the scope of the
invention. Accordingly, the following preferred embodiment
of the invention is set forth without any loss of generality to,
and without imposing limitations upon, the claimed inven-
tion.

The present invention, referred to as Personal Web, pro-
vides automatic, personalized information and product ser-
vices to a computer network user. In particular, Personal Web
is a user-controlled, web-centric service that creates for each
user a personalized perspective and the ability to find and
connect with information on the Internet, in computer net-
works, and from human experts that best matches his or her
interests and needs. A computer system 10 implementing
Personal Web 12 is illustrated schematically in FIG. 1. Per-
sonal Web 12 is stored on a central computer or server 14 on
a computer network, in this case the Internet 16, and interacts
with client machines 18, 20, 22, 24, 26 via client-side soft-
ware. Personal Web 12 may also be stored on more than one
central computers or servers that interact over the network.
The client-side software may be part of a web browser, such
as Netscape Navigator or Microsoft Internet Explorer, con-
figured to interact with Personal Web 12, or it may be distinct
from but interacting with a client browser. Five client
machines are illustrated for simplicity, but Personal Web 12 is
intended to provide personalized web services for a large
number of clients simultaneously.

For all of the typical interactions that a user has with a
computer network, such as the world wide web, Personal Web
12 provides a personalized version. Personal Web 12 stores
for each user a User Model 13 that is continuously and trans-
parently updated based on the user’s interaction with the
network, and which allows for personalization of all interac-
tion modes. The User Model represents the user’s informa-
tion and product interests; all information that is presented to
the user has been evaluated by the User Model to be of interest
to the user. The User Model allows for cross fertilization; that
is, information that is learned in one mode of interaction is
used to improve performance in all modes of interaction. The
User Model is described in detail below.

Five examples of personalized interaction modes provided
by the present invention are illustrated in FIG. 1. However, it
is to be understood that the present invention provides for
personalization of all modes, and that the following examples
in no way limit the scope of the present invention. Personal
Web is active during all stages of information processing,
including collection, retrieval, filtering, routing, and query
answering.

Client 18 performs a search using Personal Web 12 by
submitting a query and receiving personalized search results.
The personal search feature collects, indexes, and filters
documents, and responds to the user query, all based on the
user profile stored in the User Model 13. For example, the
same query (e.g., “football game this weekend” or “opera™)
submitted by a teenager in London and an adult venture
capitalist in Menlo Park returns different results based on the
personality, interests, and demographics of each user. By
personalizing the collection phase, the present invention does
not require that all network documents be filtered for a par-
ticular user, as does the prior art.

Client 20 browses the web aided by Personal Web 12. In
browsing mode, the contents of a web site are customized
according to the User Model 13. Personal Web interacts with
acooperating web site by supplying User Model information,
and a web page authored in a dynamic language (e.g.,
DHTML) is personalized to the user’s profile. In navigation
mode, a personal navigation aid suggests to the user relevant
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links within the visited site or outside it given the context, for
example, the current web page and previously visited pages,
and knowledge of the user profile.

Client 22 illustrates the find-an-expert mode of Personal
Web 12. The user supplies an expert information or product
need in the form of a sample web page or text string, and
Personal Web 12 locates an expert in the user’s company,
circle of friends, or outside groups that has the relevant infor-
mation and expertise, based on the expert’s User Model 13.
The located expert not only has the correct information, but
presents it in a manner of most interest to the user, for
example, focussing on technical rather than business details
of'a product.

Client 24 uses the personal pushed information mode of
Personal Web 12. Personal Web 12 collects and presents
personal information to a user based on the User Model 13.
The pushed information is not limited to a fixed or category or
topic, but includes any information of interest to the user. In
communities, organizations, or group of users, the pushed
information can include automatic routing and delivery of
newly created documents that are relevant to the users.

Finally, client 26 illustrates the product recommendation
mode of Personal Web 12. The user submits a query for
information about a product type, and Personal Web 12
locates the products and related information that are most
relevant to the user, based on the User Model 13. As described
further below, product information is gathered from all avail-
able knowledge sources, such as product reviews and press
releases, and Personal Web 12 can recommend a product that
has never been purchased or rated by any users.

All of the above features of Personal Web 12 are based on
a User Model 13 that represents user interests in a document
or product independently of any specific user information
need, i.e., not related to a specific query. The User Model 13
is a function that is developed and updated using a variety of
knowledge sources and that is independent of a specific rep-
resentation or data structure. The underlying mathematical
framework ofthe modeling and training algorithms discussed
below is based on Bayesian statistics, and in particular on the
optimization criterion of maximizing posterior probabilities.
In this approach, the User Model is updated based on both
positive and negative training examples. For example, a
search result at the top of the list that is not visited by the user
is a negative training example.

The User Model 13, with its associated representations, is
an implementation of a learning machine. As defined in the
art, a learning machine contains tunable parameters that are
altered based on past experience. Personal Web 12 stores
parameters that define a User Model 13 for each user, and the
parameters are continually updated based on monitored user
interactions while the user is engaged in normal use of a
computer. While a specific embodiment of the learning
machine is discussed below, it is to be understood that any
model that is a learning machine is within the scope of the
present invention.

The present invention can be considered to operate in three
different modes: initialization, updating or dynamic learning,
and application. In the initialization mode, a User Model 13 is
developed or trained based in part on a set of user-specific
documents. The remaining two modes are illustrated in the
block diagram of FIG. 2. While the user is engaged in normal
use of a computer, Personal Web 12 operates in the dynamic
learning mode to transparently monitor user interactions with
data (step 30) and update the User Model 13 to reflect the
user’s current interests and needs. This updating is performed
by updating a set of user-specific data files in step 32, and then
using the data files to update the parameters of the User Model
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13 in step 34. The user-specific data files include a set of
documents and products associated with the user, and moni-
tored user interactions with data. Finally, Personal Web 12
applies the User Model 13 to unseen documents, which are
first analyzed in step 36, to determine the user’s interest in the
document (step 38), and performs a variety of services based
on the predicted user interest (step 40). In response to the
services provided, the user performs a series of actions, and
these actions are in turn monitored to further update the User
Model 13.

The following notation is used in describing the present
invention. The user and his or her associated representation
are denoted with u, a user query with q, a document with d, a
product or service with p, a web site with s, topic with t, and
a term, meaning a word or phrase, with w. The term “docu-
ment” includes not just text, but any type of media, including,
but not limited to, hypertext, database, spreadsheet, image,
sound, and video. A single document may have one or mul-
tiple distinct media types. Accordingly, the set of all possible
documents is D, the set of all users and groups is U, the set of
all products and services is P, etc. The user information or
product need is a subset of D or P. Probability is denoted with
P, and a cluster of users or of clusters with ¢, with which
function semantics are used. For example, c(c(u)) is the clus-
ter of clusters in which the user u is a member (“the grandfa-
ther cluster”). Note that an explicit notation of world knowl-
edge, such as dictionaries, atlases, and other general
knowledge sources, which can be used to estimate the various
posterior probabilities, is omitted.

A document classifier is a function whose domain is any
document, as defined above, and whose range is the continu-
ous interval [0,1]. For example, a document classifier may be
a probability that a document d is of interest to a particular
user or a group of users. Specific document classifiers of the
present invention are obtained using the User Model 13 and
Group Model. The User Model 13 represents the user interest
in a document independent of any specific user information
need. This estimation is unique to each user. In strict math-
ematical terms, given a user u and a document d, the User
Model 13 estimates the probability P(uld). P(uld) is the prob-
ability of the event that the user u is interested in the document
d, given everything that is known about the document d. This
classifier is extended to include P(uld,con), the probability
that a user is interested in a given document based on a user’s
current context, for example, the web pages visited during a
current interaction session.

The Group or Cluster Model is a function that represents
the interest level of a group of users in a document indepen-
dently of any specific information need. For example, for the
group of users c(u), the mathematical notation of this prob-
ability, which is determined by applying the Group Model to
a document d, is P(c(u)ld).

A schematic diagram of the User Model is shown in FI1G. 3,
which illustrates the various knowledge sources (in circles)
used as input to the User Model. The knowledge sources are
used to initialize and update the User Model, so that it can
accurately take documents and generate values of user inter-
estin the documents, given the context of the user interaction.
Note that some of the knowledge sources are at the individual
user level, while others refer to aggregated data from a group
of users, while still others are independent of all users. Also
illustrated in FIG. 3 is the ability of the User Model to esti-
mate a user interest in a given product, represented math-
ematically as the interest of a user in a particular document,
given that the document describes the product:
P(userldocument, product described=p). As explained further
below, the long-term user interest in a product is one of many

20

25

30

35

40

45

50

55

60

65

10

probabilities incorporated into the computation of user inter-
est in all documents, but it can also be incorporated into
estimation of a current user interest in a product.

Beginning at the bottom left of FIG. 3, User Data and
Actions include all user-dependent inputs to the User Model,
including user browser documents, user-supplied documents,
other user-supplied data, and user actions, such as browsing,
searching, shopping, finding experts, and reading news. Data
and actions of similar users are also incorporated into the User
Model by clustering all users into a tree of clusters. Clustering
users allows estimation of user interests based on the interests
of'users similar to the user. For example, if the user suddenly
searches for information in an area that is new to him or her,
the User Model borrows characteristics of User Models of
users with similar interests. Topic classifiers are used to clas-
sify documents automatically into topics according to a pre-
defined topic tree. Similarly, product models determine the
product or product categories, if any, referred to by a docu-
ment. Product models also extract relevant feature of products
from product-related documents. The topic experts input pro-
vides input of users with a high interest in a particular topic,
as measured by their individual User Models. Finally, the
User Model incorporates world knowledge sources that are
independent of all users, such as databases of company
names, yellow pages, thesauri, dictionaries, and atlases.

User Model Representations

Given the inputs shown in FIG. 3, the User Model is a
function that may be implemented with any desired data
structure and that is not tied to any specific data structure or
representation. The following currently preferred embodi-
ment of abstract data structures that represent the User Model
13 is intended to illustrate, but not limit, the User Model ofthe
present invention. Some of the structures hold data and
knowledge at the level of individual users, while others store
aggregated data for a group or cluster of users. Initialization
of the various data structures of the User Model is described
in the following section; the description below is of the struc-
tures themselves.

User-dependent inputs are represented by components of
the User Model shown in FIGS. 4A-4E. These inputs are
shown as tables for illustration purposes, but may be any
suitable data structure. The user-dependent components
include an informative word or phrase list, a web site distri-
bution, a user topic distribution, a user product distribution,
and a user product feature distribution. Each of these user-
dependent data structures can be thought of as a vector of
most informative or most frequent instances, along with a
measure representing its importance to the user.

The informative word and phrase list of FIG. 4A contains
the most informative words and phrases found in user docu-
ments, along with a measure of each informative phrase or
word’s importance to the user. As used herein, an “informa-
tive phrase” includes groups of words that are not contiguous,
but that appear together within a window of a predefined
number of words. For example, if a user is interested in the
1999 Melissa computer virus, then the informative phrase
might include the words “virus,” “Melissa,” “security,” and
“IT,” all appearing within a window of 50 words. The sen-
tence “The computer virus Melissa changed the security
policy of many IT departments™ corresponds to this phrase.

In addition to the words and phrases, the list contains the
lastaccess time of'a document containing each word or phrase
and the total number of accessed documents containing the
words. One embodiment of the informative measure is a word
probability distribution P(wlu) representing the interest of a
user u in a word or phrase w, as measured by the word’s
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frequency in user documents. Preferably, however, the infor-
mative measure is not simply a measure of the word fre-
quency in user documents; common words found in many
documents, such as “Internet,” provide little information
about the particular user’s interest. Rather, the informative
measure should be high for words that do not appear fre-
quently across the entire set of documents, but whose appear-
ance indicates a strong likelihood of the user’s interest in a
document. A preferred embodiment uses the TFIDF measure,
described in Ricardo Baeza-Yates and Berthier Ribeiro-Neto,
Modern Information Retrieval, Addison Wesley, 1999, in
which TF stands for term frequency, and IDF stands for
inverse document frequency. Mathematically, if 1, ,, denotes
the frequency of the word w in user u documents, and D,
denotes the number of documents containing the word w, then
the importance of a word w to a user u is proportional to the
product £, -D/D,,.

A more preferred embodiment of the measure of each
word’s importance uses a mathematically sound and novel
implementation based on information theory principles. In
particular, the measure used is the mutual information
between two random variables representing the user and the
word or phrase. Mutual information is a measure of the
amount of information one random variable contains about
another; a high degree of mutual information between two
random variables implies that knowledge of one random vari-
able reduces the uncertainty in the other random variable.

For the present invention, the concept of mutual informa-
tion is adapted to apply to probability distributions on words
and documents. Assume that there is a document in which the
user’s interest must be ascertained. The following two ques-
tions can be asked: Does the phrase p appear in the docu-
ment?; and Is the document of interest to the user u? Intu-
itively, knowing the answer to one of the questions reduces
the uncertainty in answering the other question. That s, if the
word w appears in a different frequency in the documents
associated with the user u from its frequency in other docu-
ments, it helps reduce the uncertainty in determining the
interest of user u in the document.

Through the concept of mutual information, information
theory provides the mathematical tools to quantify this intu-
ition in a sound way. For a detailed explanation, see T. Cover
and J. Thomas, Elements of Information Theory, Wiley, 1991.
In this embodiment of the informative measure, two indicator
variables are defined. I, has a value of 1 when the word w
appears in a web document and 0 when it does not, and [, has
a value of 1 when a web document is of interest to the user u
and O when it does not. The mutual information between the
two random variables I, and I, is defined as:

. Py, i)
P(i, lu)Ingm

Iild= ), >

iwely iyely

The probabilities in this formula are computed over a set of
documents of interest to the user and a set of documents not of
interest to the user. For example, consider a set of 100 docu-
ments of interest to the user, and a set of 900 documents not of
interest to the user. Then P(i,=1)=0.1, and P(i,=0)=0.9.
Assume that in the combined set of 1000 documents, 150
contain the word “Bob.” Then P(i,=1)=0.15, and P(,,=0)
=0.85. In addition, assume that “Bob” appears in all 100 of the
documents of interest to the user. P(i,,,i,) has the following
four values:
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i, i, P(iy,, i)
0 0 850/1000
0 1 50/1000
1 0 0/1000
1 1 100/1000

Using the above formula, the mutual information between
the user and word Bob is:

I(Ipop; Luser) = 850/ 1000log [850 / 1000/ (0.85 +0.9)] +

50/1000log [50/1000/(0.15+0.9)] +
0/1000log[0/1000/(0.1+0.85)] +
100/1000log[100/1000/(0.15+0.1)]

=0.16.

Mutual information is a preferred measure for selecting the
word and phrase list for each user. The chosen words and
phrases have the highest mutual information.

The remaining User Model representations are analo-
gously defined using probability distributions or mutual
information. The web site distribution of FIG. 4B contains a
list of web sites favored by the user along with a measure of
the importance of each site. Given the dynamic nature of the
Internet, in which individual documents are constantly being
added and deleted, a site is defined through the first backslash
(after the www). For example, the uniform resource locator
(URL) http://www.herring.com/companies/2000 . . . is con-
sidered as www.herring.com. Sites are truncated unless a
specific area within a site is considered a separate site; for
example, www.cnn.com/health is considered to be a different
site than www.cnn.com/us. Such special cases are decided
experimentally based on the amount of data available on each
site and the principles of data-driven approaches, described in
Vladimir S. Cherkassky and Filip M. Mulier, Learning from
Data: Concepts, Theory, and Methods, in Adaptive and
Learning Systems for Signal Processing, Communications
and Control, Simon Haykin, series editor, Wiley & Sons,
March, 1998. Each site has an importance measure, either a
discrete probability distribution, P(slu), representing the
interest of user u in a web site s, or the mutual information
metric defined above, I(I; 1), representing the mutual infor-
mation between the user u and a site s. The web site distribu-
tion also contains the last access time and number of accesses
for each site.

FIG. 4C illustrates the user topic distribution, which rep-
resents the interests of the user in various topics. The user
topic distribution is determined from a hierarchical, user-
independent topic model, for example a topic tree such as the
Yahoo directory or the Open Directory Project, available at
http://dmoz.org/. Each entry in the tree has the following
form:

Computers\Internett WW W\Searching the

Web\Directories\Open Directory Project\

where the topic following a backslash is a child node of the
topic preceding the backslash. The topic model is discussed in
more detail below.

For each node of the topic tree, a probability is defined that
specifies the user interest in the topic. Each level of the topic
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model is treated distinctly. For example, for the top level of
the topic model, there is a distribution in which

P(t, Ju)+P(tlu)=1,

where t; represents the top level of topics and is the same set
of topics for each user, e.g., technology, business, health, etc.
P (t;lu) is the sum of the user probabilities on all top level
topics. For each topic level, t,, represents specific interests of
each user that are not part of any common interest topics, for
instance family and friends’ home pages. For lower topic
levels, every node in the tree is represented in the user topic
distribution by a conditional probability distribution. For
example, if the Technology node splits into Internet, Com-
munication, and Semiconductors, then the probability distri-
bution is of the form:

P(Internet|u, Technology)+P(Communication |z, Tech-
nology)+P(Semiconductorslu, Technology)+P
(z,,lu, Technology)=1

Rather than probabilities, the mutual information metric
defined above may be used; I(I,; 1) represents the mutual
information between the user u and the topic t. An exemplary
data structure shown in FIG. 4C for storing the user topic
distribution contains, for each topic, the topic parent node,
informative measure, last access time of documents classified
into the topic, and number of accesses of documents classified
into the topic. Note that the User Model contains an entry for
every topic in the tree, some of which have a user probability
or mutual information of zero.

The user product distribution of FIG. 4D represents the
interests of the user in various products, organized in a hier-
archical, user-independent structure such as a tree, in which
individual products are located at the leaf nodes of the tree.
The product taxonomy is described in further detail below.
The product taxonomy is similar to the topic tree. Each entry
in the tree has the following form:

Consumer Electronics\Cameras\Webcams\3Com Home-

Connect\

where a product or product category following a backslash is
a child node of a product category preceding the backslash.

For each node of the product model, a probability is defined
that specifies the user interest in that particular product or
product category. Each level of the product model is treated
distinctly. For example, for the top level of the product hier-
archy, there is a distribution in which

Plplu)=1,

where p, represents the top level of product categories and is
the same for each user, e.g., consumer electronics, computers,
software, etc. For lower product category levels, every node in
the tree is represented in the user product distribution by a
conditional probability distribution. For example, if the Cam-
eras node splits into Webcams and Digital Cameras, then the
probability distribution is of the form:

P(Webcams|u,Cameras)+P(Digital Cameras|u,Cam-
eras)=1

Rather than probabilities, the mutual information metric
defined above may be used. Then I(I,,; I,) represents the
mutual information between the user u and the product or
product category p. An exemplary data structure for storing
the user product distribution contains, for each product, the
product ID, product parent node, user probability, last pur-
chase time of the product, number of product purchases, last
access time of documents related to the product, and number
of related documents accessed.
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For each product or category on which the user has a
nonzero probability, the User Model contains a user product
feature distribution on the relevant features, as shown in FIG.
4E. Each product category has associated with it a list of
features, and the particular values relevant to the user are
stored along with a measure of the value’s importance, such
as a probability P(flu,p) or mutual information measure I(1,
1,). For example, Webcams have a feature Interface with
possible values Ethernet (10BaseT), Parallel, PC Card, serial,
USB, and TV. Probability values of each feature sum to one;
that is,

P(Ethernet|u,Interface, Webcam)+P(Parallel |, Inter-
face,Webcam)+P(PC Cardlu,Interface,Webcam)+

P(seriallu,Interface, Webcam)+P(USB|u,Inter-
face,Webcam)+P(TV lu,Interface, Webcam)=1.

User probability distributions or mutual information mea-
sures are stored for each feature value of each node. Note that
there is no user feature value distribution at the leaf nodes,
since specific products have particular values of each feature.

Finally, user-dependent components of the User Model
include clusters of users similar to the user. Users are clus-
tered into groups, forming a cluster tree. One embodiment of
auser cluster tree, shown in FIG. 5A, hard classifies users into
clusters that are further clustered. Each user is a member of
one and only one cluster. For example, Bob is clustered into a
cluster c(u), which is further clustered into clusters of clus-
ters, until the top level cluster is reached c(U). The identity of
the user’s parent cluster and grandfather cluster is stored as
shown in FIG. 5B, and information about the parent cluster is
used as input into the User Model. As described below, clus-
ters are computed directly from User Models, and thus need
not have a predefined semantic underpinning.

Preferably, the User Model does not user hard clustering,
but rather uses soft or fuzzy clustering, also known as proba-
bilistic clustering, in which the user belongs to more than one
cluster according to a user cluster distribution P(c(u)). FIG.
6A illustrates fuzzy clusters in a cluster hierarchy. In this case,
Bob belongs to four different clusters according to the prob-
ability distribution shown. Thus Bob is most like the members
of cluster C4, but still quite similar to members of clusters C1,
C2, C3, and C4. Fuzzy clustering is useful for capturing
different interests of a user. For example, a user may be a
small business owner, a parent of a small child, and also an
avid mountain biker, and therefore need information for all
three roles. Probabilistic clustering is described in detail in
the Ph.D. thesis of Steven J. Nowlan, “Soft Competitive
Adaptation: Neural Network Learning Algorithms Based on
Fitting Statistical Mixtures,” School of Computer Science,
Carnegie Mellon University, Pittsburgh, Pa., 1991. A suitable
data structure for representing fuzzy clusters is shown in FIG.
6B. Each row stores the cluster or user ID, one parent ID, and
the cluster probability, a measure of similarity between the
cluster or user and the parent cluster.

Note that all elements of an individual User Model for a
user u also apply to a cluster of users c(u). Thus for each
cluster, a Group Model is stored containing an informative
word list, a site distribution, a topic distribution, a group
product distribution, and a group product feature distribution,
each with appropriate measures. For example, P(plc(u)) rep-
resents the interest of a cluster c(u) in various products p.

The user-dependent User Model representations also
include a user general information table, which records global
information describing the user, such as the User ID, the
number of global accesses, the number of accesses within a
recent time period, and pointers to all user data structures.

Other knowledge sources of the User Model are indepen-
dent of the user and all other users. Topic classifiers are used
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to classify documents into topics according to a predefined
topic tree, an example of which is illustrated in FIG. 7. A
variety of topic trees are available on the web, such as the
Yahoo directory or Open Directory Project (www.dmoz.org).
A topic classifier is a model similar to the user model that
estimates the probability that a document belongs to a topic.
Every node on the topic tree has a stored topic classifier. Thus
the set of all topic classifiers computes a probability distribu-
tion of all of the documents in the set of documents D among
the topic nodes. For example, the topic classifier in the root
node in FIG. 7 estimates the posterior probabilities P(tld),
where t represents the topic of document d and is assigned
values from the set {Arts, Business, Health, News, Science,
Society}. Similarly, the topic classifier for the Business node
estimates the posterior probability P(tld, Business), where t
represents the specific topic of the document d within the
Business category. Mathematically, this posterior probability
is denoted P(t(d)=Business\Investing\lt(d)=Business, d),
which represents the probability that the subtopic of the docu-
ment d within Business is Investing, given that the topic is
Business. The topic tree is stored as shown in FIG. 8, a table
containing, for each node, the topic ID, depth level, topic
parent 1D, number of child nodes, and topic ID of the child
nodes.

The topic experts model estimates the probability that a
document is of interest to users who are interested in a par-
ticular topic, independent of any specific user information
need. Each node of the topic tree has, in addition to a topic
classifier, a corresponding topic expert function. Note that the
topic classifier and topic expert function are independent; two
documents can be about investing, but one of high interest to
expert users and the other of no interest to expert users. The
topic expert model can be considered an evaluation of the
quality of information in a given document. The assumption
behind the topic experts model is that the degree of interest of
a user in a given topic is his or her weight for predicting the
quality or general interest level in a document classified
within the particular topic. Obviously there are outliers to this
assumption, for example, novice users. However, in general
and averaged across many users, this measure is a good indi-
cator of a general interest level in a document. For every topic
in the tree, a list of the N clusters with the most interest in the
topic based on the cluster topic distribution is stored. The
cluster topic distribution is similar to the user topic distribu-
tion described above, but is averaged over all users in the
cluster. An exemplary data structure for storing the topic
experts model is shown in FIG. 9.

Finally, a product model is stored for every node of a
product taxonomy tree, illustrated in FIG. 10. Examples of
product taxonomy trees can be found at www.cnet.com and
www.productopia.com, among other locations. In any prod-
uct taxonomy tree, the leaf nodes, i.e., the bottom nodes of the
tree, correspond to particular products, while higher nodes
represent product categories. Product models are similar to
topic classifiers and User Models, and are used to determine
whether a document is relevant to a particular product or
product category. Thus a product model contains a list of
informative words, topics, and sites. The set of all product
models computes a probability distribution of all of the docu-
ments in the set of documents D among the product nodes. For
example, the product model in the root node in FIG. 10
estimates the posterior probabilities P(pld), where p repre-
sents the product referred to in document d and is assigned
values from the set {Consumer Electronics, Computers, Soft-
ware}. Similarly, the product model for the Consumer Elec-
tronics node estimates the posterior probability P(pld, Con-
sumer Electronics), where p represents the product category
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of'the document d within the Consumer Electronics category.
Mathematically, this posterior probability is denoted P(p(d)
=Consumer Electronics\CD Players\Ip(d)=Consumer Elec-
tronics, d), which represents the probability that the subprod-
uct category of the document d within Consumer Electronics
is CD Players, given that the product category is Consumer
Electronics. The product tree is stored as shown in FIG. 11, a
table containing, for each node, the topic 1D, depth level,
topic parent ID, number of child nodes, and topic ID of the
child nodes.

Each node of the product tree has an associated product
feature list, which contains particular descriptive features
relevant to the product or category. Nodes may have associ-
ated feature values; leat nodes, which represent specific prod-
ucts, have values of all relevant product features. Product
feature lists are determined by a human with knowledge of the
domain. However, feature values may be determined auto-
matically form relevant knowledge sources as explained
below.

For example, in the product tree of FIG. 10, CD Players is
the parent node of the particular CD players Sony CDP-
CX350 and Harman Kardon CDR2. The product category CD
Players has the following features: Brand, CD Capacity, Digi-
tal Output, Plays Minidisc, and Price Range. Each feature has
a finite number of potential feature values; for example, CD
Capacity has potential feature values 1 Disc, 1-10 Discs,
10-50 Discs, or 50 Discs or Greater. Individual products, the
child nodes of CD Players, have one value of each feature. For
example, the Sony CDP-CX350 has a 300 disc capacity, and
thus a feature value of 50 Discs or Greater.

Some product features are relevant to multiple product
categories. In this case, product features propagate as high up
the product tree as possible. For example, digital cameras
have the following product features: PC Compatibility,
Macintosh Compatibility, Interfaces, Viewfinder Type, and
Price Range. Webcams have the following product features:
PC Compatibility, Macintosh Compatibility, Interfaces,
Maximum Frames per Second, and Price Range. Common
features are stored at the highest possible node of the tree;
thus features PC Compatibility, Macintosh Compatibility,
and Interfaces are stored at the Cameras node. The Digital
Cameras node stores only product feature Viewfinder Type,
and the Webcams node stores only product feature Maximum
Frames per Second. Note that product feature Price Range is
common to CD Players and Cameras, and also Personal Mini-
discs, and thus is propagated up the tree and stored at node
Consumer Electronics.

Individual products at leaf nodes inherit relevant features
from all of their ancestor nodes. For example, Kodak CD280
inherits the feature Viewfinder Type from its parent; PC Com-
patibility, Macintosh Compatibility, and Interfaces from its
grandparent; and Price Range from its great-grandparent. A
product feature list is stored as shown in FIG. 12A, and
contains, for each product ID, the associated feature and its
value. All potential feature values are stored in a product
feature value list, as shown in FIG. 12B.

The system also includes a document database that indexes
all documents D. The document database records, for each
document, a document ID, the full location (the URL of the
document), a pointer to data extracted from the document,
and the last access time of the document by any user. A word
database contains statistics of each word or phrase from all
user documents. The word database contains the word 1D, full
word, and word frequency in all documents D, used in calcu-
lating informative measures for individual users and clusters.

Initialization of User Model
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The User Model is initialized offline using characteriza-
tions of user behavior and/or a set of documents associated
with the user. Each data structure described above is created
during initialization. In other words, the relevant parameters
of the learning machine are determined during initialization,
and then continually updated online during the update mode.

In one embodiment, the user documents for initializing the
User Model are identified by the user’s web browser. Most
browsers contain files that store user information and are used
to minimize network access. In Internet Explorer, these files
are known as favorites, cache, and history files. Most com-
mercial browsers, such as Netscape Navigator, have equiva-
lent functionality; for example, bookmarks are equivalent to
favorites. Users denote frequently-accessed documents as
bookmarks, allowing them to be retrieved simply by selection
from the list of bookmarks. The bookmarks file includes for
each listing its creation time, last modification time, last visit
time, and other information. Bookmarks of documents that
have changed since the last user access are preferably deleted
from the set of user documents. The Internet Temporary
folder contains all of the web pages that the user has opened
recently (e.g., within the last 30 days). When a user views a
web page, it is copied to this folder and recorded in the cache
file, which contains the following fields: location (URL), first
access time, and last access time (most recent retrieval from
cache). Finally, the history file contains links to all pages that
the user has opened within a set time period.

Alternatively, the user supplies a set of documents, not
included in any browser files, that represent his or her inter-
ests. The User Model can also be initialized from information
provided directly by the user. Users may fill out forms, answer
questions, or play games that ascertain user interests and
preferences. The user may also rate his or her interest in a set
of documents provided.

User documents are analyzed as shown in FIG. 13 to deter-
mine initial parameters for the various functions of the User
Model. A similar analysis is used during updating of the User
Model. Note that during updating, both documents that are of
interest to the user and documents that are not of interest to the
user are analyzed and incorporated into the User Model. The
process is as follows. In a first step 82, the format of docu-
ments 80 is identified. In step 84, documents 80 are parsed
and separated into text, images and other non-text media 88,
and formatting. Further processing is applied to the text, such
as stemming and tokenization to obtain a set of words and
phrases 86, and information extraction. Through information
extraction, links 90 to other documents, email addresses,
monetary sums, people’s names, and company names are
obtained. Processing is performed using natural language
processing tools such as LinguistX® and keyword extraction
tools such as Thing Finder™, both produced by Inxight (ww-
w.inxight.com). Further information on processing tech-
niques can be found in Christopher D. Manning and Hinrich
Schutze, Foundations of Statistical Natural Language Pro-
cessing, MIT Press, 1999. Additional processing is applied to
images and other non-text media 88. For example, pattern
recognition software determines the content of images, and
audio or speech recognition software determines the content
of audio. Finally, document locations 94 are obtained.

Parsed portions of the documents and extracted informa-
tion are processed to initialize or update the user representa-
tions in the User Model. In step 96, user informative words or
phrases 98 are obtained from document words and phrases
86. In one embodiment, a frequency distribution is obtained
to calculate a TFIDF measure quantifying user interest in
words 98. Alternatively, mutual information is calculated
between the two indicator variables I, and I, as explained
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above. The set of informative words 98 contains words with
the highest probabilities or mutual information.

In step 100, the topic classifiers are applied to all extracted
information and portions of documents 80 to obtain a prob-
ability distribution P(tld) for each document on each node of
the topic tree. As a result, each node has a set of probabilities,
one for each document, which is averaged to obtain an overall
topic node probability. The average probabilities become the
initial user topic distribution 102. If desired, mutual informa-
tion between the two indicator variables I, and I, can be
determined as explained above.

Similarly, in step 104, product models are applied to all
extracted information from documents 80 to classify docu-
ments according to the product taxonomy tree. From user
purchase history 105, additional product probabilities are
obtained. Probabilities for each node are combined, weight-
ing purchases and product-related documents appropriately,
to obtain a user product distribution 106. Note that only some
of documents 80 contain product-relevant information and
are used to determine the user product distribution 106. Prod-
uct models return probabilities of zero for documents that are
not product related.

The user product feature distribution 108 can be obtained
from different sources. If a user has a nonzero probability for
aparticular product node, then the feature distribution on that
node is obtained from its leaf nodes. For example, if one of the
user documents was classified into Kodak DC280 and another
into Nikon Coolpix 950, then the user product feature distri-
bution for the Digital Cameras node has a probability of 0.5
for the feature values corresponding to each camera. Feature
value distributions propagate throughout the user product
feature distributions. For example, if the two cameras are in
the same price range, $300-$400, then the probability of the
value $300-$400 of the feature Price Range is 1.0, which
propagates up to the Consumer Electronics node (assuming
that the user has no other product-related documents falling
within Consumer Electronics).

Alternatively, product feature value distributions are
obtained only from products that the user has purchased, and
not from product-related documents in the set of user docu-
ments. Relevant feature values are distributed as high up the
tree as appropriate. If the user has not purchased a product
characterized by a particular feature, then that feature has a
zero probability. Alternatively, the user may explicitly specify
his or her preferred feature values for each product category in
the user product distribution. User-supplied information may
also be combined with feature value distributions obtained
from documents or purchases.

Document locations 94 are analyzed (step 110) to obtain
the user site distribution 112. Analysis takes into account the
relative frequency of access of the sites within a recent time
period, weighted by factors including how recently a site was
accessed, whether it was kept in the favorites or bookmarks
file, and the number of different pages from a single site that
were accessed. Values of weighting factors are optimized
experimentally using jackknifing and cross-validation tech-
niques described in H. Bourlard and N. Morgan, Connection-
ist Speech Recognition: A Hybrid Approach, Kluwer Aca-
demic Publishers, 1994.

Note that there is typically overlap among the different
representations of the User Model. For example, a news docu-
ment announcing the release of a new generation of Microsoft
servers has relevant words Microsoft and server. In addition,
it is categorized within the product taxonomy under
Microsoft servers and the topic taxonomy under computer
hardware. This document may affect the user’s word list,
product distribution, and topic distribution. After the User
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Models are initialized for all users, cluster membership can be
obtained. Clusters contain users with a high degree of simi-
larity of interests and information needs. A large number of
clustering algorithms are available; for examples, see K.
Fukunaga, Statistical Pattern Recognition, Academic Press,
1990. As discussed above, users are preferably soft clustered
into more than one cluster. Preferably, the present invention
uses an algorithm based on the relative entropy measure from
information theory, a measure of the distance between two
probability distributions on the same event space, described
in T. Cover and J. Thomas, Elements of Information Theory,
Chapter 2, Wiley, 1991. Clustering is unsupervised. That is,
clusters have no inherent semantic significance; while a clus-
ter might contain users with a high interest in mountain bik-
ing, the cluster tree has no knowledge of this fact.

In a preferred embodiment, the relative entropy between
two User Model distributions on a fixed set of documents
Dy uppze 18 calculated. Dy, is chosen as a good representa-
tion of the set of all documents D. Distributions of similar
users have low relative entropy, and all pairs of users within a
cluster have relative entropy below a threshold value. The
User Model of each user is applied to the documents to obtain
a probability of interest of each user in each document in the
set. The relative entropy between two user distributions for a
single document is calculated for each document in the set,
and then summed across all documents.

The exact mathematical computation of the relative
entropy between two users is as follows. An indicator variable
I, ;s assigned to 1 when a document d is of interest to a user
u and O when it is not. For two users u, and u, and for any
document d, the relative entropy between the corresponding
distributions is:

Plly1,4)
Pliuz,d)

Dii o) = ), Pli.alogy

iel

For example, if P(u,1d)=0.6 and P(u,!d)=0.9, then
D(L,,; 4l1,5,2)=0.410(0.4/0.1)+0.6 10g(0.6/0.9).

The relative entropy can be converted to a metric D' that
obeys the triangle inequality:

D'(i I)=0.5*(DU | L)+DI | ).

For any two users u; and u,, and for each document in
D, pies the metric D' is computed between the corresponding
indicator variable distributions on the document. The values
for all document are summed, and this sum is the distance
metric for clustering users. This distance is defined as:

Distance(u, , i) =

Z D/(Iul,dj I qu,dj)-

;€D somple

An alternative clustering algorithm computes the relative
entropy between individual user distributions in the User
Model, for example, between all informative word lists, site
distributions, etc., of each user. The equations are similar to
those above, but compute relative entropy based on indicator
variables such as I, ,,, which is assigned a value of 1 when a
word w is of interest to a user u. The calculated distances
between individual user distributions on words, sites, topics,
and products are summed to get an overall user distance. This
second algorithm is significantly less computationally costly
than the preferred algorithm above; selection of an algorithm
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depends on available computing resources. In either case,
relative entropy can also be computed between a user and
cluster of users.

Each cluster has a Group or Cluster Model that is analo-
gous to a User Model. Cluster Models are generated by aver-
aging each component of its members’ User Models. When
fuzzy clusters are used, components are weighted by a user’s
probability of membership in the cluster.

In some cases, initialization is performed without any user-
specific information. A user may not have a large bookmarks
file or cache, or may not want to disclose any personal infor-
mation. For such users, prototype users are supplied. A user
can choose one or a combination of several prototype User
Models, such as the technologist, the art lover, and the sports
fan. Predetermined parameters of the selected prototype user
are used to initialize the User Model. Users can also optto add
only some parameters of a prototype user to his or her existing
User Model by choosing the prototype user’s distribution of
topics, words, sites, etc. Note that prototype users, unlike
clusters, are semantically meaningful. That is, prototype
users are trained on a set of documents selected to represent a
particular interest. For this reason, prototype users are known
as “hats,” as the user is trying on the hat of a prototype user.

Users can also choose profiles on a temporary basis, for a
particular session only. For example, in a search for a birthday
present for his or her teenage daughter, a venture capitalist
from Menlo Park may be interested in information most prob-
ably offered to teenagers, and hence may choose a teenage
girl profile for the search session.

User-independent components are also initialized. The
topic classifiers are trained using the set of all possible docu-
ments D. For example, D may be the documents classified by
the Open Directory Project into its topic tree. Topic classifiers
are similar to a User Model, but with a unimodal topic distri-
bution function (i.e., a topic model has a topic distribution
value of 1 for itself and O for all other topic nodes). The set of
documents associated with each leaf node of the topic tree is
parsed and analyzed as with the user model to obtain an
informative word list and site distribution. When a topic clas-
sifier is applied to a new document, the document’s words and
location are compared with the informative components of
the topic classifier to obtain P(tld). This process is further
explained below with reference to computation of P(uld).
Preferably, intermediate nodes of the tree do not have asso-
ciated word list and site distributions. Rather, the measures
for the word list and site distribution of child nodes are used
as input to the topic classifier of their parent nodes. For
example, the topic classifier for the Business node ofthe topic
tree of FIG. 7 has as its input the score of the site of the
document to be classified according to the site distributions of
the topic models of its child nodes, Employment, Industries,
and Investing. The classifier can be any non-linear classifier
such as one obtained by training a Multilayer Perceptron
(MLP) using jackknifing and cross-validation techniques, as
described in H. Bourlard and N. Morgan, Connectionist
Speech Recognition: A Hybrid Approach, Kluwer Academic
Publishers, 1994. It can be shown that a MLP can be trained
to estimate posterior probabilities; for details, see J. Hertz, A.
Krogh, R. Palmer, Introduction to The Theory of Neural Com-
putation, Addison-Wesley, 1991.

The topic experts model is initialized by locating for every
node in the topic tree the N clusters that are of the same depth
in the user cluster tree as the user, and that have the highest
interest in the topic, based on their cluster topic distribution.
The cluster topic distribution P(tIc(u)) is simply an average of
the user topic distribution P(tlu) for each user in the cluster.
The topic experts model is used to determine the joint prob-
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ability that a document and the topic under consideration are
ofinterest to any user, P(t,d). Using Bayes’ rule, this term can
be approximated by considering the users of the N most
relevant clusters.

P, d) =) Plei |, AP P)
ieN

The topic experts model is, therefore, not a distinct model,
but rather an ad hoc combination of user and cluster topic
distributions and topic models.

Product models are initialized similarly to User Models
and topic classifiers. Each leaf node in the product tree of FIG.
10 has an associated set of documents that have been manu-
ally classified according to the product taxonomy. These
documents are used to train the product model as shown for
the User Model in FIG. 13. As a result, each leaf node of the
product tree contains a set of informative words, a topic
distribution, and a site distribution. Each node also contains a
list of features relevant to that product, which is determined
manually. From the documents, values of the relevant features
are extracted automatically using information extraction
techniques to initialize the feature value list for the product.
For example, the value of the CD Capacity is extracted from
the document. Information extraction is performed on
unstructured text, such as HTML documents, semi-structured
text, such as XML documents, and structured text, such as
database tables. As with the topic model, a nonlinear function
such as a Multilayer Perceptron is used to train the product
model.

Preferably, as for topic classifiers, intermediate nodes of
the product tree do not have associated word lists, site distri-
butions, and topic distributions. Rather, the measures for the
word list, site distribution, and topic distribution of child
nodes are used as input to the product models of their parent
nodes. Alternatively, each parent node may be trained using
the union of all documents of its child nodes.

Updating the User Model

The User Model is a dynamic entity that is refined and
updated based on all user actions. User interactions with
network data are transparently monitored while the user is
engaged in normal use of his or her computer. Multiple dis-
tinct modes of interaction of the user are monitored, including
network searching, network navigation, network browsing,
email reading, email writing, document writing, viewing
pushed information, finding expert advice, product informa-
tion searching, and product purchasing. As a result of the
interactions, the set of user documents and the parameters of
each user representation in the User Model are modified.

While any nonlinear function may be used in the User
Model (e.g., a Multilayer Perceptron), a key feature of the
model is that the parameters are updated based on actual user
reactions to documents. The difference between the predicted
user interest in a document or product and the actual user
interest becomes the optimization criterion for training the
model.

Through his or her actions, the user creates positive and
negative patterns. Positive examples are documents of inter-
est to a user: search results that are visited following a search
query, documents saved in the user favorites or bookmarks
file, web sites that the user visits independently of search
queries, etc. Negative examples are documents that are not of
interest to the user, and include search results that are ignored
although appear at the top of the search result, deleted book-
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marks, and ignored pushed news or email. Conceptually,
positive and negative examples can be viewed as additions to
and subtractions from the user data and resources.

Information about each document that the user views is
stored in a recently accessed buffer for subsequent analysis.
The recently accessed buffer includes information about the
document itself and information about the user’s interaction
with the document. One possible implementation of a buffer
is illustrated in FIG. 14; however, any suitable data structure
may be used. The recently-accessed buffer contains, for each
viewed document, a document identifier (e.g., its URL); the
access time of the user interaction with the document; the
interaction type, such as search or navigation; the context,
such as the search query; and the degree of interest, for
example, whether it was positive or negative, saved in the
bookmarks file, how long the user spent viewing the docu-
ment, or whether the user followed any links in the document.
Additional information is recorded for different modes of
interaction with a document as discussed below.

A metric is determined for each document to indicate
whether it is a positive, negative or neutral event; this metric
can potentially be any grade between 0 and 1, where 0 is a
completely negative event, 1 is a completely positive event,
and 0.5 is a neutral event. Previous user interactions may be
considered in computing the metric; for example, a web site
that the user accesses at a frequency greater than a predeter-
mined threshold frequency is a positive example. After each
addition to or subtraction from the set of user documents, the
document is parsed and analyzed as for the User Model ini-
tialization. Extracted information is incorporated into the
User Model.

Because the User Model is constantly and dynamically
updated, applying the initialization process for each update is
inefficient. Preferably, incremental learning techniques are
used to update the User Model. Efficient incremental learning
and updating techniques provide for incorporating new items
into existing statistics, as long as sufficient statistics are
recorded. Details about incremental learning can be found in
P. Lee, Bayesian Statistics, Oxford University Press, 1989.

After a document stored in the recently accessed buffer is
parsed, parsed portions are stored in candidate tables. For
example, FIGS. 15A and 15B illustrate a user site candidate
table and user word candidate table. The user site candidate
table holds sites that are candidates to move into the user site
distribution of FIG. 4B. The site candidate table stores the site
name, i.e., the URL until the first backslash, except for special
cases; the number of site accesses; and the time of last access.
The user word candidate table holds the words or phrases that
are candidates to move into the user informative word list of
FIG. 4A. It contains a word or phrase ID, alternate spellings
(or misspellings) of the word, an informative grade, and a
time of last access.

Negative examples provide words, sites, and topics that can
be used in several ways. The measure of any item obtained
from the negative example may be reduced in the user distri-
bution. For example, if the negative example is from a par-
ticular site that is in the user site distribution, then the prob-
ability or mutual information of that site is decreased.
Alternatively, a list of informative negative items may be
stored. The negative items are obtained from negative
examples and are used to reduce the score of a document
containing negative items.

Documents are added to the buffer during all user modes of
interaction with the computer. Interaction modes include net-
work searching, network navigation, network browsing,
email reading, email writing, document writing, viewing
“pushed” information, finding expert advice, and product
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purchasing. Different types of information are stored in the
buffer for different modes. In network searching, search que-
ries are recorded and all search results added to the buffer,
along with whether or not a link was followed and access time
for viewed search results. In network browsing, the user
browses among linked documents, and each document is
added to the buffer, along with its interaction time. In email
reading mode, each piece of email is considered to be a
document and is added to the buffer. The type of interaction
with the email item, such as deleting, storing, or forwarding,
the sender of the email, and the recipient list are recorded. In
email writing mode, each piece of written email is considered
a document and added to the buffer. The recipient of the email
is recorded. Documents written during document writing
mode are added to the buffer. The user’s access time with each
piece of pushed information and type of interaction, such as
saving or forwarding, are recorded. In finding expert advice
mode, the user’s interest in expert advice is recorded; interest
may be measured by the interaction time with an email from
an expert, a user’s direct rating of the quality of information
received, or other suitable measure.

During a product purchasing mode, a similar buffer is
created for purchased products, as shown in FIG. 16. All
purchased products are used to update the User Model. The
user recently purchased products buffer records for each pur-
chase the product ID, parent node in the product tree, pur-
chasetime, and purchase source. Purchased products are used
to update the user product distribution and user product fea-
ture distribution.

If the user feels that the User Model is not an adequate
representation of him or her, the user may submit user modi-
fication requests. For example, the user may request that
specific web sites, topics, or phrases be added to or deleted
from the User Model.

User Models for prototype users (hats) are also updated
based on actions of similar users. Obviously, it is desirable for
prototype User Models to reflect the current state of the rep-
resentative interest. New web sites appear constantly, and
even new informative words appear regularly. For example,
technology-related words are introduced and widely adopted
quite rapidly; the word list of the Technologist hat should be
updated to reflect such changes.

Prototype User Models are updated using actions that are
related to the prototype. Actions include documents, user
reactions to documents, and product purchases. There are
many ways to determine whether an action is relevant to the
prototype user. A document that is a positive example for
many users (i.e., a followed search result or bookmarked
page) and also has a high probability of interest to the proto-
type user is added to the set of prototype user documents.
Actions of users or clusters who are similar to the prototype
user, as measured by the relative entropy between individual
distributions (words, sites, etc.), are incorporated into the
prototype User Model. Additions to the prototype User Model
may be weighted by the relative entropy between the user
performing the action and the prototype user. Actions of
expert users who have a high degree of interest in topics also
of interest to the prototype user are incorporated into the
prototype User Model.

Note that users who are trying on hats are not able to
change the prototype User Model. Their actions affect their
own User Models, but not the prototype User Model. Updates
to the prototype User Model are based only on actions of users
who are not currently trying on hats.

Product models are also continually updated using incre-
mental learning techniques. As described below, the present
invention includes crawling network documents and evaluat-
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ing each document against User Models. Crawled documents
are also evaluated by product models. Documents that are
relevant to a particular product, as determined by the com-
puted probability P(pld), are used to update its product model.
If'a document is determined to be relevant, then each compo-
nent of the product model is updated accordingly. In addition
to the parsing and analysis performed for user documents,
information extraction techniques are employed to derive
feature values that are compared against feature values of the
product model, and also incorporated into the feature value
list as necessary. New products can be added to the product
tree at any time, with characteristic product feature values
extracted from all relevant documents. Relevant documents
for updating product models include product releases, discus-
sion group entries, product reviews, news articles, or any
other type of document.

By employing dynamically updated product models, the
present invention, in contrast with prior art systems, provides
for deep analysis ofall available product information to create
a rich representation of products. The interest of a user in a
product can therefore be determined even if the product has
never been purchased before, or if the product has only been
purchased by a very small number of users.

Applying the User Model to Unseen Documents
The User Model is applied to unseen documents to deter-

mine the probability that a document is of interest to the user,

or the probability that a document is of interest to a user in a

particular context. The basic functionality of this determina-

tion is then used in the various applications described in
subsequent sections to provide personalized information and
product services to the user.

The process of estimating user interest in a particular
unseen document 120 is illustrated in FIG. 17. This process
has the following three steps:

1. Preprocessing the document as for initialization (step 122).

2. Calculating an individual score for the document for each
element of the user representation (e.g., topic distribution,
word list).

3. Non-linearly combining (124) individual scores into one
score 126, the probability that the user is interested in the
unseen document, P(uld).

The second step varies for each individual score. From the
parsed text, the words of the document 120 are intersected
with the words or phrases in the user informative word list
128. For every word or phrase in common, the stored mutual
information between the two indicator variables I,, and 1, is
summed to obtain the word score. Alternatively, the TFIDF
associated with the word are averaged for every common
word or phrase. The location score is given by the probability
that the document site is of interest to the user, based on the
user site distribution 130.

The topic classifiers 132 are applied to document 120 to
determine the probability that the document relates to a par-
ticular topic, P(tld). The user topic score is obtained by com-
puting the relative entropy between the topic distribution
P(tld) and the user topic distribution 134, P(tlu). After the
document has been classified into topics, the topic expert
models 136 are applied as described above to determine a
score reflecting the interest of users that are experts in the
particular topics of this document.

Similarly, the product models 138 are applied to document
120 to determine which products or product categories it
describes, P(pld). From the document product distribution,
the product score is obtained by computing the relative
entropy between the document product distribution and user
product distribution 140, P(plu). For each product having a
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nonzero value of P(pld), its feature values are given by the
product model. The user’s measures on each of these feature
values, found in the user product feature distribution 141, are
averaged to obtain a product feature score for each relevant
product. Product feature scores are then averaged to obtain an
overall product feature score.

The cluster models 142 of clusters to which the user
belongs are applied to the document to obtain P(c(u)ld). This
group model represents the average interests of all users in the
cluster. Conceptually, the cluster model is obtained from the
union of all the member users’ documents and product pur-
chases. Practically, the cluster model is computed from the
User Models by averaging the different distributions of the
individual User Models, and not from the documents or pur-
chases themselves. Note that in a recursive way, all users have
some impact (relative to their similarity to the user under
discussion) on the user score, given that P(c(u)ld)) is esti-
mated using P(c(c(u))Id) as a knowledge source, and so on.

Finally, world knowledge (not shown) is an additional
knowledge source that represents the interest of an average
user in the document based only on a set of predefined factors.
World knowledge factors include facts or knowledge about
the document, such as links pointing to and from the docu-
ment or metadata about the document, for example, its author,
publisher, time of publication, age, or language. Also
included may be the number of users who have accessed the
document, saved it in a favorites list, or been previously
interested in the document. World knowledge is represented
as a probability between 0 and 1.

In step 124, all individual scores are combined to obtain a
composite user score 126 for document 120. Step 124 may be
performed by training a Multilayer Perceptron using jack-
knifing and cross-validation techniques, as described in H.
Bourlard and N. Morgan, Connectionist Speech Recognition:
A Hybrid Approach, Kluwer Academic Publishers, 1994. It
has been shown in J. Hertz et al., Introduction to The Theory
of Neural Computation”, Addison-Wesley, 1991, that a Mul-
tilayer Perceptron can be trained to estimate posterior prob-
abilities.

The context of a user’s interaction can be explicitly repre-
sented in calculating the user interest in a document. It is not
feasible to update the user model after every newly viewed
document or search, but the User Model can be updated
effectively instantaneously by incorporating the context of
user interactions. Context includes content and location of
documents viewed during the current interaction session. For
example, if the user visits ten consecutive sites pertaining to
computer security, then when the User Model estimates the
interest of the user in a document about computer security, it
is higher than average. The probability of user interest in a
document within the current context con is given by:

P(u, con|d)

P(u| d, con) = W

In some applications, individual scores that are combined
in step 124 are themselves useful. In particular, the probabil-
ity that a user is interested in a given product can be used to
suggest product purchases to a user. If a user has previously
purchased a product, then the User Model contains a distri-
bution on the product’s features. If these features propagate
far up the product tree, then they can be used to estimate the
probability that the user is interested in a different type of
product characterized by similar features. For example, if the
user purchases a digital camera that is Windows compatible,
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then the high probability of this compatibility feature value
propagates up the tree to a higher node. Clearly, all computer-
related purchases for this user should be Windows compat-
ible. Every product that is a descendent of the node to which
the value propagated can be rated based on its compatibility,
and Windows-compatible products have a higher probability
of being of interest to the user.

The long-term interest of a user in products, represented by
P(plu), is distinct from the user’s immediate interest in a
product p, represented as P(uld, product described=p). The
user’s immediate interest is the value used to recommend
products to a user. Note that P(plu) does not incorporate the
user’s distribution on feature values. For example, consider
the problem of evaluating a user’s interest in a particular
camera, the Nikon 320. The user has never read any docu-
ments describing the Nikon 320, and so P(Nikon 320Iu)=0.
However, the user’s feature distribution for the Cameras node
indicates high user interest in all of the feature values char-
acterizing the Nikon 320.

When a given product is evaluated by the User Model, the
following measures are combined to obtain P(uld, product
described=p): the probabilities of the product and its ancestor
nodes from the user product distribution, P(plu); an average
of probabilities of each feature value from the user product
feature distribution, P(flu,p); a probability from the user’s
clusters’ product distributions, P(flc(u)); and an average of
probabilities of feature values from the cluster’ product fea-
ture distributions, P(flc(u),p). The overall product score is
determined by non-linearly combining all measures. The
cluster model is particularly useful if the user does not have a
feature value distribution on products in which the user’s
interest is being estimated.

Applications

The basic function of estimating the probability that a user
is interested in a document or product is exploited to provide
different types of personalized services to the user. In each
type of service, the user’s response to the service provided is
monitored to obtain positive and negative examples that are
used to update the User Model. Example applications are
detailed below. However, it is to be understood that all appli-
cations employing a trainable User Model as described above
are within the scope of the present invention.

Personal Search

In this application, both the collection and filtering steps of
searching are personalized. A set of documents of interest to
the user is collected, and then used as part of the domain for
subsequent searches. The collected documents may also be
used as part of the user documents to update the User Model.
The collection step, referred to as Personal Crawler, is illus-
trated schematically in FIG. 18. A stack 170 is initialized with
documents of high interest to the user, such as documents in
the bookmarks file or documents specified by the user. If
necessary, the stack documents may be selected by rating
each document in the general document index according to
the User Model. The term “stack” refers to a pushdown stack
as described in detail in R. Sedgewick, Algorithms in C++,
Parts 1-4, Addison-Wesley, 1998.

In step 172, the crawler selects a document from the top of
the stack to begin crawling. The document is parsed and
analyzed (step 174) to identify any links to other documents.
If there are links to other documents, each linked document is
scored using the User Model (176). If the linked document is
of interest to the user (178), i.e., if P(uld) exceeds a threshold
level, then it is added to the stack in step 180, and the crawler
continues crawling from the linked document (step 172). If
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the document is not of interest to the user, then the crawler
selects the next document on the stack to continue crawling.

The subsequent searching step is illustrated in FIG. 19. In
response to a query 190, a set of search results is located from
the set containing all documents D and user documents
obtained during personal crawling. The results are evaluated
using the User Model (194) and sorted in order of user interest
(196), so that the most interesting documents are listed first.
The user reaction to each document in the search results is
monitored. Monitored reactions include whether or not a
document was viewed or ignored and the time spent viewing
the document. Documents to which the user responds posi-
tively are parsed and analyzed (200) and then used to update
the User Model (202) as described above.

The role of the User Model in filtering the search results in
step 194 is based on Bayesian statistics and pattern classifi-
cation theory. According to pattern classification theory, as
detailed in R. Duda and P. Hart, Pattern Classification and
Scene Analysis, Wiley, 1973, the optimal search result is the
one with the highest posterior probability. That is, the optimal
result is given by:

M;xP(u lg, d),

where P(ulq,d) is the posterior probability of the event that a
document d is of interest to a user u having an information
need q. This probability can be expressed as:

Plgld, wPu|d)

N PIET

The term P(uld) represents the user interest in the docu-
ment regardless of the current information need, and is cal-
culated using the User Model. The term P(qld,u) represents
the probability that a user u with an information need of d
expresses it in the form of a query q. The term P(qld) repre-
sents the probability that an average user with an information
need of d expresses it in the form of'a query q. One possible
implementation of the latter two terms uses the Hidden
Markov Model, described in Christopher D. Manning and
Hinrich Schutze, Foundations of Statistical Natural Lan-
guage Processing, MIT Press, 1999.

Search results may also be filtered taking into account the
context of user interactions, such as content of a recently
viewed page or pages. When the context is included, the
relevant equation is:

P(gld, u, con)P(u| d, con)
P(ulg, d, con) = Piql d, con) ,

where P(uld,con) is as described above.

The Personal Crawler is also used to collect and index
documents for product models. Collected documents are
parsed and analyzed to update product models, particularly
the list of product feature values, which are extracted from
collected documents using information extraction tech-
niques.

In general, searches are performed to retrieve all docu-
ments from the set of indexed documents that match the
search query. Alternatively, searches can be limited to prod-
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uct-related documents, based on either the user’s request, the
particular search query, or the user’s context. For example, a
user is interested in purchasing a new bicycle. In one embodi-
ment, the user selects a check-box or other graphical device to
indicate that only product-related documents should be
retrieved. When the box is not checked, a search query
“bicycle” returns sites of bicycle clubs and newsletters. When
the box is checked, only documents that have a nonzero
product probability (P(pld)) on specific products are returned.
Such documents include product pages from web sites of
bicycle manufacturers, product reviews, and discussion
group entries evaluating specific bicycle models.

Alternatively, the search query itself is used to determine
the type of pages to return. For example, a query “bicycle”
again returns sites of bicycle clubs and newsletters. However,
a query “cannondale bicycle” or “cannondale” returns only
product-related pages for Cannondale bicycles. Alternatively,
the user’s context is used to determine the type of pages to
return. If the last ten pages viewed by the user are product-
related pages discussing Cannondale bicycles, then the query
“bicycle” returns product-related pages for all brands of
bicycles that are of interest to the user, as determined by the
User Model. In all three possible embodiments, within the
allowable subset of documents, the entire document is evalu-
ated by the User Model to estimate the probability that the
user is interested in the document.

Searches may also be performed for products directly, and
not for product-related documents. Results are evaluated
using only the user product distribution, user product feature
distribution, and product and feature distributions of the
user’s clusters, as explained above. In general, product
searches are performed only at the request of the user, for
example by selecting a “product search” tab using a mouse or
other input device. A user enters a product category and
particular feature values, and a list of products that are esti-
mated to be of high interest to the user is returned. The user is
returned some form of list of most interesting products. The
list may contain only the product name, and may include
descriptions, links to relevant documents, images, or any
other appropriate information.

Personal Browsing and Navigation

The present invention personalizes browsing and naviga-
tion in a variety of different ways. In the personal web sites
application, web sites located on third party servers are writ-
ten in a script language that enables dynamic tailoring of the
site to the user interests. Parameters of the User Model are
transferred to the site when a user requests a particular page,
and only selected content or links are displayed to the user. In
one embodiment, the site has different content possibilities,
and each possibility is evaluated by the User Model. For
example, the CNN home page includes several potential lead
articles, and only the one that is most interesting to the user is
displayed. Ina second embodiment, links on a page are shown
only if the page to which they link is of interest to the user. For
example, following the lead article on the CNN home page
are links to related articles, and only those of interest to the
user are shown or highlighted. One single article has a variety
of potential related articles; a story on the Microsoft trial, for
example, has related articles exploring legal, technical, and
financial ramifications, and only those meeting the user’s
information needs are displayed.

The personal links application is illustrated in FIG. 20. In
this application, the hyperlinks in a document being viewed
by the user are graphically altered, e.g., in their color, to
indicate the degree of interest of the linked documents to the
use. As a user views a document (step 210), the document is
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parsed and analyzed (212) to locate hyperlinks to other docu-
ments. The linked documents are located in step 214 (but not
shown to the user), and evaluated with the User Model (214)
to estimate the user’s interest in each of the linked documents.
In step 216, the graphical representation of the linked docu-
ments is altered in accordance with the score computed with
the User Model. For example, the links may be color coded,
with red links being most interesting and blue links being
least interesting, changed in size, with large links being most
interesting, or changed in transparency, with uninteresting
links being faded. If the user follows one of the interesting
links (218), then the process is repeated for the newly viewed
document (210).

The personal related pages application locates pages
related to a viewed page. Upon the user’s request (e.g., by
clicking a button with a mouse pointer), the related pages are
displayed. Related pages are selected from the set of user
documents collected by the personal crawler. Implementation
is similar to that of the personal search application, with the
viewed page serving as the query. Thus the relevant equation
becomes

P(page|d, w)P(u| d)
P(u| page, d) = W’

with P(pageld,u) representing the probability that a user u
with an information need of document d expresses it in the
form of the viewed page page. P(pageld) represents the prob-
ability that an average user with an information need of docu-
ment d expresses it in the form of the viewed page page. These
terms can be calculated using the Hidden Markov Model.

Alternatively, related pages or sites may be selected
according to the cluster model of clusters to which the user
belongs. The most likely site navigation from the viewed site,
based on the behavior of the cluster members, is displayed to
user upon request.

Related pages are particularly useful in satisfying product
information needs. For example, if the user is viewing a
product page of a specific printer on the manufacturer’s web
site, clicking the “related pages” button returns pages com-
paring this printer to other printers, relevant newsgroup dis-
cussions, or pages of comparable printers of different manu-
facturers. All returned related pages have been evaluated by
the User Model to be of interest to the user.

Find the Experts

In this application, expert users are located who meet a
particular information or product need of the user. Expert
users are users whose User Model indicates a high degree of
interest in the information need of the user. The information
need is expressed as a document or product that the user
identifies as representing his or her need. In this context, a
document may be a full document, a document excerpt,
including paragraphs, phrases, or words, the top result of a
search based on a user query, or an email message requesting
help with a particular subject. From the pool of potential
experts, User Models are applied to the document or product,
and users whose probability of interest in the document or
product exceeds a threshold level are considered expert users.

The pool of experts is specified either by the user or in the
system. For example, the pool may include all company
employees or users who have previously agreed to help and
advise other users. When users request expert advice about a
particular product, the expert may be chosen from the product
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manufacturer or from users who have previously purchased
the product, or from users participating in discussion groups
about the product.

A protocol for linking users and identified experts is deter-
mined. For example, the expert receives an email message
requesting that he or she contact the user in need of assistance.
Alternatively, all user needs are organized in a taxonomy of
advice topics, and an expert searches for requests associated
with his or her topic of expertise.

Personal News

This application, also known as personal pushed informa-
tion, uses the personal crawler illustrated in FIG. 18. From all
documents collected within a recent time period by the user’s
crawler or user’s clusters’ crawlers, the most interesting ones
are chosen according to the User Model. Collection sources
may also be documents obtained from news wires of actions
of other users. Documents are sent to the user in any suitable
manner. For example, users receive email messages contain-
ing URLs of interesting pages, or links are displayed on a
personal web page that the user visits.

Personalization Assistant

Using the User Model, the Personalization Assistant can
transform any services available on the web into personalized
services, such as shopping assistants, chatting browsers, or
matchmaking assistants.

Document Barometer

The document barometer, or Page-O-Meter, application,
illustrated in FIG. 21, finds the average interest of a large
group of users in a document. The barometer can be used by
third parties, such as marketing or public relations groups, to
analyze the interest of user groups in sets of documents,
advertising, or sites, and then modify the documents or target
advertising at particular user groups. The application can
instead report a score for a single user’s interest in a docu-
ment, allowing the user to determine whether the system is
properly evaluating his or her interest. If not, the user can
make user modification requests for individual elements of
the User Model. From individual and average scores, the
application determines a specific user or users interested in
the document.

Referring to FIG. 21, a document 220 is parsed and ana-
lyzed (222) and then evaluated according to a set of N User
Models 224 and 226 through 228. N includes any number
greater than or equal to one. The resulting scores from all User
Models are combined and analyzed in step 230. In one
embodiment, the analysis locates users having maximum
interest in document 220, or interest above a threshold level,
and returns a sorted list of interested users (232). Alterna-
tively, an average score for document 220 is calculated and
returned (234). The average score may be for all users or for
users whose interest exceeds a threshold interest level. The
range of interest levels among all users in the group may also
be reported.

An analogous product barometer calculates user interest in
a product. The product barometer computes a score for an
individual user or group of users, or identifies users having an
interest in a product that exceeds a threshold level. Third party
organizations user the product barometer to target marketing
efforts to users who are highly likely to be interested in
particular products.

3D Map

FIG. 22 illustrates a three-dimensional (3D) map 240 of the
present invention, in which rectangles represent documents
and lines represent hyperlinks between documents. A user
provides a set of hyperlinked documents, and each document
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is scored according to the User Model. An image of 3D map
240 is returned to the user. 3D map 240 contains, for each
document, a score reflecting the probability of interest of the
user in the document.

Product Recommendations

A user’s online shopping experience can be personalized
by making use of the user’s overall product score described
above, P(uld, product described=p). Products that are of high
interest to the user are suggested to him or her for purchase.
When a user requests information for a specific product or
purchases a product, related products are suggested (up-sell).
Related product categories are predetermined by a human,
but individual products within related categories are evalu-
ated by the User Model before being suggested to the user.
The related products are given to the user in a list that may
contain images, hyperlinks to documents, or any other suit-
able information. For example, when a user purchases a
server, a list of relevant backup tapes are suggested to him or
her for purchase. Suggested products may have feature values
that are known to be of interest to the user, or may have been
purchased by other members of the user’s cluster who also
purchased the server. Related product suggestions may be
made at any time, not only when a user purchases or requests
information about a particular product. Suggested products
may be related to any previously purchased products.

Similarly, competing or comparable products are sug-
gested to the user (cross-sell). When the user browses pages
of'a particular product, or begins to purchase a product, prod-
ucts within the same product category are evaluated to esti-
mate the user’s interest in them. Products that are highly
interesting to the user are recommended. The user might
intend to purchase one product, but be shown products that
are more useful or interesting to him or her.

It will be clear to one skilled in the art that the above
embodiments may be altered in many ways without departing
from the scope of the invention. Accordingly, the scope of the
invention should be determined by the following claims and
their legal equivalents.

What is claimed is:
1. A computer-implemented method for providing person-
alized information services to a user, the method comprising:

transparently monitoring user interactions with data while
the user is engaged in normal use of a browser program
running on the computer;

analyzing the monitored data to determine documents of
interest to the user;

estimating parameters of a user-specific learning machine
based at least in part on the documents of interest to the
user;

receiving a search query from the user;

retrieving a plurality of documents based on the search
query;

for each retrieved document of said plurality of retrieved
documents: identifying properties of the retrieved docu-
ment, and applying the identified properties of the
retrieved document to the user-specific learning
machine to estimate a probability that the retrieved
document is of interest to the user; and

using the estimated probabilities for the respective plural-
ity of retrieved documents to present at least a portion of
the retrieved documents to the user.

2. The method of claim 1, further comprising presenting to

said user a list of said portion of the retrieved documents.
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3. The method of claim 1, wherein transparently monitor-
ing user interactions with data comprises monitoring user
interactions with data during multiple different modes of user
interaction with network data.

4. The method of claim 3, wherein the multiple different
modes of user interaction comprise a plurality of modes
selected from the group consisting of a network searching
mode, a network navigation mode, and a network browsing
mode.

5. The method of claim 1, further comprising analyzing the
monitored data to determine documents not of interest to the
user, and wherein estimating parameters of a user-specific
learning machine further comprises estimating parameters of
a user-specific learning machine based at least in part on the
documents not of interest to the user.

6. The method of claim 1, wherein monitoring user inter-
actions with data for a document comprises monitoring at
least one type of data selected from the group consisting of
information about the document, whether the user viewed the
document, information about the user’s interaction with the
document, context information, the user’s degree of interest
in the document, time spent by the user viewing the docu-
ment, whether the user followed at least one link contained in
the document, and a number of links in the document fol-
lowed by the user.

7. The method of claim 1, wherein said plurality of
retrieved documents correspond to a respective plurality of
products.

8. The method of claim 7, wherein using the estimated
probabilities to present at least a portion of the retrieved
documents to the user comprises presenting at least a portion
of said products to the user.

9. The method of claim 1, wherein said search query per-
tains to a product of interest to the user, and wherein retrieving
said plurality of documents based on the search query com-
prises retrieving a plurality of documents pertaining to a
plurality of products related to the product of interest to the
user.

10. The method of claim 9, wherein applying the identified
properties of the retrieved document comprises applying the
identified properties of the retrieved document pertaining to
said related product to the user-specific learning machine to
estimate a probability that the related product is of interest to
the user.

11. The method of claim 10, wherein using the estimated
probabilities for the respective plurality of retrieved docu-
ments comprises using the estimated probabilities for the
respective plurality of retrieved documents pertaining to the
related products to present at least a portion of the related
products to the user.

12. The method of claim 1, further comprising estimating
parameters of said user-specific learning machine based on a
set of initial parameters identified at least in part on initial
documents associated with said browser program.

13. The method of claim 12, wherein said initial documents
are selected from the group of files consisting of favorites,
bookmarks, cached files, temporary Internet files, and brows-
ing history.

14. The method of claim 1, wherein identifying properties
of the retrieved document comprises determining whether at
least one of said documents of interest contains a link to said
retrieved document.

15. The method of claim 1, wherein at least one of said
properties of the retrieved document is based on intermediate
documents linking from at least one of said documents of
interest to said user towards said retrieved document.
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16. The method of claim 15, wherein identifying properties
of the retrieved document further comprises estimating a
probability that at least one of said intermediate document
linking from at least one of said documents of interest to said
user towards said retrieved document are of interest to the
user.

17. The method of claim 1, wherein identifying properties
of the retrieved document further comprises estimating a
probability that at least one intermediate document linking
from at least one of said documents of interest to said user
towards said retrieved document are of interest to the user.

18. The method of claim 1, wherein analyzing the moni-
tored data to determine documents of interest to the user
comprises analyzing said monitored data to obtain data asso-
ciated with said monitored data selected from the group con-
sisting of text, images, non-text media, and formatting.

19. The method of claim 18, wherein identifying properties
of'the retrieved document comprises analyzing said retrieved
document to obtain data associated with the retrieved docu-
ment said associated data selected from the group consisting
of text, images, non-text media, and formatting.

20. The method of claim 19, wherein applying the identi-
fied properties of the retrieved document to the user-specific
learning machine comprises comparing said data associated
with said retrieved document with data in said user-specific
learning machine having a type corresponding thereto.

21. The method of claim 1, wherein using the estimated
probabilities for the respective plurality of retrieved docu-
ments to present at least a portion of the retrieved documents
to the user comprises presenting to the user at least said
portion of the retrieved documents based on the estimated
probability that the retrieved document is of interest to the
user and the relevance of the retrieved document to the search
query.

22. The method of claim 1, wherein identifying properties
of the retrieved document comprises identifying properties
selected from the properties consisting of a topic associated
with the retrieved document, at least one product feature
extracted from the retrieved document, an author of the
retrieved document, an age of the retrieved document, a list of
documents linked to the retrieved document, a number of
users who have accessed the retrieved document, and a num-
ber of users who have saved the retrieved document in a
favorite document list.

23. A computer-implemented method for providing per-
sonalized information services to a user, the method compris-
ing:
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transparently monitoring user interactions with data while
the user is engaged in normal use of a browser program
running on the computer;

analyzing the monitored data to determine documents of

interest to the user;

estimating parameters of a user-specific learning machine

based at least in part on the documents of interest to the
user;
collecting a plurality of documents of interest to a user;
for each of said plurality of collected documents: identify-
ing properties of the collected document, and applying
the identified properties of the collected document to the
user-specific learning machine to estimate a probability
that the collected document is of interest to the user;

using the estimated probabilities for the respective plural-
ity of collected documents to select at least a portion of
the collected documents;

presenting said selected collected documents to said user.

24. The method of claim 23, wherein presenting said
selected collected documents to said user comprises display-
ing said selected collected documents to said user on a per-
sonal web page associated with the user.

25. The method of claim 23, wherein said plurality of
collected documents correspond to a respective plurality of
products.

26. The method of claim 25, wherein using the estimated
probabilities to present at least a portion of the retrieved
documents to the user comprises presenting at least a portion
of said products to the user.

27. The method of claim 24, wherein analyzing the moni-
tored data to determine documents of interest to the user
comprises analyzing said monitored data to obtain data asso-
ciated with said monitored data selected from the group con-
sisting of text, images, non-text media, and formatting.

28. The method of claim 27, wherein identifying properties
of'the collected document comprises analyzing said collected
document to obtain data associated with the collected docu-
ment said associated data selected from the group consisting
of: text, images, non-text media, and formatting.

29. The method of claim 28, wherein applying the identi-
fied properties of the collected document to the user-specific
learning machine comprises comparing said data associated
with said collected document with data in said user-specific
learning machine having a type corresponding thereto.
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PUM v. Google

DISPUTED CLAIM CONSTRUCTION COMPARISON

Google's Construction

Item # Claim Term/Phrase Claim(s) P.U.M.'s Construction
order of steps ‘040 Patent: 1, 32 No construction needed. '040 Patent, 1 and 32: Steps (a), (b), and
1 “276 Patent: 1, 23

If the Court is inclined to address the
issue, then it should hold that the

steps may be performed in a
consecutive manner, in an
overlapping manner, or a

combination of the two, except as set

forth below.

(c) must be performed in that order and
before steps (e) and (f); step (d) must be
performed before steps (e) and (f); and
step (e) must be performed before step

(®).

'276 Patent, 1: steps (a), (b), and (c) in
that order; step (d) before step (e); step
(f) must be performed after steps (c) and
(e); and step (g) must be performed after
step (f).

276 Patent, 23: step (a), (b), (c), (d), (e),
and (f) in that order

antecedent basis terms

“User u”/ “the user” and “the
user u”

'040 Patent: 1, 11,
21, 34 (depending
on claim 32)

No construction necessary

“A user u” and “the user” / “the user u”
refer to the same user.

“user” / “the user”

'276 Patent: 1, 6,
21,23

No construction necessary

“A user” and “the user” refer to the
same user

“user-specific data files” / “the
user-specific data files”

'040 Patent: 1

No construction necessary

“user-specific data files” and “the user-
specific data files” refer to the same
files

“adocument d” / “the
document”

'040 Patent: 1, 34
(depending on
claim 32

No construction necessary

“a document d” and “‘the document”
refer to the same document.

“a document” / “the
document”

'276 Patent: 6

No construction necessary

“a document” and “the document”
refer to the same document

“a learning machine”/
“the learning machine”

'040 Patent: 1, 34
(depending on
claim 32)

No construction necessary

“a learning machine” and “the
learning machine” refer to the same
learning machine.

“a user-specific leaming
machine” / “the user-
specific learning
machine”

'276 Patent: 1, 23

No construction necessary

“a user-specific learning machine”
and “the user-specific learning
machine” refer to the same user-
specific learning machine

“a probability P(u|d) that an
unseen document d is of
interest to the user u”/ “the
probability P(uld)” / “the

'040 Patent: 1, 34
(depending on
claim 32)

No construction necessary

“a probability P(u|d) that an unseen
document d is of interest to the user
u,” “the probability P(u|d),” and
“the estimated probability” refer to
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Item # Claim Term/Phrase Claim(s) P.U.M.'s Construction
estimated probability” the same probability.
“parameters of a learning '040 Patent: 1,21, No construction necessary “parameters of a learning machine”
machine” / “the parameters” 34 (depending on and “the parameters” refer to the
claim 32) same parameters.
“a user model” / “the user '276 Patent: 1, 23 No construction necessary “a user model” and “the user model”
model” refer to the same user model.
“a search query” / “the search '276 Patent: 1, 23 No construction necessary “a search query” and “the search
query” query” refer to the same search query
“user” / “user [u]” ‘040 patent: 1, *‘a person operating a computer as “person operating a computer”
2 11, 32 represented by a tag or identifier”
“user-specific data files” ‘040 Patent: 1, 32 “the monitored user interactions with “data files unique to the user”
3 data and a set of documents associated
with the user”
“monitored user interactions ‘040 Patent: 1(b), “the collected information about the “user interactions with data
with the data” 32 user’s interactions with data” obtained from the monitoring step
of 1[32](a)”
“set of documents associated ‘040 Patent: 1(b), “a group or collection of text or other “group or collection of documents
with the user” 32 types of media associated with the associated with the user”
user”
4 “document” Passim “text or any type of media” ““‘an electronic file”
“estimating parameters of 040 Patent 1(c), “estimating values or weights of the “estimating a value or weight of
> a learning machine” 32(c) variables of a learning machine” each of the variables that are used
by the learning machine to
calculate a probability”
“parameters of a learning '040 Patent: 1(c), See construction for "estimating “variables, having a value or
machine” 32(c) parameters of a learning machine" weight, used by the learning
machine to calculate a
probability”
“estimating parameters of ‘276 Patent: 1, 5, “estimating values or weights of the “estimating a value or weight of
a user- specific learning 23 variables of a user-specific learning each of the variables that are used
machine” machine” by the learning machine to
calculate a probability”
“parameters of a user- ‘276 Patent: 1, 5, See construction from ““estimating “variables, having a value or
specific learning 23 parameters of a user-specific learning weight, used by the user specific
machine” machine” learning machine to calculate a
probability”
6 “learning machine” Passim “a model and/or mathematical “program that contains

function that is used to make a
prediction or intelligent decision that
attempts to improve performance in
part by altering the values/weights
given to its variables depending upon

parameters used to calculate a
probability, and where the
predictive ability improves over
time with the addition of new
data.”

2
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Item # Claim Term/Phrase Claim(s) P.U.M.'s Construction
past observations or experiences”
“user-specific learning ‘276 Patent “a model and/or mathematical “learning machine unique to the
machine” function that is used to make a user”
prediction or intelligent decision that
attempts to improve performance in
part by altering the values/weights
given to its variables depending upon
past observations or experiences
specific to the user”
“User Model specific to ‘040 Patent: 1(c), “an implementation of a learmning “model unique to the user, that is
the user” [21], 32 machine updated in part from data created and updated by the
specific to the user” learning machine and stored in a
data structure”
“estimating a probability ‘040 Patent: 1e, “approximating or roughly “calculating the percentage chance that
7 P(u|d) that an unseen 32e calculating the degree of belief or an unseen document d is of interest to
document d is of interest to likelihood that an unseen the user u given the information that is
the user u” document d is of interest to the known about the unseen document”
user u given the information that is
known about the unseen
document”
“estimating a posterior ‘040 Patent: 11 “approximating or roughly calculating “calculating the percentage chance
probability P(u|d,q) that the degree of belief or likelihood that a of the user u being interested, taking
the document d is of document d is of interest to the user u into account what is previously
interest to the user u, given given the information that is known known about that user's interests in
a query g submitted by the about the document, and given a general, given new knowledge of
user” query q” the document d the user is
considering and a search query q
submitted by the user”
“unseen document” ‘040 Patent: 1; “document not previously seen by the “document not previously seen by any
8 32 user” user”
9 “present” or "presenting" ‘276 Patent: 1, 21 “to provide or make available” “display[ing]”
“user interest information ‘040 Patent: 21, “interests or other information inferred Indefinite
10 derived from the User 52 from the User Model”
Model”
“‘documents of interest to the ‘276 patent: 1, 5, “text or media for which the user Indefinite

user” / “documents [that
are] not of interest to the
user”

14,23

has a positive response” / “text or
media for which the user has a
negative response or has ignored”
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Author's Message

Many teachers today recognize the importance of online data sources for all kinds of research and
writing projects. Some now permit students to include online sources in their work, and others go so
far as to require the use of online sources.

There is a cornucopia of resources online. Reference tools include encyclopedias, dictionaries, and
collections of quotes; libraries of poetry, short stories, images, and music; critical studies and
research articles on every conceivable topic; information about authors and historical figures;
government and public policy data; current events; and much, much more. Most teachers quickly
see the problems that arise from such bounty. Issues of plagiarism, pornography, commercialism,
and simple time wasting soon rear up regardless of the topic. When the cornucopia spills out
100,000 Web sites of dubious quality and relevance, it seems much less bounteous.

This month's Technology column addresses why it is important to think more critically about Web
searching. Questions of quantity become important. As the Web grows rapidly, unpredictably,
unevenly, and without the familiar monitors provided by textbook companies or district curriculum
guides, how should we think about its use? For a start, how do the size of the Web and the quality
of material on it affect searching? Given these issues, what are some good approaches to search the
Web effectively? What tools are available and how can they be used?

These questions point to even more fundamental issues. Perhaps we need to move from a
conception of searching the Web to find a piece of information to one in which a search is embedded
in how we think. This leads to perhaps the most important question: How can searching become not
only “looking up,” but truly productive inquiring?

Back to top
Back to listing of all JAAL Technology columns available in Reading Online

Issue of the Month:
Searching Is the Journey, Not Just the Arrival

http://www.readingonline.org/electronic/JJAAL/12-99 Column.html 11/15/2010
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When students search the Web, it often seems that the problems are greater than the rewards. We
seek ways to control those searches to avoid objectionable materials, plagiarism, or aimlessness,
but in the process we may miss what is most valuable about the Web. Let us consider some
questions about searches, which may help resolve this quandary.

Why is it important to think critically about Web searching?

We tend to think first of Web searching as a simple process of looking up some item of information.
For certain purposes, that conception is quite appropriate. For example, if | want to find general
information about William Shakespeare, | type Shakespeare into my search engine. | get 660,000
Web pages back, but among the top 10 is the Folger Shakespeare Library in Washington, D.C.
(administered by the Trustees of Amherst College), which has all sorts of interesting information,
including lesson plans for teaching Shakespeare.

But, suppose | want to enter into the critical debates about Shakespearean authorship. Among the
top 10 is the home page of the Shakespeare Oxford Society. This group claims to be

the second oldest continuously operating organization...involved in the...Shakespeare
authorship debate. The purpose of the Society is to document and establish Edward de Vere,
17th Earl of Oxford (1550-1604), as the universally recognized author of the works of William
Shakespeare.

I am inclined to believe their claim and am intrigued to examine their arguments. As | explore their
Web site I am impressed by the care shown with their presentation, the detail of their documents,
the source citations, and the opportunities for feedback. But, as a novice in this area | cannot be
certain that this is the most credible starting point for my inquiry. Is this enterprise considered to be
a fringe group? Are there more credible sources, perhaps even espousing the same argument?

Despite these concerns, | am relieved in some ways. Although the organization offers books and
videos for sale through the site, these commercial aspects appear supportive of the generally
academic mission. | don't see here troubling signs of racism or pornography that permeate the Web.
My usual worry that the site may be superseded by a more recent one is allayed by the fact that
their latest update is the date of my visit. Thus, although | do not know the authors or much about
their domain of study, | find the site to be worth further investigation. If I can believe what | read
there, I've found a timely resource with all sorts of useful information and links for further study.

What | have discovered here is a potentially useful source, but although |1 have spent some time
examining it | still have doubts about how to interpret what | read there. When | return to the list of
660,000 documents that the search engine provided, | feel a bit overwhelmed. Will | have to spend
this much time on every document and still not know what to make of it all? Will my students cope
with this any better than | do?

I have discovered something else. For certain kinds of queries, my search is far from a simple “look-
up.” Instead, it appears to be part of the general process of inquiry, which is tentative and fallible.
There is no absolute starting point nor any sure way to reach the end, assuming such a point exists.
I need to muster all my resources for critical thinking to navigate the Web, but | may reap
enormous benefits in the process.

How does the size of the Web affect searching?

The enormous size of the Web (see Data View) is a mixed blessing. Hundreds of millions of pages
hold forth the promise of having the text or images we seek, but the sheer volume of material gets
in its own way. | recently searched for the U.S. Department of Commerce's report “Falling Through
the Net,” which is about the racial and income inequities in access to new information and
communication technologies. My search engine offered up articles about World Cup soccer and the
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performance of an accomplished goalie defending her team’'s net. At other times | have found
obsolete versions of material that exists elsewhere on the Web, but is unknown to the search
engines. Very often I find it difficult to get past the many commercial sites that have engineered
their Web pages to appear first no matter how | specify a search query.

Given the number of Web pages, it is surprising that one can find anything at all, much less do so in
a matter of seconds. Improved search engines make that possible, especially when the user
understands how the search engines work and puts some effort into selecting a good set of
keywords.

How does the quality of material on the Web affect searching?

| heard a teacher say recently that she discourages students from using the Web for research
because the quality of material there is so poor. Although I would not abandon the Web because of
its negative features, | can certainly sympathize. In fact, | can imagine that she might provide a list
like the one below to support her point.

e Hate sites, pornography, violence, criminal activity, et cetera
It is unfortunately the case that one cannot imagine any dark corner of human activity that is
not now represented on the Web. Sites promoting substance abuse, suicide, bomb making,
and racial hatred interleave with children's artwork, poetry, music, and images from the
Hubble telescope.

e Commercialism
Too many Web sites are created to sell something, not to provide valid and useful information.
A recent estimate is that 83% of sites have primarily commercial content (Guernsey, 1999;
online document, registration required for access). Even in cases where the information is
useful, the commercial assault is something to be avoided in schools and other learning
environments.

e Incompleteness
The Web pretends to a universality that it cannot support. It represents human knowledge,
cultures, and values very unevenly, yet the hypertext medium suggests that everything is
really there and equitably represented somehow.

e Authority
The beauty of the Web is that anyone can make a Web site, for less than the cost of
publishing a pamphlet. But a consequence of this is that there is no resort to any kind of
recognized textual authority and no board of editors (as for a respected encyclopedia) who
invite authors and vet articles for publication.

e Relevance
There is so much material on the Web that the irrelevant far outweighs the relevant for any
search.

e Timeliness
The CNN Interactive Web site is updated every few minutes. Other sites are created, posted
on the Web, and never changed. Some sites, but not all, indicate when they were last
updated, but it is usually difficult to determine whether the page you are viewing is the most
recent in a series or just the one you happened upon. For Shakespeare, the timeliness issue
may not be severe, but for many domains it is critical, yet unanswerable.

e Plagiarism
When students (or anyone, for that matter) do find relevant information on the Web, it is all
too easy to copy without attribution.
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What tools are available for searching and how can they be used?

Every technology arises out of the problems of previous technologies. This is a cycle we see
operating with Web searches: The Web solves the problem of managing diverse, distributed sets of
documents. That solution in turn makes it possible to post documents easily for all to read. This
leads to a profusion of documents, many of which are poorly written and irrelevant for particular
purposes. Search engines and search directories arise to solve the problem of managing the
enormous quantity of material. Document designers then manipulate the pages that the search
engines see so that their documents rank highest. Filters are developed to screen out unwanted
material. Documents are designed to defeat the filters, and so on. A sampling of these tools are
described in the Glossary.

What are some good approaches to searching effectively?

Much work is now underway to build better search engines, search directories, filters, jump sites,
portals, and other technologies to enable more productive use of the Web. But what can an
individual do to improve the experience of using the Web?

There are Web sites (of course!) devoted to this question. For example, Terry Gray has a useful
review of some of the top search engines at daphne.palomar.edu/TGSEARCH/ and provides search
tips specific to each engine. The Community Learning Network has information about many search
engines and subject directories and a good set of FAQs about searching at

www.cln.org/searching _home.html. Instead of going into great detail, I'll highlight three basic
principles: (a) Understand how the Web and searches work, (b) select appropriate tools, and (c) use
those tools effectively.

On the first point, it must be said that no one fully understands the Web, and even if a few did they
would find their knowledge quickly dated as the technology and Web content evolved. Nevertheless,
it helps to know some basic facts about how the Web functions and how search tools can help
navigation.

For example, search engines do not go out and look at every Web page to answer a query. Many
pages are hidden from the search engines behind organizational firewalls. Moreover, it would take
far too long to examine every page as each query arises. Instead, the search engine builds a search
index that enables fairly rapid searches. A consequence of this is that the user is not searching the
Web, but the index, and is thus dependent on the quality of the index, its organizational scheme,
and how recently it has been updated. Among other things, that means recent additions to the Web
may not appear as the result of a search. A recent study (Lawrence & Giles, 1999; online document)
found that the best of the search engines finds only 16% of the relevant Web pages, not counting
those behind firewalls. These issues need to be understood when interpreting the results of a
search.

The second point is that the choice of search engine or search directory is a major factor in how
effective a search may be. For example, to find information about a book it may be more effective
to search the database of an online bookseller than to search the entire Web. But, if the book is out
of print it will not help to search the site of a bookseller offering only current titles.

Sites such as SearchlQ provide some information about the relative performance of different search
tools, but there is no substitute for trying out different tools with the types of questions under
investigation and then looking critically at the types of search results produced. It is also important
to understand how a particular tool works and what assumptions it makes. A tool that aims to bring
up frequently accessed sites may be appropriate if you plan to shop online and want to find popular
commercial sites, but it is less appropriate if you want novel perspectives on understanding some
issue of international relations.
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Many people recommend metasearch engines such as Cyber411 at www.cyber411.com, which
combines the result of 16 search engines. But, the larger number of hits may not offset the extra
time that each search requires and the redundancy. This is particularly so because often if the
desired sites do not appear in the first 10 items they might as well not appear at all.

The third point is to develop means for using these tools effectively. Each search engine has its own
syntax for specifying Boolean expressions. Usually, a phrase in quotes means to find that phrase
exactly as written. Thus, typing “best search engine” to AltaVista yields nearly 8,000 sites
containing that phrase in quotes. Typing the three words best search engine without the quotes
yields the same result, but typing search engine best produces 4.4 million Web pages, the
intersection of the 1.5 million Web pages containing the term search engine and the 17.5 million
containing the word best.

It is difficult to lay out general rules for doing searches because the approach depends on the
problem being investigated. Perhaps one good general rule is this: If a search produces many
irrelevant documents it is important to understand why that happened and not simply to decry the
bloated Web world.

How can searching become not only looking up, but truly productive inquiring?

There are two problems with conceiving of Web searches as simply the looking up of information.
The first is that we are often frustrated. The answers may be out there, but if we search
inappropriately we get useless data. Most interesting questions require some effort ahead of time to
be formulated well. It is worth giving a try to sites such as AskJeeves at www.askjeeves.com, but
more often you will need to rethink the question in order to find the answers you seek.

The second problem is that the view of Web searching as simply finding information limits the key to
its importance for education or other life activities. The joy and true value of the Web lie in the way
it can open up our questions. We ask one thing, but the Web leads us to ask more questions and to
become aware of how much we do not know. This suggests an alternative to the common practice
of asking students to cite one library source and one online source for an essay. We could turn the
Web's unruliness into a virtue. Instead, we might say, “Use the Web to find the answer to such-and-
such question. Now, report on three things you learned that you had never imagined before you did
that search.”

The Web search engines are very important and useful resources, and they are playing a major role
in the information age. However, they currently lack comprehensiveness and timeliness. The current
state of search engines can be compared to a phone book that is updated irregularly, and has most

of the pages ripped out (Lawrence & Giles, 1999; online document).
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Data View: How Big Is the Web?

Like many simple questions, this one turns out to be more complicated than it might at first appear.
A good activity for students would be for them to define what they mean by the terms big and Web
and then to search the Web for data or analyses to help them answer that question. Different
approaches could lead to varying results, which in turn might call for justification of their strategies
and critical thinking (see Murphy, 1998; online document, registration required for access). There
are a number of things we might count.

e Users
The Internet surveys by the Nua company of Dublin, Ireland, estimate that 179 million people
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were Internet users as of June 1999. This is about 3% of the earth's population. More than
half of those users are in the U.S. and Canada.

e Hosts
The Domain Survey attempts to discover every host on the Internet by doing a complete
search of the Domain Name system to find the name assigned to every possible Internet
Provider (IP) address. It is sponsored by the Internet Software Consortium. They estimated in
January 1999 that there were more than 43 million hosts on the Internet. The number of
hosts had nearly doubled every year.

e Web pages
A Web page can be anything from a few words to a site with video, interactive software, music
files, or extensive text. Thus, when we say that there are so many pages on the Web, it is not
quite the same as saying so many pages in a book. Still, if we knew how many Web pages
there were we would have some idea of the size of the Web, at least relative to what it has
been.

People have developed a variety of ways to gauge the Web's size in terms of pages. By
comparing the pages returned by various search engines, Lawrence and Giles (1999; online
document) derived 800 million pages as a lower bound for the size of the (publicly accessible)
Web as of February 1999 (see also Guernsey, 1999; online document, registration required for
access). This means the Web contains at least 800 million pages, probably somewhat more.
They estimated further that these pages contain 6 terabytes of data versus the 20 terabytes
of the entire U.S. Library of Congress. By the time of this issue, that lower bound on the size
of the Web should have increased to well over a billion pages.

You can easily do an experiment yourself to get a rough measure of the Web's size. Go to
AltaVista and search for the word the. You won't get any hits, because the search algorithm
ignores common function words, but you will see the number of pages that the algorithm
ignores. In July 1999, | found about 2 billion pages by this method. This is a rough measure
because it excludes the pages that AltaVista doesn't know about, counts some pages with
invalid links, and double-counts others. Nevertheless, it is a reasonable estimate not too far
off from some more complex approaches.

e Hyperlinks
Members of the Clever Project (1999; online document) estimate that roughly a million Web
pages are added every day. This is one rationale for their effort to develop algorithms for
more sophisticated searching. These algorithms are based on studies of the interconnectivity
of the Web, on how Web pages have annotated connections to other pages. They estimate
that there are more than a billion hyperlinks in the Web today, about one per page. If we take
the higher estimate of Web pages given above, then the number of hyperlinks must be
considerably larger.

Win Treese has an Internet index newsletter at http://new-
website.openmarket.com/intindex/index.cfm that regularly reports interesting items about the size
and growth of the Web in the manner of Harper's Index. You can visit the site or become a
subscriber to the index.

Comprehensive information about search engines, specialized search engines, and metasearch
engines, as well as general information about searching and tips for searching are available at
SearchlQ. This site provides independent reviews and rankings to inform the selection of search
tools. Their reviews employ criteria such as overall relevancy of listings and organization by
relevancy, ability to find sites for both broad and specific topics, comprehensiveness, lack of
redundancy, logical grouping of listings, and speed.

Although the “1Q scores” that SearchlQ assigns are a novel feature of the site, | recommend looking
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more at their descriptions of the search engines and how they work. A low-scoring engine could
easily be better for some purposes than the top-ranked engine.

Back to top
Back to listing of all JAAL Technology columns available in Reading Online

Glossary
Authority -- a Web site that is linked from many other pages (see Hub).

Boolean expression -- an expression that evaluates to true or false; for example, used in a Web
search, the expression travel and France is true for every Web page that contains both travel and
France. Expressions that contain logical operators such as and, or, and not are Boolean, but all Web

searches implicitly involve Boolean expressions.
Back

Case sensitive -- the property of paying attention to upper- and lower-case letters; each search
engine has its own policy about this (e.g., is White House the same as white house?).

Domain name -- a name that identifies an IP address(es). For example, the domain name
www.ed.goV represents a numerical address signifying a location in cyberspace. A domain name is
the first part of the URL used to identify a Web page.

Back

Filter -- a program that takes a list of documents and removes those that meet certain prespecified
criteria; family filters are used to remove objectionable Web material, other filters are used to focus
a search to retrieve the most relevant items, and any filter will occasionally let through unwanted
items and screen out desirable ones.

Back

Firewall -- a system that creates a partition between a private network and the larger Internet; it
may restrict access both to and from the Internet.

Back

Host -- a term used to refer to any single machine on the Internet, but a single machine can act
like multiple systems, each with its own domain name and IP address, and so the definition now

typically includes virtual hosts as well.
Back

Hub -- a Web site with many links to other sites (see Authority).

Metasearch engine -- a computer program, such as Dogpile, that collects the results from several
search engines at once. This is especially valuable because no search engine indexes more than one
sixth of the Web.

Back

Ranking function -- a means used by a search engine to order documents found in a search in
terms of potential relevance, quality, or other criteria.

Search directory -- a database that organizes documents according to categories and, usually,

subcategories; it provides an alternative to general searching for finding particular items.
Back

Search engine -- a computer program that returns a list of the documents that satisfy a Boolean
search expression; it's usually used to refer to programs that search for Web documents.
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Back

Search index -- a large database of document locations based on the words contained in each
document; the index facilitates efficient, meaningful searches and is created by a program within

the search engine.
Back

Specialty search engine -- a search engine that searches a limited database of documents, such
as the telephone white pages; such an engine can be made more efficient for limited purposes and
is more likely to return only the sorts of data that a user would want.

Spiders (search robots) -- a computer program sent out by a search engine to find as many
documents on the Web as it can.

Terabyte -- a trillion bytes of information, enough to represent a trillion characters; about 100

fairly large personal computer hard drives would be needed to hold this much information.
Back

Webopedia -- a good online glossary of computer terms.
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PATENTABILITY

made. The examiner should analyze whether the
metes and bounds of the claim are clearly set forth.
Examples of claim language which have been held to
be indefinite because the intended scope of the claim
was unclear are:

(A) “R is halogen, for example, chlorine”;

(B) “material such as rock wool or ashestos” Ex
parte Hall, 83 USPQ 38 (Bd. App. 1949);

(C) “lighter hydrocarbons, such, for example, as
the vapors or gas produced” Ex parte Hasche, 86
USPQ 481 (Bd. App. 1949); and

(D) “normal operating conditions such as while in
the container of a proportioner” Ex parte Steigerwald,
131 USPQ 74 (Bd. App. 1961).

>The above examples of claim language which
have been held to be indefinite are fact specific and
should not be applied as per se rules. See MPEP
8§ 2173.02 for guidance regarding when it is appropri-
ate to make a rejection under 35 U.S.C. 112, second
paragraph.<

2173.05(e) Lack of Antecedent Basis [R-5]

A claim is indefinite when it contains words or
phrases whose meaning is unclear. The lack of clarity
could arise where a claim refers to “said lever” or “the
lever,” where the claim contains no earlier recitation
or limitation of a lever and where it would be unclear
as to what element the limitation was making refer-
ence. Similarly, if two different levers are recited ear-
lier in the claim, the recitation of “said lever” in the
same or subsequent claim would be unclear where it
is uncertain which of the two levers was intended.
Aclaim which refers to “said aluminum lever,”
but recites only “a lever” earlier in the claim, is indef-
inite because it is uncertain as to the lever to which
reference is made. Obviously, however, the failure to
provide explicit antecedent basis for terms does not
always render a claim indefinite. If the scope of a
claim would be reasonably ascertainable by those
skilled in the art, then the claim is not indefinite.
>Energizer Holdings Inc. v. Int’l Trade Comm’n, 435
F.3d 1366, 77 USPQ2d 1625 (Fed. Cir. 2006)(holding
that ““anode gel”” provided by implication the anteced-
ent basis for “zinc anode”);< Ex parte Porter, 25
USPQ2d 1144, 1145 (Bd. Pat. App. & Inter. 1992)
(“controlled stream of fluid” provided reasonable
antecedent basis for “the controlled fluid”). Inherent

2100-225

2173.05(e)

components of elements recited have antecedent basis
in the recitation of the components themselves. For
example, the limitation “the outer surface of said
sphere” would not require an antecedent recitation
that the sphere has an outer surface. See Bose Corp. V.
JBL, Inc., 274 F.3d 1354, 1359, 61 USPQ2d 1216,
1218-19 (Fed. Cir 2001) (holding that recitation of
“an ellipse” provided antecedent basis for “an ellipse
having a major diameter” because “[t]here can be no
dispute that mathematically an inherent characteristic
of an ellipse is a major diameter”).

EXAMINER SHOULD SUGGEST CORREC-
TIONS TO ANTECEDENT PROBLEMS

Antecedent problems in the claims are typically
drafting oversights that are easily corrected once they
are brought to the attention of applicant. The exam-
iner’s task of making sure the claim language com-
plies with the requirements of the statute should be
carried out in a positive and constructive way,
so that minor problems can be identified and easily
corrected, and so that the major effort is expended on
more substantive issues. However, even though indef-
initeness in claim language is of semantic origin, it is
not rendered unobjectionable simply because it could
have been corrected. In re Hammack, 427 F.2d 1384
n.5, 166 USPQ 209 n.5 (CCPA 1970).

A CLAIM TERM WHICH HAS NO ANTECED-
ENT BASIS IN THE DISCLOSURE IS NOT
NECESSARILY INDEFINITE

The mere fact that a term or phrase used in the
claim has no antecedent basis in the specification dis-
closure does not mean, necessarily, that the term or
phrase is indefinite. There is no requirement that the
words in the claim must match those used in the spec-
ification disclosure. Applicants are given a great deal
of latitude in how they choose to define their inven-
tion so long as the terms and phrases used define the
invention with a reasonable degree of clarity and pre-
cision.

A CLAIM IS NOT PER SE INDEFINITE IF
THE BODY OF THE CLAIM RECITES ADDI-
TIONAL ELEMENTS WHICH DO NOT
APPEAR IN THE PREAMBLE

The mere fact that the body of a claim recites addi-
tional elements which do not appear in the claim’s
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preamble does not render the claim indefinite under
35 U.S.C. 112, second paragraph. See In re Larsen,
No. 01-1092 (Fed. Cir. May 9, 2001) (unpublished)
(The preamble of the Larsen claim recited only a
hanger and a loop but the body of the claim positively
recited a linear member. The examiner rejected the
claim under 35 U.S.C. 112, second paragraph,
because the omission from the claim’s preamble of a
critical element (i.e., a linear member) renders that
claim indefinite. The court reversed the examiner’s
rejection and stated that the totality of all the limita-
tions of the claim and their interaction with each other
must be considered to ascertain the inventor’s contri-
bution to the art. Upon review of the claim in its
entirety, the court concluded that the claim at issue
apprises one of ordinary skill in the art of its scope
and, therefore, serves the notice function required by
35 U.S.C. 112, paragraph 2.).

2173.05(f) Reference to Limitations in An-
other Claim

A claim which makes reference to a preceding
claim to define a limitation is an acceptable claim
construction which should not necessarily be rejected
as improper or confusing under 35 U.S.C. 112, second
paragraph. For example, claims which read: “The
product produced by the method of claim 1.” or “A
method of producing ethanol comprising contacting
amylose with the culture of claim 1 under the follow-
ing conditions .....” are not indefinite under 35 U.S.C.
112, second paragraph, merely because of the refer-
ence to another claim. See also Ex parte Porter,
25 USPQ2d 1144 (Bd. Pat. App. & Inter. 1992) where
reference to “the nozzle of claim 7” in a method claim
was held to comply with 35 U.S.C. 112, second para-
graph. However, where the format of making refer-
ence to limitations recited in another claim results in
confusion, then a rejection would be proper under
35 U.S.C. 112, second paragraph.

2173.05(g) Functional Limitations [R-3]

A functional limitation is an attempt to define
something by what it does, rather than by what it is
(e.g., as evidenced by its specific structure or specific
ingredients). There is nothing inherently wrong with
defining some part of an invention in functional
terms. Functional language does not, in and of itself,
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render a claim improper. In re Swinehart, 439 F.2d
210, 169 USPQ 226 (CCPA 1971).

A functional limitation must be evaluated and con-
sidered, just like any other limitation of the claim, for
what it fairly conveys to a person of ordinary skill in
the pertinent art in the context in which it is used. A
functional limitation is often used in association with
an element, ingredient, or step of a process to define a
particular capability or purpose that is served by the
recited element, ingredient or step. >In Innova/Pure
Water Inc. v. Safari Water Filtration Sys. Inc.,
381 F.3d 1111, 1117-20, 72 USPQ2d 1001, 1006-08
(Fed. Cir. 2004), the court noted that the claim term
“operatively connected” is “a general descriptive
claim term frequently used in patent drafting to reflect
a functional relationship between claimed compo-
nents,” that is, the term “means the claimed compo-
nents must be connected in a way to perform a
designated function.” “In the absence of modifiers,
general descriptive terms are typically construed as
having their full meaning.” Id. at 1118, 72 USPQ2d at
1006. In the patent claim at issue, “subject to any
clear and unmistakable disavowal of claim scope, the
term ‘operatively connected’ takes the full breath of
its ordinary meaning, i.e., ‘said tube [is] operatively
connected to said cap’ when the tube and cap are
arranged in a manner capable of performing the func-
tion of filtering.” 1d. at 1120, 72 USPQ2d at 1008.<

Whether or not the functional limitation complies
with 35 U.S.C. 112, second paragraph, is a different
issue from whether the limitation is properly sup-
ported under 35 U.S.C. 112, first paragraph, or is dis-
tinguished over the prior art. A few examples are set
forth below to illustrate situations where the issue of
whether a functional limitation complies with
35 U.S.C. 112, second paragraph, was considered.

It was held that the limitation used to define a radi-
cal on a chemical compound as “incapable of forming
a dye with said oxidizing developing agent” although
functional, was perfectly acceptable because it set
definite boundaries on the patent protection sought. In
re Barr, 444 F.2d 588, 170 USPQ 33 (CCPA 1971).

In a claim that was directed to a kit of component
parts capable of being assembled, the Court held that
limitations such as “members adapted to be posi-
tioned” and “portions . . . being resiliently dilatable
whereby said housing may be slidably positioned”
serve to precisely define present structural attributes
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essence of bergamot

the scales of fish, esp. of the bleak. {< F: lit., essence of
the Orient)
es/sence of ber/gamot, bergamot {(def. 2).

Es'sene (es/én, e sén’), n. Judaism. a member of a
Palestinian sect, characterized by asceticism, celibacy,
and joint holding of property, that flourished from the
ond century s.c. to the 2nd century A.p. —Es+se-ni-an
(e s&/né on), Es-sencic (e sen’ik), adj.
es.sen-tial (e sen’shal), adj. 1. absolutely necessary;
indispensable: Discipline is essential in an army. 2. per-
taining to or constituting the essence of a thing. 3. not-
ing or containing an essence of a plant, drug, etc. 4.
being such by its very nature or in the highest sense;
patural; spontaneous: essential happiness. 5. Math. a.
(of a singularity of a function of a com Jex variable)} not-
ing that the Laurent series at the point has an infinite
number of terms with negative powers. b. {(of a disconti-
puity) noting that the function is discontinuous and has
no limit at the point. Cf. removable (def. 2). —n. 6. a
basic, indispensable, or necessary element; chief point:
Concentrate on essentials rather than details. [1300-50;
ME essencial < ML essencialis for LL essentiglis. See
ESSENCE, -AL'] —es-sen/tiallly, adv. —es-sen/tial
ness, n.
—Syn. 1. fundamental, basic, inherent, intrinsic, vital,
See necessary. 2. ESSENTIAL, INHERENT, INTRINSIC
refer to that which is in the natural composition of a
thing. EssENTiAL suggests that which is in the very es-
sence or constitution of a thing: Oxygen and hydrogen
are essential in water. INHERENT means inborn or fixed
from the beginning as a permanent quality or constitu-
ent of a thing: properties inherent in fron. INTRINSIC jm.-
plies belonging to the nature of a thing itself, and com-
prised within it, without regard to external considera-
tions or accidentally added properties: the intrinsic value
of diamonds. —Ant 2. inci ental, extraneous, extrin-
sic; accidental.
essen’/tial ami’no ac’/id, Biochem. any amino acid
that is required by an animal for growth but that cannot
be synthesized by the animal's cells and must be supplicd
in the diet. [1935-40}
essen’/tial hyperten/sion, Pathol.
blood pressure of no known cause.
as-sen-tialsism (e sen’she liz’em), n. Educ. a doc-
trine that certain traditional concepts, ideals, and skills
are essential to society and should be taught methodi-
cally to all students, regardless of individual ability,
need, etc. Cf. progressivism, [1935-40; ESSENTIAL +
-i1sM] —es-sen’tial-ist, n., adj.
es+sensticalsisty (o sen’sha al/i t8), n., pl. -tles for 2.
1. the quality of being essential; essential character. 2.
an essentia) feature, efement, or point. [1610-20; BSSEN-
TIAL + -1TV)
esesen-tial-ize (a sen’she lz/), vl -izod, -iz-ing. to
extract the essence from; express the essence of. Also,
esp. Brit, es-sen/tial-lso’/, [1660-70; ESSENTIAL + -1ZE]
essen’ tlal oil/, any of a class of volatile oila obtained
from plants, possessing the odor and other characteristic
properties of the plant, used chiefly in the manufacture
of perfumes, flavors, and pharmaceuticals. [1665-75)
es.se quam vi-de-ri (es’se kwim wi’de r& Eng.
es’e kwam vi dar’i), Latin. to be rather than to seem:
motto of North Carolina.
Es'sa-quicbo (ea’i kwé’bo), n. a river flowing from S
Guyana N to the Atlantic. ab. 850 mi. (885 km) Jong.
Esesex (es’iks), n. 1. 2nd Earl of. See Devereux,
Robert. 2. a county in SE England. 1,410,900; 1418 sq.
mi, (3670 sq. km). 3. a town in N Maryland, near Balti-
more. 39,614, 4. a town in W Vermont. 14,392,
Es/sex Jun/to (un’/ts), U.S. Hist, 1. a group of ex-
treme Federslist party members from Essex county,
Massachusetts. 2. any Federalist, [1795-1805, Amer.]

Es’sex ta’ble, Carpentry. a chart tabulating the
number of board feet, to the nearest twelfth, contained
in pieces of wood one inch thick and of varying standard
sizes.

@s+sive (es’/iv), Gram. —adj. 1. noting a case, as in
Finnish, whose distinctive function is to indicate a state
of being. —n. 2. the essive case. [1900-05; < Finnish
essivi < L ess{e) to be + -lvus -1vE

@5:s0in (i s0in’), n. (in England) an excuse for nonap-
pearance in a court of law at the prescribed time. {1300~
50; ME essoine < AF, OF essoigne, essoine, n. deriv. of
essoinier to put forward such an excuse, v. deriv. (with
es- gx-) of sogne, ult. < Old Low Franconian *sunnjo
legal excuse, care (cf. OS sunnea, ON syn denia), Goth
sunja truth)]

0s'sosnite (es’s nit’), n. Mineral. a variety of gros-

sularite garnet. Also called cir v stone, h ite.
[1810-20; < F < Gk hdsson less, inferior -+ -ités -1TE']

Escsonne (e sén’), n. a department in N France,
923,061; 699 sq. mi. (1810 sq. km). Cap.: Evry.

EST, Eastern Standard Time. Also, ES.T., e.s.t.

-8st!, g suffix forming the superlative degree of adjec-

tives and adverbs: warmest; fastest; soonest. (ME; OE
-est, -ost, Cf. Gk -isto-)

85t?, 5 native English suffix formerly used to form the

second person singular indicative of verbs: knowest; say-

est; goest. Also, -st. [ME; OE -est, -ast, -st, 2nd pers.

#ing. pres. indic. endings of some verbs (-5 earlier verbal

ending + -f, by assimilation from thl Taou') and 2nd

pere. ging. past endings of weak verbs (earlier -es + -t)]

0st,, 1. established. 2. estate. 3. estimate. 4. es-
timated. 5. estuary.

ostab., established.

os:tab.lish (i stab’lish), v.t. 1. to found, institute,
uild, or bring into being on a firm or stable basis: to
establish a university; to establish a medical practice. 2.
to install or settls in a position, place, business, etc.: to
establish one’s child in business. 3. to show to be valid
Or true; prove: to establish the facts of the matter. 4. to

persistent high

663

cause to be accepted or recognized: to establish a custom;
She established herself as a leading surgeon. 5. to bring
about permanently: to establish order. 6. to enact, ap-
point, or ordain for permanence, as a law; fix unaltera-
bly. 7. to make (a church) a nationa| or state institution.
8. Cards. to obtain control of (a suit) so that one can win
all the subsequent tricks in it. (1325-7b; ME establissen
< MF establiss-, extended s. of establir < L stabilire,
akin to stabilis sTABLE?) —aes-tab/lish-a-ble, adj. —es.
tab/lisheer, n.

——Syn. 1.form, organize. See fix, 3. verify, substanti-
ate. 6. decree. —Ant. 1. abolish. 3. disprove.

estab’/lished church’, a church that is recognized
by law, and sometimas financially supported, as the offi-
cial church of a nation. Also called state church, Cf, na-
tional church, (1650-60]

es<tabelishoment (i stabslish mont), n. 1. the act or
an instance of establishing. 2. the state or fact of bein
established. 3. something established; a constitute
- order or system. 4. (often cap.) the existing power struc-
ture in society; the dominant groups in society and their
., customs or institutions; institutional authority (usually
prec, by the): The Establishment believes exploring outer
space is worth any tax money sgen!. 6. (often cap.) the
d‘:)minunt group in a field of endeavor, organization, ete.
(usually prec. by the): the literary Establishment. 6. a
household; place of residence including its furnishings,
grounds, etc. 7. a place of business together with its
employees, merchandise, aquipment, etc. 8. a perma-
nent civil, military, or other force or organization. 9. an
institution, as a school, hospital, etc, 10, the recognition
bg a state of a church as the state church. 11. the
church so recosgnized, esp. the Church of England. 12.
Archaic. a fixed or settlaé income. (1475-86; 192026 for
def. 4; F9TABLISH +{ -MENT)
es-tab.lish-menctar-san (i stab/lish mon tar/é on),
adj. 1. of or Eertoining to an established church, esp.
the Church of England, or the principle of state religion.
2. (often cuf.) of, pertaining to, or favoring a political or
pocial establishment. —n. 3, a supporter or adherent of
the principle of the establishment of a church by state
Jaw; an advocate of state religion. 4. {often cap.) a per-
son who belongs to or favors a political or social estab-
lishment. [1840-50; ESTABLISUHMENT - -ARIAN] —08+
tab/lishemen.tar/i-an:dsm, n.
ess+ta-fette (es’to fet’), n. a mounted courfor. [1785-
86; < F < It staffetta, dim. of staffa stirrup < Gme (cf.
STAPES);, 86¢ -ETTE)
Es+taing, d' (des tan’), Charles Hecstor (sharl ok-
tor’), 1729-94, French admiral.
as+ta-min (es’ts min), n. a worsted fabric conatructed
in twill weave with a rough surface. Also, es-ta-mene
(ea’ts> mén’). (1696-1706; < F estamine << L staminea,
fem. of st@mineus made of threads, Seec sTAMEN, -EOUS])
es-ta-mi-net (cs ta mé ne’), n, pl. -nets (-ne’)
French. a bistro or eamall café. [1805-15]

aes-tamepie (e stim p@d’), n. a medieval dance and in-.

strumental form, in several repeated sections, associated
chiefly with the trouvéres. [< F, OF, deriv. of estampir
to roar, resound < Gme; see STAMP)

as-tan-cia (e stin’st o; Sp. es liiﬁ/ayh‘), n, pl. clas
(-3 9z Sp. -ayHis). (in Spanish America) a landed estate
ora cnttl‘g ranch. (16956-1705; < AmerSp, Sp: dwelling}

as-tate (i stat’), n., v, -tateed, -tatsing. —n. 1. a
piece of landed property, esp. one of large extent with an
elaborate house on it: 1o have an estate in the country.
2. Law. a. property or possessions. b, the legal position
or status of an owner, congidered with respect to prop-
erty owned in land or other things. c¢. the degree or
quantity of interest that a person has in land with re-
spect to the nature of the right, its duration, or its rela-
tion to the rights of others. d. interest, ownership, or
property in land or other things. e. the property of a de-
ceased person, a bankrupt, etc, viewed as an aggregate.
3, Brit. a housing development. 4. a period or condition
of life: to attain to man's estate. . a major political .or
-sacial group or class, esp. one once having specific politi-
cal powers, as the clergy, nobles, and commons in France
or the lords spiritual, lords temporal, and commons in
England. 6. condition or circumstances with reference
to worldly g)rosperity. estimation, etc,; social status or
rank. 7. Obs. pomp or state. 8. Obs. high social status
or rank. ~—~u.t. 9. gbs. to establish in or as in an estate.
[1175-1225; ME estat < MF, c. Pr estat. See sTaTE]
—Syn. 1. See property.

estate/ a‘gent, Brit. ). the steward or manager of a
landed estate. 2. a real-estate agent; realtor. [1876-80)

as-tate-bottling (i stat/bot/l in?, -bot’ling), n. a
.practice whersby a vineyard bottles {ts own wine. —es.
tate’/-bot/tled, adj.

aestate/ car/, Brir. See station wagon. (1945-50)
Estates’ Gen/eral, French Hist. the States-General.

ostate’/ tax/, a tax imposed on a decedent’s property,
assessed on the gross estate prior to distribution to the
heirs. Also called death tax. (1805-10)
Es«t@ (cs’ta), n. a city in NE Italy: medieval fortress;
ancient Roman ruins. 17,060. Ancient, Ateste.
es+team (i stém’), v.t. 1. to regard highly or favora
bly; regard with respect or admiration: I esteem him for
his honesty. 2. to consider as of a certain vajue or of a
certain type; regard: I esteem it worthless. 3. Obs. to set
a value on; appraise. —n. 4. favorable opinion or judg—
ment; respect or regard: to hold a person in esteem. 5.
Archaic.’ opinion or judgment; estimation; valuation.
{1400-50, late ME estemen, < MF estimer < L aestimare
to fix the value of)
—Syn. 1. honor, revere, respect. See appreciate. 4.
favor, admiration, honor, reverence, veneration. See re-
spect. —Ant. 1. disdain.
Es-tolla (i stel”), n. a female given name: from a Latin
word meaning “star.” Also, Es-tel-la (i stel’a).
Es«te:po'na (es/te p6/nii, Eng. es/to po/na), n. a sea-
onsén S Spain, on the Mediterranean: resort center.
1,163.

. timated.

estivate

as+taer (es/tor), n. Chem. a compound Froduccd by the
reaction between an acid and an alcohol with the elimi-
nation of a molecule of water, as othgl acetate, C,H,0,,
or dimethy) sulfate, C,H,SO,. [1850-55; coined by L.
Gimelin (1788-1853), German chemist]

as«ter-asa (es/ta ras’/, -riz’), n. Biochem. any enzyme
that hydrolyzes an ester into an alecohol and an acid.
[1915-20; ESTER + -ASE)

os/ter gum/, Chem. any of several hard resins pro-
duced by the esterification of a natural resin, esp. rosin,
with a polyhydric alcohol, chiefly glycerol used in the
nz)t.]mufaclure of paints, varnishes, and lacquers. [1935-
4

Esstor-ha.zy (es’tor hii’z8; Fr. e ster A z&/), n. Ma-rie
Charles Fer.di-nand Walssin (ma r&/ sharl fer do-
ndN’ val san’), 1847-1923, French army officer who
confessed forging evidence that convicted Alfred Drey-
fus.

Es-ter-h&.zy (es’tor hii‘zé; Hung es’ter hii‘zi), n.
Prince Mi-klés Jé-zsef (mi’klash yb7zhef), 1714-90,
Hungarian patron of the arts. Also, Es/ter-ha’zy,
gs-terisfy (e ster’o {'V), v.l, ui, -fled, -fy.dng. Chem.
to convert into an ester. [1900-05; ESTER + -1FY] —as.
tor’isfl’able, adj. —es.tor/itica’tion, n.

EseteSs (es’tdz, -tis), n. a male given name.

Es/tes Park/, a summer resort in N Colorado. 2703.
Esth., 1. Bible. Esther. 2. Esthonia.

Esether (os/tor), n. 1. the wife of Ahasuerus. 2. a
book of the Bible bearing her name. Abbr. Egth. 3. a
number of prayers, visions, interpretations of dreams,
etc., that are included in the Douay Bible as chapters 10—
16. 4. a female given name.

es-thassia (cs tha’zho, -zhé o, -z& a), n. capucity for
sensation or feeling; sensitivity. Also, aesthesia. (1875~
80; < Gk aisth#s(is) (see EsTHESIS) + -1A)
as-thessisomea+tor (es tha’/za om’i tor), n. Med. an
ingtrument for measuring the degree of tactile sensi-
bility. [esTHES(18) + -0 + -METER) —o0s'the/sl.om’o.
try, n.

os-theo'sis (es the’sis), n. sensation; feeling. Also, aes-
thasis, [1850-556; < Gk alsthésis sansation, perception)
es:thate (es’that), n. aesthete.

es-thetic (es thet’ik), adj, n. aesthetic,
as-thetd.cal (es thet/i kol), adj. nesthetical.
thot/tcaldly, adv. .
es+the-ti~cian (es’/thi tish’on), n, L. nosthaticiun. 2.
a person trained to administer fucials, advise customers
on makeup and the care of skin and hair, ete, Cf. beauti-
cian (def. 1).

asstheted-cism (es thet’o siz’om), n. aestheticism.

assthetsics (os thotiks), n. (used with a singular v.)
ugsthetica,
Es-thoenira (e sto’na o, e stdn’ys, es tho’/né o, -thon’-
yo), n. Estonia.
Es-thosni-an (e std’né an, es thd’-), adj, n. BEstonjan.
Es-tienne (cs tyecn’), n. 1. Also, Etlenne. a family of
French printers, book dealers, and scholars, including
asp, Heneri (iin r87), died 1520; his son, Rosbert (nd-
ber?), 15037-50; Henrl (son of Hobert), 16317-98. 2. a
French printing firm founded by this family,
es-tl'ma-ble (ss/te me bol), adj. 1. worthy of esteem;
desorving rouguct or admiration. 2. capable of being es-
[1425-76; late ME < MF < L aeslim&gilia,
equlv. to aestirm(are) to ESTEEM + -8bilis -anLE] —es/.
ti-ma-blerness, n. —es’/thma-bly, adv.
——8yn. 1. roputable, respectable, admirable, Jaudable,
meritorious, excollent, good, — Ant. 1. contemptible.
os-ti-mate (v. es/to mdt/, n es/to mit, mat’), o,
~-mrat-ad, -mating, n. —v{ 1. to form an approximate
Judgment or otyimon regarding the worth, amount, size,
weight, etc, of, calculate approximately’ to estimate the
cost of a collcge education. 2. to form an opinion of}
Judge. —u.l. to make an estimate. —n. 4. an ap
proximate judgment or calculation, as of the value,
amount, tims, size, or weight of something. 5. a judg-
ment or opinion, as of the quahties of a person or thing.
6. a statement of the approximate charge for work to be
done, submitted by a person or business firm ready to
undertake the work. {1525-35; L aestimdtus, ptp. of
aesttmdre Lo value, estimate, see aATE'] —es/tlimat/y
ing-ly, adv. —es/tl-ma‘tor, n.
~—Syn. 1. compute, count, reckon, gauge, assess, value,
ovaluate, nppraise. 4. valuation, calculation, appraisal,
es-tisma-tion (es’ts ma’shon), n. 1. judgment or
opinion: In my estimation the boy is guilty. * 2. esteem;
raspect. 3. approximate calculation; estimate: to make
an estimation of one’s expenditures. [1325-75, ME
estimacioun < < L aestimation- (s, of aestimatid).
See ESTIMATE, 10N)
—Syn. 2. appreciation, regard, honor, veneration,
asetismastive (es/to ma‘tiv), adj. 1. capable of es-
timating. 2. pertaining to or based upon estimation; es-
timated. (1350-1400; ME < ML aestimativus. See EsTi-
MATE, -1VE] X
a-stipeuslate (z stipZya lit, -1at’), adj. Bot. exstipulate.
es-tl-val (es’to vol, e stizval), adj, %enaining or appro-
priate to summer. (1360-1400; ME < LL aestivalis,
aquli]v. to L aestiv(us) of or relating to summer + -alis
-AL .
as-ti-vate (es/ts vat/), v.i., -vateed, -vating. 1. to
spend the summer, as at a specific place or in a certain
activity. 2. Zool. to pass the summer in a torpid condi-
tion, [1620-30; < L aestivatus, ptp. of aestivare to reside
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parallelist

parallel. 3. a parallel or comparison. 4. Metaphys. the
doctrine that mental and bodily processes are concomi-
tant, each varying with variation of the other, but that
there is no causal relation of interaction between the
two. [1600-10; PARALLEL + -ISM]

par-al-lelist (parss lel/ist, -lo list), n. 1. a person who
seeks or makes a comparison. 2. an adherent of the
metaphysical doctrine of parallelism. ([1785-95; PARAL-
LEL + -18T]

parsallelis-tic (par/e lel is’tik, -lo lis’-), adj. 1. of,
pertaining to, or of the nature of a paralleliam. 2. of or
pertaining to the metaphysical doctrine of parallelism or
to its adherents. 3. resembling, approaching, or charac-
terized by parallelism. [1865-70; PARALLELIST + -IC} -
par-alslelsize (par’s lel i/, -ls iz/), v.t, -lzed, dzsIng.
1. to make paraliel; place 8o as to be parallel. 2. to draw
a parallelism or analogy between. Also, esp. Brit.,, par/-
al-lef-ise/. [1600-10; < Gk parallélizein. See PARALLEL,
-1zg] —par/aldel/fza’tion, n.

par/alle] mo’tion, a mechanism arranged so as to
impart rectilinear motion to a rod connected to a lever
that moves through an arc. [1820-30]

par’allel of al’titude, Astron. almucantar. [1695-

par/allel of lat/itude, parallel (def. 9). [1660-70]
par-al-lelso-gram (par/s lelVs gram’), n. a quadrilat-
eral having both pairs of op}:osite sides parallel to each
other. {1560-70; < LL parallelogrammum < Gk paral-
lelégrammon. See PARALLEL, -0-, ~-GRAM'] —par-al«el.
o-gramsmatslc, (par/s lel’s gro mat’/ik), par/al-leli/o.
gramsmat/i.cal, adj.

parallelé‘raml,

parallel’ogram law/, Math,, Physics. a rule for add-
ing two vectors, as forces (parallel/ogram of forc’/es),
by placing the point of application of one at the point of
origin of the other and obtaining their sum bé/ construct-
ing the line connecting the two remaining end points, the
sum being the diagonal of the parallelogram whose adja-
cent sides are the two vectors.

par’/allel pos/tulate, Geom. the axiom in Euclidean
geometry that only one line can be drawn through a
given point so that the line is parallel to a given line that
does not contain the point. Also called parallel axiom,

par/allel projec/tion, Geom. & projection from one
plane to a second plane in which the lines joining points
on the first plane and corresponding images are parallel.
par/allel rul/ers, a pair of straightedges connected
by.two pivoted crosspieces of equal length so as to be
parslle] at all times, used for various pavigational pur-
poses, esp. for transferring the bearing of a plotted
course to a compass rose. [1695-1705]
par/altel sail’ing, sailing along a parallel of latitude.
[1700-10)
par’allel top/. See under parallel (def. 18).
par.allel-veined (lpar’e le}/vand’, -lol-), adj. Bot,
having closely spaced longitudinal veins, as the leaves of
most monocotyledonous plants. Cf. net-veined. [1860-
65; PARALLEL + VEIN + -ED’]
pa-ral-o-gism (pe ral’aljiz/am). n. Logic, 1. argument
violating principles of valid reasoning. 2. a conclusion
reached through such argument. [1566-65; < LL
paralogismus < Gk paralogismés. See PARA-!, LOGO-,
-1sM) —pa-ral/o-gist, n. —pa-ral/o-gis/tic, adj.
pa-ral-o«gize (ps ral’s jiz/), v.i, -glzed, -gizsing. to
draw conclusions that do not follow logically from a
given set of assumptions. Also, esp. Brit,, pa-ral’o-gise/.
{1590-1600; < ML paralogizare < Gk paralogizesthai to
reason falsely, equiv. to pardlog{os) (see PARA-!, LOGOS)
+ -izesthai -1zE]
pacral-yssis (pe ral’s sis), n., pl. -ses (-séz/). 1. Pa-
thol. a. a loss or impairment of voluntary movement in
a body part, caused bg’ injury or disease of the nerves,
brain, or spinal cord. b. a disease characterized by this,
esp. palsy. 2. a state of helpless stoppage, inactivity, or
inability to act: The strike caused a paralysis of all ship-
ping. [bef. 1150; < L < Gk parélysis, eciu.iv. to paraly-,
var s. of paralyein to loosen (i.e., disable) on one side
(parg- PARA-' 4 [fein to loosen) + -sig -sis; r. ME
aralisi(fe) < OF < L, as above; r. late OE paralisin
facc.) < L, as above; cf. pALSY]
par-a-lytsic (par/s lit/ik), n. 1. a person affected with
paralysis. lj. 2. affected with or subject to paralysia.
3. pertaining to or of the nature of paralysis. [1300-50;
ME pamlitii < L paralyticus < Gk paralytikos, equiv.
to paraly- {(see PARALYSIS) + -tikos -TIC] —par/a-lyt/i-
cal-y, adv.
par-aslyze (par/s liz/), u.t, -lyzed, -lyz-ing. 1. to
affect with paralysis. 2. to bring to a condition of helz;
less stoppage, inactivity, or inability to act: The stri
rulyzecs communications. Also, esp. Brit., par/a-lyse’.
1795-1806; back formation from PARALYSIS, modeled on
analyze] —par/a-ly’zant, odj,, n. —par/a-ly-za’tion,
n. —par’a-dyz/er, n. —par/’a-lyz’/ing-ly, adv.
—Syn. 2. See shock®.
par-a-mag-net (par/s mag’/nit, par/s mag’-), n. Phys-
ics. a body or substance that, placed in a magnetic field,
possesses magnetization in direct proportion to the field
strength; a substance in which the magnetic moments of
the atoms are not aligned. Cf. antiferromagnetic, dia-
magnetic, ferromagnetic. [1905-10; back formation

CONCIBE ETYMOLOGY KEY: <, descended or borrowed from; >,
whence; h., blend of; blended; c., cognate with; cf., compare; deriv.,
derivative; equiv., equivalent; imit., imitative; obl,, oblique; r., re-
placing; 8., stem; sp., spelling, spelled; resp., respelling, respelled;

.. translation; ?, origin unknown; *, unattested; }, probably
earlier than. See the full key inside the front cover. .
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from paramagnetic; see PARA-', MAGNET] —par/a.
mag/net-ism, n. —par-a-mag-net-i¢ (par/o mag net/-
ik), adj.

Par-a-mar+irbo (par/e mar’s bo/), n. = seaport in and
the capital of Suriname, in NE South America, 150,000,
Par-am-ateman (pur’e mit/men), n. Hinduism. ab-
solute Atman. [< 8kt paramatman supreme self]
par-asmateta (par/s mat/e), n. a light, twilled dress
fabric, having a silk or cotton warp and a woolen weft.
Also, parramatta, %825—85; named after Parramatta,
town in New South Wales)

8
paramecium ¢
A, oral grdove;
B, cilia; C, nucleus;
D, contractile
vacuole; E, food
vacuole
D
E

par«a-me-cieum (par/o ma/shé om, -sham, -88 am), n.,
pl. «cl-a (-shé a, -88 0). any ciliated freshwater proto-
zoan of the genus Paramecium, having an oval body and
a long, deep oral groove. [1745-66; < NL < Gk para-
mék(es) oblong, oval + NL -ium n, suffix; see -1um]

par<a-med-ic! (par’e med’ik), n. a person who is
trained to assist a physician or to give first aid or other
health care in the absence of a physician, often as part of
a police, rescue, or firefighting aquad. {1950-55, Amer.;

PARA-' + MEDIC!]
par-as-mediic? (n. par’s med’ik, par/s med’/-; adj.
par/a med’/ik), n. 1. Mil. a medic in the paratroops. 2.
a doctor who parachutes into remote areas to give medi-
cal care. —adj. 3. of or pertaining to a paramedic or to
paramedics. {1960-656, Amer.; PARA-® + MEDIC?)
par-a-med-i-cal (par‘e med”i kel), adj. related to the
medical profession in a secondary or supplementary ca-
pacity. [1920-25; PARA-' + MEDICAL]
par<asment (par’s ment), n, pl. par-a-ments, par.as
men-ta (par/s men/ts). 1. a decoration for a room, as a
tapestry. 2. an ecclesiastical vestment. [1350-1400; ME
< LL paramentum an ornament, equiv. to para(re) to
adorn (L: to PREPARE) + -mentum -MENT]
pa-ram e-ter (ps ram/i tar), n. 1, Math. a. a con
stant or variable term in a function that determines the
specific form of the function but not its general nature,
as a in f(x) = ax, where a determines only the slope of
the line described by f(x). b. one of the independent
vanables in a set of parametric equations. 2. Statistics.
a variable anterinﬁ into the mathematical form of any
distribution such that the possible values of the variable
corrf';ﬁ:ond to different distributions. 3. Computers. a
variable that must be given a specific value during the
execution of & program or of a procedure within a pro-
gram. 4. Usually, parameters. Ihmits or boundaries;
guidelines: the basic para eters of our fore gn policy 5.
characteristic or factor; aspect, element: a useful param-
eter for judging long-term success [1650-60, < NL
parametrum. See PARA-!, -METER] —par-a-meteric
(par/e me/trik), par/a-met/riccai, ad).
——Usage. 4, 5. Some object strongly to the use of pa-
RAMETER in these newer senses. Nevertheless, the criti-
cized uses are nmow well established both in educated
speech and in edited writing.
pa-ramee-ter-ize (pe ram’i ta riz/), v.t., -ized, -lz-ing.
to describe (a phenomenon, problem, curve, surface, etc.)
by the use of parameters. Also, parametrize; esp. Brit.,
pa-ram’/ester«ise’/, [1935-40; PARAMETER + -1ZE] —pa-
ram/e-ter-l-za’tion, n.
par/amet/ric amv/piifier, Electronics. a device, as
an electron tube or transistor, that amplifies a high-fre-
quency input signal by sinusoidally varying the reac-
tance of the circuit. {1955-60)
par/amet/ric equa’tion, Math, one of two or more
equations expressing the location of a point on a curve or
surface by determining each coordinate separately.
[1905-10)
pa-rameo-trize (pe ram’i triz’), v.t, -trized, -triz-ing.
parameterize. Also, esp. Brit, pa-ram’e-trise’/.
par-asmilsistarsy (par’o mil/i ter’s), adj., n., pl. -tare
tes. -—adj. 1. noting or pertaining to an organization
operating as, in place of, or as a supplement to a regular
military force: a paramilitary police unit. —n. 2. Also,
par-a-mil-l-ta-rist (pare mil/i ter ist). a person em-
ployed in such a force. (1930-35; PARA-! + MILITARY)
pasrasmista (pd rum’i t9), n. Buddhism. any of the
practices prescribed for one aspiring to nirvana, [< Skt
and Pali paramita perfection}
par-amene-sia (par‘am né’zha), n. 1. Psychiatry. a
distortion of memory in which fact and fantasy are con-
fused. 2. the inability to recall the correct meaning of a
word. [1885-90; < NL; see PAR-, AMNESIA]
par-a-mo (par’es mé/, pér/a-), n., pl. -mos. a high,
cold plateau of Scuth America. [1750-60; < AmerSp; Sp
paramo barren plain; presumably of pre-L orig.}
par-asmorph (par’a morf’), n. Mineral. a pseudo-
morph formed by a change in crystal structure but not in

paraphernalia

chemical composition. Also called allomorph. [1875-80,
PARA-! + -MORPH] —par/a-mor/phic, par/a.mor/.
phous, adj.

par-asmor-phine (par/o mér/fen), n. Chem. theba.
ine. [PARA-' + MORPHINE])

par-a-mor-phlsm (par/s mér/fiz om), n. 1. the proc-
ess by which a paramorph is formed. 2. the state of
being a paramorph. [1865-70; PARA-* + -MORPHISM)
par-asmount (par/s mount/), adj. 1. chief in impor-
tance or impact; supreme; preeminent: a poirt of para-
mount gsignificance. 2. above others in rank or author.
ity; superior in power or jurisdiction. ~—n. 3. a supreme
ruler; overlord. {15256-35; < AF paramont above, equiy,
to par PER- + a mont < L ad montem to the mountain,
hence, in OF: upward, above; see AD-, MOUNT®] —par/a.
mount/cy, n. —par/a-mount’ly, adv.

—Syn. 1. See dominant. —Ant. 1. unimportant,

Par-a-mount (par’s mount/), n. a city in SW Califor.
nia, near Los Angeles. 86,407.
par-asmour (par’e mdor/), n. 1. an illicit lover, esp. of
a married person. 2. any lover. (1250-1300; ME, from
the phrase par amour by or through love < OF)
Paswram-us (ps ram/es), n. a city in NE New Jersey.
26,474,
par-asmyx-o.vlorus (par’sa mik’sa vi‘res, -mik/ge.
viZ-), n., pl. -rus«es: any of various RNA-containing
viruses that are similar to but larger than the myx
oviruses, including the viruses that cause mumps, mea-
sles, parainfluenza, and Newcastle disease. [1960-65;
PARA-' + MYXOVIRUS)
Pa-wra-né (par’e ni’; Port. pi/ré ni’), n. 1. a river in
central South America, flowing from S Brazil along the
SE boundary of Paraguay and through E Argentina into
the Rio de la Plata. 2050 mi. (3300 km) long. 2, a city in
E Argentina, on the Parana River: the capital of Argen-
tina 1852-61. 159,5681. "
Pa.ra.-na-gud (pi/ri nié gwi’), n. a seaport in S Bra.
zil. 65,178. .
par-a-na-sal (par/s n#’zsl), adj. Anat. situated near
the nasal cavities. [1906-10; PARA-! + NASAL!]
Pa-rang (pir/dng), n. a large, heavy knife used as a
tool or a weapon in Malaysia and Indonesia. [1850-55;
< Malay]
par-a-ni-tro-phe-nol (par/o ni‘tre f&/nsl, -nol), .n.
See under nitrophenol (def. 2).
par-asnoisa (par/e noi’s), n. 1. Psychiatry. a mental
disorder characterized by systematized delusions and the
projection of personal conflicts, which are ascribed to the
supposed hostility of others, sometimes progressing to
disturbances of consciousness and aggressive acts be-
lieved to be performed in self-defense or as & mission. 2.
baseless or excessive suspicion of the motives of others.
Also, par-a-noe-a (gar/a n&/a). [1805-16; < NL < Gk,
pardnoiac madness. See PARA , NOUS, -1A)
par-a-noid (par/s noid’), adj. 1. of, like, or suffering
from paranoia. —n. 2. a person suffering from para-
poia. Also, parsa-noi-ac (par/s noi’ak, -ilg, Parsa-nogs
ac (par/s né’ak, -ik). [1900-05; PARANOI{A) + -0ID, with
base and suffix merged, perh. by haplology from the ex-
pected *paranoioid]
par-asnor-mal (par/s nér’moal), adj. of or pertaining
to the claimed occurrence of an event or perception
without scientific explanation, as psychokinesis, extra-
sensory perception, or other Purportedly supernatural
phenomena. [1915-20; PARA-' 4 NORMAL] —par/a-
nor/matly, adv.
par-ansthrospus (ps ran’thre pes, par/en thrd’-), n.,
pl. -pus-es for 1. 1. (sometimes cap.) a member of the
former genus Paranthropus. (cap., italics) a former
genus of fossil hominids whose members have now been
assigned to the groposed species Australopithecus robus-
tus. [< NL (1938) < Gk par- PAR- (in the sense "“near")
+ énthrépos man)
parsas-nympb (par/s nimf’), n. 1, a groomsman or a
bridesmaid. 2. (in ancient Greece) a. a friend who ac-
cumganied the bridegroom when he went to bring home
the bride. b. the bridesmaid who escorted the bride to
the bridegroom. {1585-95; < LL paranymphus < Gk
ﬁarén.ymphos (masc. and fem.) groomsman, bridesmaid,
it., person beside the bride. See PARA-’, NYMPH]
par-aspasressis (par‘s po r&’sis, -para sis), n. Pathol.
partial paralysis, esp. of the lower limbs. [< NL; see
PARA-!, PARESIS]
par«aspet (par/s pit, -pet/), n. 1. Fort. a. a defensive
wall or elevation, aa of earth or stone, in a fortification.
See diag. under bastion. b. an elevation raised above

- the main wall or rampart of a permanent fortification.

2, any low protective wall or barrier at the edge of a
balcony, roof, bridge, or the like. [1575-85; < It para-
Dpetto, equiv. to para- PARA-? + petio chest, breast < L
pectus] —par/a-pet.ad, adj. —par/a«pet.less, adj.
par-aph (par’ef, ps raf’), n. a flourish made after a
signature, as in a document, originally as a precaution
against forgery. {1350-1400; ME paraf < It parafo or
MF paraphe paragraph mark (by syncope; see PARA-
GRAPH)]
par/a.phase am/plifier (par/e faz/), Electronics.
an amplifier that produces a push-pull output from a
single input. [PARA-' + PHASE]
par-a-phe«neti-dine (par/o H net/i dén’, -din), n.
Chem. See under phenaetidine,
par-a.pher-naslia (par/o for nal’ys, -fo nal’-), n. 1.
(sometimes used with a singular v.) equipment, appa-
ratus, or furnishing used in or necessary for a particular
activity: a skier's paraphernalia. 2. (used with a plural
v.) personal belongings. 3. (used with a singular v.)
Law. the personal articles, apart from dower, reserved
by law to a married woman. [1470-80; < ML parapher-
nalic (bona) a bride’s goods, beyond her dowry, equiv. to
LL paraphern(a) a bride’s property (< Gk parépherna,
uiv. to para- PARA-' + phern(é) dowry, deriv. of
phérein to BEAR' + -a neut. pl n. suffix) + L -alia, n.
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nection can. The parallel interface is preferred in
the 1BM PC world because its cabling is more stan-
dardized than that of the serial interface and
because the MS-DOS operating system assumes that
the system printer is attached to the paraliel port.
See also parallel interface. Compare serial printer.

parallel processing \pars-lel pros’es-&ng\ n. A
method of processing that can run only on a com-
puter that contains two Or more processors run-
ning simultaneously, Parallel processing differs
from multiprocessing in the way a task s distrib-
uted over the available processors. In multipro-
cessing, a process might be divided up into
sequential blocks, with one processor managing
access to a database, another analyzing the data,
and a third handling graphical output to the
screen. Programmers working with systems that
perform parallel processing must find ways to
divide a task so that it is more or less evenly dis-
tributed among the processors available. Compare
coprocessor, multiprocessing.

parallel server \piara-lel sar'vor\ n. A computer
system that implements some form of parallel pro-
cessing to improve its performance as a server. See
also SMP server,

parallel transmission \par'o-lel  tranz-mishan\
n. The simultaneous transmission of a group of
bits over separate wires. With microcomputers,
parallel transmission refers to the transmission of
1 byte (8 bits). The standard connection for paral-
lel transmission is known as the Centronics inter-
face. See also Centronics parallel interface.
Compare serial transmission.

parameter \por am’ tor’\ n. In programming, a
value that is given to a variable, either at the begin-
ning of an operation or before an expression is
evaluated by a program Until the operation is
completed, a parameter is effectively treated as a
constant value by the program. A parameter can
be text, a number, or an argument name assigned
to a value that is passed from one routine to
another. Parameters are used as a means of cus-
tomizing program operation. See also argument,
pass by address, pass by value, routine,

parameter-driven \par-am’a-tor-drivien\ adj. Of,
pertaining to, or being a program or an operation
whose character or outcome is determined by the
values of the parameters that are assigned to it.

parameter passing \par-am’o-tor pas’éng\ z. In
programming, the substitution of an actual parame-
ter value for a formal parameter when a procedure
or function call is processed.

parameter RAM \por-am’o-tor ram’, R-A-M"\ 7, A
few bytes of battery-backed CMOS RAM on the
motherboards of Apple Macintosh computers.
Information about the configuration of the system
is stored in parameter RAM. Acromym: PRAM
(P’ram, P'R-A-M’, pram). See aiso CMOS RAM.
Compare CMOS (definition 2).

PARC \pirk, P"A-R-C"\ 7. See Xerox PARC,

parent/child \par ant-child"\ adj. 1. Pertaining to
or constituting a relationship between processes in
a multitasking environment in which the parent
process calls the child process and most often sus-
pends its own opecration until the child process
aborts or is completed. 2. Pertaining to or consti-
tuting a relationship between nodes in a tree data
structure in which the parent is one step closer to
the root (that is, one level higher) than the child.

parity \paro-t&’\ 7. The quality of sameness or
equivalence, in the case of computers usually re-
ferring to an crror-checking procedure in which the
number of 1s must always be the same—either even
or odd—for each group of bits transmitted without
error. If parity is checked on a per-character basis,
-the method is called vertical redundancy checking,
or VRC; if checked on a block-by-block basis, the
method is called longitudinal redundancy check-
ing, or LRC. In typical modem-to-modem commu-
nications, parity is one of the parameters that must
be agreed upon by sending and receiving parties
before transmission can take place. Types of parity
are shown in the following table. See also parity bit,
parity check, parity error.

Type Description

Even parity The number of 1s in each successfully
transmitted set of bits must be an
even number.

Odd parity The number of 1s in-each successfully
transmitted set of bits must be an odd
number.

No parity No parity bit is used.

Space parity A parity bit is used and is always set
to 0.

Mark parity A parity bit is used and is always set
to 1.
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“ -, priorities that indicate how soon they must be
| ' transmitted, See also interrupt.
Priority Frame \pri-6r'a-t& frim’\ n. A telecom-
munications protocol developed by Infonet and
Northern Telecom, Inc., designed to carry data,
facsimile, and voice information.
privacy \pri'vo-s€\ z. The concept that a user's
data, such as stored files and e-mail, is not to be
examined by anyone else without that user’s per-
mission. A right to privacy is not generally recog-
nized on the Internet. Federal law protects only
e-mail in transit or in temporary storage, and only
against access by Federal agencies. Employers
often claim a right to inspect any data on their sys-
tems. To obtain privacy, the user must take active
measures such as encryption. See also encryption,
PGP, Privacy Enhanced Mail. Compare security.
Privacy Enhanced Mail \priva-sé en-hansd”
mal™\ 7. An Internet standard for e-mail systems

: that use encryption techniques to ensure the pri-

i vacy and security of messages. Acronym: PEM (P"E-
M"). See also encryption, standard. Compare PGP.

Private Branch Exchange \pri'vat branch” eks-
chanj"\ n. See PBX.

private channel \pri“vat chan’al\ #. In Internet
relay chat (IRC), a channel reserved for the use of
a certain group of people. Private channel names
are hidden from view by the public at large. Also
called secret channel. See also IRC.

Private Communications Technology \prTvat
ko'my35°na-ki shanz tek-nol’ 2-j&\ #. A specifica-
tion designed to secure general-purpose business
-and personal communications on the Internet, and
including features such as privacy, authentication,
and mutual identification.

private folders \pri"vot fol°dorz\ #. In a shared
network environment, those folders on a user's
computer that are not currently accessible by other
users on the network. Compare public folders,

private key \pri‘vat k&\ 7z One of two keys in
public key encryption. The user keeps the private
key secret and uses it to encrypt digital signatures
and to decrypt received messages. See also public
key encryption. Compare public key.

private line \pri'vat lin"\ 7. See dedicated line
(definition 1).

privatization \priva-to-zi'shon\ n. Generally,
the process of turning something over from gov-

&

ernment to commercial industry control, In the
context of computer science and the Internet, the
term refers to the government's turning over of
various Internet backbones to private industry. For
example, control of NSFnet was passed from the
government to private business in 1992.

privileged instruction \priv*o-Isjd in struk“shan\
7. An instruction (usually a machine instruction)
that can be executed only by the operating system.
Privileged instructions exist because the operating
system needs to perform certain operations that
applications should not be allowed to perform,
therefore, only the operating-system routines have
the necessary privilege to execute these particular
instructions.

privileged mode \priv'o-lajd méd™\ #. A mode of
execution, supported by the protected mode of
the Intel 80286' and higher microprocessors, in
which software can carry out restricted operations
that manipulate critical components of the system,
such as memory and input/output ports (chan-
nels). Application programs cannot be executed in
privileged mode; the heart (kernel) of the 0S/2
operating system can be, as can the programs
(device drivers) that control devices attached to
the system.

privileges \priv a-lo-jaz, prlv “Is>-joz\ #. See access
privileges.

PRN'\P'R-N\ . The logical device name for
printer. A name reserved by the MS-DOS operat-
ing system for the standard print device. PRN usu-
ally refers to a system’s first parallel port, also
known as LPT1.

probability \prob s-bil’s-t¢\ #. The likelihood
that an event will happen, which can often be esti-
mated mathematically. In mathematics, statistics
and probability theory are related fields. In com-
puting, probability is used to determine the likeli-
hood of failure or error in a system or device

problem solving \pro’blom sol'véng\ ». 1. The
process of devising and implementing a strategy
for finding a solution or for transforming a less
desirable condition into a2 more desirable one.
2. An aspect of artificial intelligence wherein the
task of problem solving is performed solely by a
program. See also artificial intelligence.

procedural language \pro-s&jor-sl lang waj\ 7
A programming language in which the basic pro-
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which acts to enhance changes (temporal or spa-
itial) in the stimulus.

lattice (1) a directed acyclic graph which
has one designated root node, the top node, and
a designated bottom node. The bottom node
has the property that no edges leave this node.
IFurthermore, any traversal that starts at the root
node will always end at this bottom node. See
also semi-lattice.

(2) a point lattice generated by taking integer
linear combinations of a set of basis vectors.

lattice vector quantization  astructured vec-
tor quantizer where the reproduction vectors are
chosen from a highly regular geometrical struc-
ture known as a “lattice”. The method is em-
ployed mainly because of the reduction in stor-
age capacity obtained (compared to optimal vec-
for quantization).

lattice VQ  See lattice vector quantization.

:L-attributed grammar  an attribute gram-
mar whose attributes may be computed by a left
right traversal of the source program. An at-
bute grammar must be L-attributed for the at-
fributes to be computable during a parse that
brocesses the input from left to right (as most
parsers do). Synthesized attributes are always
iL-attributed.

ayer assignment  given a set of trees in the
lane, each interconnecting the terminals of a
et, an assignment of a routing layer to each
jegment of each tree so that the resulting wiring
[ ayout is legal under the routing model.

£
ayered queueing model an extension of
iueuemg models that allows reasoning about
lient/server architectures and the performance

mpacts of resource requests at different | layers.

azy evaluation an optimization technique
pphed to the execution of an algorithm by
‘hich the actual computation specified by the
lgorithm is defeired until the result is 1equired.
his can mean that many computations need
ever be performed at all. See eager evaluation

LB See liquid-crystal display.

learning
LCFS  See last-come-first-serve.

:eading-zeros anticipator a hardware unit
that predicts the position of the first non-0 digit
in an expected sequence of digits and encodes
this position as a number; the prediction may be
slightly off and so may require a small adjust-
ment. Most commonly used to predict the length
of a normalization shift in a floating-point addi-
tion and hencce to speed up the process by carry-
ing the shifting concurrently with the significand
addition. See also leading-zeros detector.

leading-zeros detector  a hardware unit that
detects the position of the first non-0 digit in a
sequence of digits and encodes this position as
a number. Most commonly used to determine
the distance for a normalization shift following
a floating-point addition. See also leading-zeros
anticipator.
leading-zeros predictor  See leading-zeros
anticipator.

leafnode  anodeinatree which has the prop-
erty that there are no arcs out of it to other nodes.
Contrast with trec node and internal node. See
also root node. In a tree with only one node (a
special case), the single node is both the root
node and a leaf node.

leaf procedure  a procedure that does not call
another procedure.

learnability the capability of the software
producttoenable the user to learn its application.

le rnmmg (1) gencrally, any scheme whereby
experience or past actions and reactions are au-
tomaitically used to change parameters 1n an al-
gorithm.

(2) in neural networks, the collection of learn
ing rules or laws associated with each processing
element. Each learning law 1s responsible for
adapting the input-output behavior of the pro-
cessing element transfer function over a period
of ime 1n respouse to the input signals that influ-
ence the processing element. This adaptation is
usually obtained by modification of the values
of variab es (weights) stored in the processin,
e ment’s local nemory.
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M

M (mega) abbreviation for 1,048,576 (not

for 1 million).

MAC  Seemedium access control, mandatory
access control.

MAC address  synonym for an IEEE 802 ad-
dress.
Mach band a perceived overshoot on the

light side of an edge and an undershoot on the
dark side of the edge. The Mach band is an
artifact of the human visual system and not ac-
tually present in the edge. See also brightness,
simultaneous contrast.

machine code (1) the native representation
of a program for a specific machine architecture.
(2) source code in assembly language.
(3) an internal representation of the target ma-
chine instructions in a compiler. Often called
machine language or object code.

machine epsilon the relative error when
a number is rounded to the closest machine-
representable number.

machine independent  pertaining to software
that can be executed on many platforms. Com-
pare with portability.

machine interference  the idle time experi-
enced by any one machine in a multiple-machine
system that is being serviced by an operator (or
robot) and is typically measured as a percentage
of the total idle time of all the machines in the
systems to the operator (or robot) cycle time.

machine language  the set of legal instruc-
tions to a machine’s processor, expressed in bi-
nary notation. See machine code.

machine learning (1) In knowledge discov-
ery machine learning is most commonty used to

0 8493 2691-5/01/80.00+8.50
© 2001 by CRC Press LLC

macroinstruction

mean the application of induction algorithms,
which is one step in the knowledge discovery
process. Machine learning is the field of scien-
tific tudy that concentrates on induction algo-
rithms and on other algorithms that can be said
to “learn”.

(2) the component of artificial mtelligence
that deals with the algorithms that improve with
experience.

machine simulation  that aspect of code gen-
eration that determines the preconditions for and
postconditions of executing a particular instruc-
tion or instruction sequence.

machine translation  translating a textinone
natural language to another natural language by
computer.
machine vision  See robot vision.

macro  a construct that specifies a source-to-
source translation. A macro definition specifies
the translation. When an instance of the macro
occurs later in the program, it is expanded ac-
cording to the definition. A macro definition
may specify zero or more macro parameters that
are replaced by text specified at the place the
macro is used. Often the syntax and semantics
of macros are substantially different from the
syntax and semantics of the language in which
they are used. The power of a system of macros
may be as simple as straight textual substitution
or as complex as a form of symbolic evaluation.
See also macroprogram.

macro cycle  the main repetitive set of ac-
tivities that are performed in the main cycle of
evolutionary life cycles, such as spiral.

macro development  all the strategic activi-
ties related to the design of system architecture
and system-level test.

macroinstruction (1) the lowest level of
user-programmable computer instruction. See
opcode.

(2) a shorthand for a number of language in-
structions or in integrated environments. In the
latter, the definition of macros is a way to make
shorter the execution and the writing of repeti-
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18 PROBLEM STATEMENT, CLASSICAL APPROACHES, ADAPTIVE LEARNING

System The system produces an output value y for every input vector x
according to the fixed conditional density p(y | x), which is also unknown.
Note that this description includes the specific case of a deterministic system
-where y = f(x) as well as the regression formulation of y = f(x) + € where €
is random noise with zero mean. Real systems rarely have truly random
outputs; however, they often have unmeasured inputs (Fig. 1.1). Statistically
the effect of these changing unobserved inputs on the output of the system
can be characterized as random and represented as a probability distribution.

Learning Machine In the most general case, the learning machine is cap-
able of implementing a set of functions f(x, w), @ (), where (2 is a set of
abstract parameters used only to index the set of functions. In this formula-
tion the set of functions implemented by the learning machine can be any
set of functions, chosen a priori, before the formal inference (learning)
process is begun. Let us look at some simple examples of learning machines
and how they fit this formal description. The examples chosen are all solu-
tions to the regression problem, which is only one of the four most common
learning tasks (Section 2.1.2). The examples illustrate the notion of a set of
functions (of a learning machine) and not the mechanism by which the
learning machine chooses the best approximating function from this set.

Example 2.1 Parametric Regression (Fixed Degree Polynomial)
In this example the set of functions is specified as a polynomial of fixed

degree, and the training data have a single predictor variable (x € i'). The
set of functions implemented by the learning machine is

flx,w) = 2_ w,x' (2.1)

i=0

where the set of parameters () take the form of vectors w = [wy, s War—1]
of fixed length M.

Example 2.2 Semiparametric Regression (Polynomial of Arbitrary Degree)
One way to provide a wider class of functions for the learning machine is to

remove the restriction of fixed polynomial dégree. The degree of the polyno-
mial now becomes another parameter that indexes the set of functions

(X, W,) = 2_ wix' (2.2)

Here the set of parameters () take the form of vectors w,,, = [wo, s Win—1]>
which have an arbitrary length .
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sy,  @G=1, ,n) (2.6)

The quality of an approximation produced by the learning machine is
measured by the loss L(y, f(x, w)) or discrepancy between the output pro-
duced by the system and the learning machine for a given point x. By
convention, the loss takes on nonnegative values, so that large positive values
correspond to poor approximation. The expected value of the loss is called
the risk functional:

R(w) = f L(y,f(x, @))p(x, y) dx dy 2.7)

Learning 1s the process of estimating the function f(x, w,), which minimizes
the risk funcuonal over the set of functions supported by the learning machine
using only the training data (p(x, y) is not known). With finite data we cannot
expect to find f(x, wo) exactly, so we denote f(x, w*) as the estimate of
the optimal solution obtained with finite training data using some lcarning
procedure. It is clear that any learning task (regression, classification, etc.)
can be solved by minimizing (2.7) if the density p(x, y) is known. This means
that density estimation is the most general (and hence most difficult) type of
learning problem. The problem of learning (estimation) from finite data
alone is inherently ill-posed. To obtain a useful (unique) solution, the learn-
ing process needs to incorporate a priori knowledge in addition to data. Let
us assume that a priori knowledge is reflected in the set of approximating
functions of a learning machine (as discussed earlier in this section). Then
the next issue is: How should a learning machine use training data? The
answer is given by the concept known as an inductive principle. An inductive
principle is a general prescription for obtaining an estimate f(x, w*) of the
“true dependency”’ in the class of approximating functions, from the available
(finite) training data. An inductive principle tells us what to do with the data,
whereas the learning method specifies Fow to obtain an estimate. Hence a
learning method (or algorithm) is a constructive implementation of an induc-
tive principle for selecting an estimate f(x, w*) from a particular set of
functions f(x, w). For a given inductive principle there are many learning
methods corresponding to a different set of functions of a learning machine.
The distinction between inductive principles and learning methods is further
discussed in Section 2.3.

2.1.2 Common Learning Tasks

The generic learning problem can be subdivided into four classes of common
problems: classification, regression, density estimation, and clustering/vector
quantization. For each of these problems, the nature of the loss function and
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specialty contract

one has special knowledge: as 4 3 a branch of knowledge,
science, art, or business to which onc devotes onesell whether
as an avocation or a profession and usu. to the partial or total
-exclusion of related matters (a chemist whosc ~ is tropicat
alkaloids) (the major medical specialties) 1.4 a culture trait
characteristic of or restricted fo a limited group in a soclety
specialty contract » : a contract (as a deed ot mortgage) de-
pending for its validity upon the formality of its execution (as
{0 being signed, sealed, and delivered) — called also Jormal
contract, special contract
specialty mark » ! insignia worn on an enlisted man's uniform
that reveals his spectalty or rating — comparc RATING BADOE
special verdict n ¢ a verdict setting forth the specific findings
of fact made by the jury on the material issucs and feaving the
court to make general finding for either party as the law re-
quites on the facts so found
special vert n 1 trees in an English crown forest that provide
ood for deer
gpecial warranty n ! a limited warranty in a transfer or con-
veyance by which the grantor warrants the property trans-
forred to be free of all }iens and encumbrances made by,
through, or under him
spe-ci-ate \'spes(h)&,at\ vl ED/-ING/-S [back-formation fr.
speciation] } to form species ¢ differentiate into new specics
spesci-a.tion \ ==1ashon\ n -s [speci- + ation] : formation of
iological species or the processes leading to this end whether
constituting gradual divergence from related groups (as by an
extension of raciation) ot occurring abruptly by combinntion
or transformation of genomes (as in the formation of poly-
ploid species) -— compare MACROEVOLUTION, SALTATION
— spa.cl.a.tion.al \}2#jashon’), -shnal\ adj
18pe.cio \'spt(,)she, - shi also -(,)s€ or ~si\ n =s [fr, the phrase

in specle, ir. L, in kind] : money in coin {required ~ pay-
meats) — in spe.cie \onz'pE(,)she, -n'sp-, -.shi also -(,)s¢ or
- si; In senses other than ¢ ' or -pEs(h)E L or -peké,a\ adv $inor

with the same or like form or kind: as @ 2 in kind 3 ser
CIFICALLY, ¢his dutles are in specie identical with your own)
B ¢in the identical form and without alteration or substitution

—"used chiefly in law (an agreement to be carried out in
specley €% in coin or colped moocy (payment in specie)
(f: in a like-mannet or with similar treatmont {ready to return
insult in specie)
agpecie \ "\ a -s [ back-formation fr. specles) nonstand § SPECIES
specie- — sce SPECI-
specie jar a [2specie] t a blown glass jar with sheet metal top
ormerly used for storage (as of herbs or stick canclics)
specie payment n ['specie] : payment in coln or bullion as
distinguished from payment in papet moncy,
1sEc-cias \'sp&(,)shéz, - shiz also -(,)s€z or - 5i \ n, pl specles
, appearance, form, kind, specics, beauty -~ more at spy
a : a class of individuals {mvlnu common atteibutes an
designated by a common name ¢ a logical division of a genus
or mote comprehensive cluss § a subclass designated by ad ding
to the name or connotation of a genus some specific difference
that limits its application to a restricted group (tha triangle is
n ~ of plane fipurc) B i a limited kind or prouf) having a
distinguishing charactecistic; esp 3 onc ca sable of including
variant individuals and of being subsumed in-n more inclusive
category {mineral ~ arc made up of varictios having common
basic properties) (one ~ aof teamp who wanders from work-
house to workhouse  Osbert Sitwell) 0 3 the race of man
¢ huran beings ! HUMANITY (prosress of the ~ in scienced
d (1) : a category of biological classification canking immedi-
_ately below a genus or subgenus and being denominated in
taxonomic usage by a binomial that consists of the name of its
enus followed b{ 2 Latin or Jatinized noun or adjective which
Fs usu, not capitatized and agrees ;immmu(icnlly with the genus
name ¢ a proup of intimately related and physically similar
orpanisms that actually or potentinlly fnterbrecd and are less
commonly capable of fertile interbreeding with members of
other groups, that ordinarily cumrrlsc differentinted popula-
tions limited geographically (as su )spcciux[) or ecologically (as
ccotypes) which tend to intergradle al polnts of contact, and
that as a group represent the stage of evolution at which varin-
tions become fixed through loss of ability 1o exchange genos
with meobers of other %roups although’ formerly conceived
to be the total progeny of a single distinctive specially created
pait — compare NOMENCLATURE 4¢; SPECIFIC EPITHET
(2{ + an individual plapt or animal ot a kind of plant or animat

S

-helonging to a particular species — not used technically
0 ¢ & pacticular kind of atomic nucleus, atom, molecule, or fon
ﬂx: great number of new nuclear ~ have been prepared within
the last few years in the region of the natural radionctiviticy
—Sclence) (all atoms of a particular radionrctive ~ have the
same probability of disintcgratin, H,1D.Smyth) — compare
ISOTOPE, NUCLIDE ¢ the consecraled eucharistic elements;
speclf ¢ the accidents of, the eucharistic bread and wine as
istingnished in Roman Catholicism from their substance
b (1) ¢ a mental image, g)hun(usm, or sonsuons presentation
(2) ¢ an idea or object of thought that is the similitude of an
object in nature whathec in the guise of a modification of scnse
or of & purely intellectual correlative of the natural object;
broadly § FORM, ASPECT, APPEARANCL 0 obs § a reflected Image
s REFLECTION d obs ! an illusory image 3 PHANTOM 3 obs
i the essential quality or distinguishing characterlstic of sotne-
thing 4 & & a component part of ‘a compound medicing
¢ sipLE B ¢ a mixture of chopped or coarsely powdered
vegetable drugs; esp ¢ one used to prepare an aromatic tea or
tisane (a pectoral ~) (an emollicnt ~) 6 obs : money of pold,
silver, or other metal § COIN, SPECGIR BYIL Sce CLASS
25pocios \"\ ad/ : constituting, being 8 member of, oc selected
from a biological species wnd not belonging to a horticultural
vatiety of hybrid origin (the China rose is a ~ rosc) {native
American ~ irises)
speolog-grou \'ng.)n.a\ n $ ARTENKRELS
a{;ecles-_spec 110 \;#(Jseier\ adf ¢ exhibiting or characterized
y species simcmcuy ¢a species-specific ceaction
spocios speciticity » : the phenomenon involved in the inter-
action of an agent (as a pathogen, drug,” or aatigen) and
membees of a given spocies that results in & reuction charac-
teristic for that species — compare SUSCEPTIBILITY
spo.ci.es.la.ler \'shpatse, du-\ n -s [G spezies-
taler, fr. spezies specie (fr, ccies) -+ taler ~— more
At TALER] § RRICHSTALER
spoott abbr 1 s?cciric: specifically 2 specification
apec.i-ti-able \'speso finbal, ,e='ena\ a(}} ¢ capable of being
specified (~ standa ds) (1 ~ togical form)
lsﬂo.cﬂ-jc \spa'sifik, -{€k\ adj [LL specificus, fr. L specles 1

cus -fic) 1 3 constituting or falling into the category speci-
fied ¢~ fertilizing agents such as nitrogen or phosphate)
2 1 having a real and tixed relationship to and usu. constituting
& characteristic of ¢ being peculiar to the thing or relation in
question {the ~ qualities ofn drugy (a ~ distinc 10n be ween
vice and victue) {~ symptoms of a diseasc) 3 : restricted by
nature to a particular individual, situation relation, or effect
1 prcuntar (faults ~ to past centues): as aof a l/:erapeullc
agent : cxerting a definitive and distinctive influence on a
particular part of the body or on the course of a particular
disense {quininc is highly ~ for maluria) B of a parasite
(1) 1 capable of living and reproducing in only one ind of
host (2) ¢ producing a particular disease € of a disease
1 caused by a particular pathogen (as a microocganism) d of
an antigen or antibody : capable of reacting with but one anti-
body or aatigen or with an antibody or antigen in but one
way <in complement fixation both antlgen and antibody may
he cither ~ or nonspecific) 4 a : characterized by precise
formulation or accurate restriction (as in stacing, describing,
defining, reserving) : free ftom such ambiguity as results from
careless lack of preci on or from omission of pertinent matter
(a ~ statement of f th) ¢~ analysis of the problcm? (a ~
agreement) b :inte  ed for or restricted to a particular end
or object (a8 ~ deposit in & bank) 6 § of, relating to, or
constituting a specics and esp, a taxonomic species {groups of
~ rank) (distinctive ~ characters) ¢+ being any of various
arbitrary physical constants and csp. onc relat ng a quantita-
tive attribute to unit mass, voiume, or, area {~ %uminuus in-
fensity is the luminous intensity pee unit area of source) — sce
_SPECIFIC ENTROPY, SPECIFIC GRAVITY, SPECIFIC HEAT, SPECIFIC
HUMIDITY S$YN sec BXPLICIT, SPECIAL
apocitic \“\ n -s 1 a ¢ something peculiarly adapted to its

2187

or situation b ¢ a drug that has a specific
ase (quinine is n ~ for malaria)
stic quallty, tralt, mark, or other
feature b § precise detnils or distinctions ! PARTICULARS
(music frees us from the ~ and stirs the unconsclous depths of
our being) 0 SpoCilics pl ¢ SPECIMICATION 4 {work out the ~s
required foe putting his program into elfect —New Republic)
SYIL sec REMEDY
apecific absorptive index 3 absorbance of radiation per
unit thickness of Iu[ycr and concentration of solution
gpo.otfd.cal \-fokof\ adf [MB, Ir, LL speciffcus + MU -al]
archaic 1 SPECIFIC
gne.cifalicaladety \a,ofo'kalod:8, -lotg, -1\ n -ps [specifical +
.ity] : the qualily or state of being specitlc
spo.oitdeonl.ly \spa'sifak (o)1, -[ek-, <1i\ adv Lspecifical 4 «ly]
¢ in regard to the matter in question § with reference to
quality or condition that is specifled or inherent {waler i ~
heavier than ice) ¢(n product of ~ architectural imngination
—R.W.Keanedyy 2t with exactness and_precision § in a
definite manner §~ denounced the new tax)
gpo.cif.d.cato \-fo,kat\ v -n/-ina/-s [LL specificatus, past
part, of spectficare to specily — more at SPECILY] ¢ to give
specificity to $ SPRCIFY
spec.i.ti.caction \ spesofa'kfishon\ # -3 [ML specification-,
specificatio, [r. LU specificatus { L. «ion, -lo -on]) a obs
' the giving of n definitive or specific quality b 1 conversion of
E;opcr( and esp. of property belonging to unother into a new
ind of propecly by tabor (as in manufacture); also 3 the
acquisition of title in_property so produced that resulls under
Romau, Scots, or clvil law when the article cannot b reduced
to its original form 2 obs : natural or specific character
s charaeteristic quality 3 3 the act or process of identifying or
making specilic through the supplylng of pacticularizing detall
s a decreasing of gencrality or vagueness {as of a concept)
by deterraining oc supplying characteristics that dclimit a
more precise upplicability; esp ¢ the replacement of a variable
in a propositional function In symbolic logic hX n specific
value ¢“the sky is blue™ i3 obtuined by ~ from “x is Lluc")
4 1 a detalled, precise, explicit presentation (as by enumeration,
description, or working drawing) of something or a plan or
proposnl for something: as & $ & written statement contuinin:
a minute description or epumcration of particulars (as o
charges against o public offleer or of the terms of a contract);
also ¢ a single article, item, or patticular or an allegation of a
specific net 1 ¢ a written descrlption of an {nyention or dis.
covery for which a patent is sought that embodics the manner
and process of making, constructing, compounding, and using
and concludes with n specific and distinct claim of the (&mr(,
improvement, or combination which the applicant regards as
his dixcovnr!y or_invention compare CLAIM G 3 & written
or printed description of constructional work to be done (as
in repaicing a house or {nstalling machivery in a factory) form-
ing part of the contract, desceibing qualties of materiul and
mode of construction, and giving dimer jon and other in-
formation not shown in the drawlngs — usu. used in plo
gpeo..fh.castive \'spespld kiid:v, spa'sifo,-\ adj [LL specifi-
catus 4+ L -tvel 3 tending or seeving to speeify — 8p00-1.2i-
castive.ly \-d-8vIE\ ady
snecoific cnnacltr n ¢ the amount of water furnished under
a standard unit head : the amount of water that is furnished
under unit lowering of the surlace of the water in a well by
pllfl’!y"\ﬂ R
x})cm ic charactor » : a character distinguishing
rom another of from every other species of th me penus
spoolfic charge n 1 ¢ n charge against specific fdentifiable
property that is essentially the same in effect s a mort
cetric charge on a particle to its mass
a color having hue awd saturation & a

purpose, use
mitigating |n'fl.ucncc on a dise
a4 a specific or characte

one species

apeoitio color o 3
chromatic color
spooitic conductance n ; convuCTIVITY

gpecific cost # ¢ puicT CcosT

specidic duty a ¢ a duty assessed on an article of 8 iven kind
at a flat rate per unit of quantty (as u ton, bushel, or yard)
without individual appraisal .

spogl(lc dynamic aotion n ¢ the effect of ingestion and assimi-
ation of food and esp, of protein in increasing the production
of heat in the body

speocliic enorgy n & the supposed specific quality of a sensory
nerve that has been held to cause it to lrnnsm{l a particular
kind of sensation whatever the nature of the stimulus and that
fs usu. attributed Lo interprotive and correlative procosses in
the central nervous system

specific entropy » ¢ entropy ol a substance per unlt mass {(as
pee ?rnm or per mole)

apecifio epitital # ¢ the Latin or latinized noun or adjective that
ollows and agrees grammatically with the genus name in the
name of a taxonomic specics — called also frivial name

apocitic gravity » ¢ the ratio of the density of a substance to the
density of some substance (as pure water at it temperature of
maximum density at 4°C) taken us n standard when both
deunsities arc obtained by weighing in air (If one cubic inch
of gold weighs in air 19,3 times as much as one eubic inch of
water, the specific gravity of gold is 19.3)

spem((n—iirﬂvny palance n : a balunce used for determining

the specific gravity of a liquid or solid by means of the Archi-

medes’ ;)rlnc[i)lc
speettic—gravity bottle or specitic—gravity flask « ¢ a pye-
nometer having the form of a stoppered bottle
specific-gravity bulb » : a hoflow glass bulb so welghted
that it will float on a liquid of greater and sink in a liquid of
less specific gravity than that marked on the bulb

.specilic heatn 1 ¢ the ratio of the quantity of heat required to

raise the temperature of a body one degres to that requited to
raisc the temperature of an equal mass of water one degree
2 ¢ the heat in calories required to raise the temperature of one
gram of a substance onc depree centigrade

specific humidity » ¢ the mass of water vapor per unit mass of
moist air

gpecific impulse # ¢ the thrust produced per unit rate of con-
sumption of the propetiant usu, specified in pounds of thrust
per pound of propellant used pee second and forming a
measure of the efficiency of performance of a rocket engine

specitic lonization n § the number of ion pairs formed in a
gas by an fonizing particle per unit fength of its path

spec.i.fic.1.ty \ speso'flisod., -soté, -\ # -8§ ¢ the quality or
state of bclngf{pcclﬁc (contribute a desirable note of ~ to the
discugsion —. .D.Gidconsc?; esp & the condition of being
pecualiar to-a l)urt(culnr individual or group of organisms ¢host
~ of a paraslte)

spe.cifolocize \spd'sifo,siz\ vt -ED/-ING/-8 3 to make specific
¢ give a_specific quality to

specific Key n § a key for a single eryptographic message or a
small group of messages — comparc PERIOD KBY

specific legacy n t a bequest o} a pacticular identifinble and
existing thing or part (as a specified animal) out of a testator's
estale ~— compare GENERAL LEUGACY

speocific lien n : PARTICULAR LIEN

specific magnotization « { the ratio of the magnetization of
a substance to the density obtained by dividing the magnetic
moment of a specimen by its mass

spocific modifier » § a gene that modifies the cffect of one or
more other genes

specific name a ¢ the binomial name of a (axonomic species
copails(lmr, of the name of its genus followed by a specific
epithe

spe.cif.c.ness n -s ¢ the quality or state of being specific

specitic performango » § the performance of a legal contract
exactly ot substantially according to its terms — used chicfly
with reference to such performance as decreed by a court of
equity in a case where the common-law remedy of damages
would be substantially inadequate and the specific pecform-
ance not unjust to the defendant

spocitic rate n ! an insurance rate specif, computed for
particular risk § SCHEDULE RATE

sgt}c,ﬂc refractivity n ¢ the refractivity of a medium divided

y its density

spacific resistance n : REsisTIVITY 20

specific rotation n 3 the angle of rotation in degrees of the
plane of polarization of a ray of monochromatic light that
pagses through a tube 1 decimeter long containing the sub-

speckledness

stance lo solution at a concentration of 1 gram per millilitee
ina [)olnriumtcr

spooifics pl of serCiFIC

specific stain n 2 a dye used in histology and microchemistey
that has a specific aflinity for particular structural clements or
chemical compounds

spooltic surtace n : tho ratlo of the total surface of a sub-
stance (as an adsorbent) to fts volume § sutface’acea (as of a
finaly divided powder) per unil mass

apocific volumo »n : the volume per unit mass of a substance
¢ the reciprocal of the density

specitic welght ¢ the welght of a substance per unit volume
n absolute units equal to the density multiplied by the
acceleration of gravit

speoelodi-or \'sposa,(1{o)r, -To\ n = ¢ onc that specifios (as by
giving, details or particulars); esp ¢ a person who draws up
specifications (as for obtaining a Falcnt

gpoceddy \~{I\ vb -ED/-ING/-ES [ME spec {ften, fr. OF specifier,
t. L1 specificare, fr. specificus specific} vt 1a tlo mention ot
name Iu a specific or explicit mapner § tell or state reclsely or
in detail ¢~ the vses of a plant) (clearly spacified the one he
meant) the bequest specifies that the recipient must care for
the cat) b 3 to include as an item in a specification (~lng oak
tlooring throughout); alse & to draw specifications of tto
make specific : give a specific character or application to
{tenslons that ~ personal vonflicts) ~ vi 3 to speak precisely
or in detndl § give full particulars 8yn sce MENTION

speoderon \'spesomdn sometines -esm-\ 2 -8 (L, fr. specere
to look, look at — more atspy] 1aa particular single item,
part, aspect, or incident that 1s typical and indicutivo of the
nature, character, or quality of others in the same clasg or

sroup {a ~ of the melodramatic fiction of the era —T.8,

-Iiolg (compared ~s of their hnndwrilln{;? (repeated a ~ from

which the tenor of the conversation could b readily inferredd
+ 2 sample or unlt (as of merchundiso, 2 mineral, or a plant)

that js de&ibum(cly seleeted for examination, display, or study
and is usu. chosen as typical of its kind {8 ~ cabinet) (~s of
it new line of textiles); as (1) 3 a printed sheot showing differ-
et styles and sizes of type  (2) &4 sample copy of a printed
work; spectf ¢ a condensed sample comuinln;i enouph of the
typogeaphy, itlustrations, maps, binding, and other features
to give an adequate ldea of the complete work (3) 3 a postage
stamp printed as a sample and bearing the word specimen
(4) ¢ a portion of material for usc in testing {a fecal ~) (wool
.5 for staple testing) 2 At something that obviously belongs
to a particular category but shows or is notleed by reason of
some. individual distinguishing charscter or peculiarity (the
scavenging Q/‘ﬂs' the dirtiost, leanest, and hungriest ~s T have
met with —V.G, Heiser) b § INDIVIDUAL, PERSON {turned out
to be a quear ~y {~s like these fellows that hang around the
docks) 8Syn sce INSTANCE ", N

specimon plant # ¢ a plant grown for exhibition or in tho open
to display its full development as distinguished from one in
a border or other planting

speclo- — sco SPECI- .,

an-oi-oS-l-t \,spEshi*iisod-&, -sotd, «i\ # -ES [MRE spucloustee
}

cauty, fr, LL speclositat-, speciositas, . T. specfosus beautiful
- ~itat, -{tas ~ity] 1 1 the quality or state of being specions
2 1 n specious_appearance or thing .
gposolous \'speshas\ adf (ML, fr. L speclosus beautiful, showy,
plausible, [r, specles appeatance, beauty - -08us ~OUS — More
at spy] 1 obs ¢ prescuting 1 pleasing appearance plensing in
form or look § SUOWY superficially beautiful or atteactive
but not so in reality 3 deceptively benutiful 3 ;3 apparently
right or proper 3 superficlally fair, just, or correat but not so in
reality § appenring well at first view & PLAUSISLE {~ reasoning)
{a ~ claimy 4§ existing lo our senses @ actuanlly known or
experienced ~— see SPECIOUS PRESENT — Bpes«cloux.y adv
— spo.clous.ness » -k .
spocions present # & the time span of immediate conscious-
ness § Interval within witich what is earlicr may be distinguished
from what is later thougli both are directly present to con-
sclousness
1gpoclk \'spok\ n -§ {ME specke, {r. OE speccal 1 a i a small
discoloration In or on somothing § SPOT, STAIN {a ~ on papet
or clothd {covercd with dark ~s) D ta smalil discoloration
cevenling decay (as in fruit); broadly 3 FLAW, BLEMISH {a
reputation without a ~) A tiny bit of smuclf\lug s a small

picee, particle, or amount ¢ MiT ﬂ ut just & ~ of milk in the
tea) (ore sparkling with ~s of gol(g

{the announcement failed
to frousc & ~ of interest) 3 a + a bacterial or fungous diseaso
of rice charactorized by shelveled or spee
case of plants characterized by small usu, ¢
“Z7gee BACTERIAL SPEGK 4 something marked or marred
with specks: as a1 imperfect but usable {ruit (bought a
basket of ~s for jelly) 3 a spotted or s, heckled fish {when
the big ~s bogin biting) 6 ¢ a small san darter (Ulocentra
stigmaea) common in the southeastcrn U.S.

agpeck \"\ v -ED/-ING/-s L i to produce spreks and esp.
blemishes on or in § SPOT, SPECKLE 2 ¢ to remave specks from
(as cloth)

3gpock \"\ » -5 [MY spekke] dial rn&v 2 PATCH

agpeck \"“\ n [1) spek (fr. MDD spec) G speck, I, OHG spek;
both rkin to OF spee, spic bucon, blubber, ON spik, Skt
sphigf buttock, sphiyatl ic increases, grows fat — more al
speed ) chiefly dial & fat meat: as A 1 BACON, SALT FORK
D 1 the blubber of a whale or other marine mammal ¢ Alrica
+ the fat of the hippopotamus esp. when cured for use as bacon

sgpeck \"“\ vi -ED/aNG/-s [by shortentng and alter.] Awstral
1 PROSPECT la

specked \'spekt\ adf [ME, fr. specke speck -+ -ed] 3 marked
or marred with or as if with specks 3 SPOTTED, SPECKLED
<. spock-ed-ness \‘spekaduds\ n ES

speckoldy var of SPECKLENY

speck-cr \'speka(r)\ n -s i one that specks; esp t & worker that
removes specks from something :

ts}mcklall a0\ 1 [4speck -+ /all? < a [all rove through a block

or hoisting blabber and bone aboard aler

speck tinger u [2speck 4 finger] § BRYSI

spookior comparative of SFECKY

speckiost superlative of SPECKY.

SpeCK.1.noss \'spekEnas, . kin-\ # -xs ¢ the quality or statc of
being specky

15peck.io \'spekol\ # -5 ofren atirib [ME .r(mkle. speckle; akin
to MD .tpacﬂcl speckle, OB specea speck] & a small mark,
splotch, or speek; esp § an irregular natural speck (as of calor)
{white cgys covered with purplish ~us) <a speckle-bellied

£00sC)
agpecklo \“\ vs specklod: speckled; speckling \-k()lin\
speckles 1 & to mark with small spots ot specks § SPECK, SPOT
{sunlight_speckling the lawn} {decided to ~ the finish of the
floor) 2 1 to dot in the mapncr of speckles (little lakes
speckied the land) (a slope speckled with houses
specklebolly \'s«#\ n [1speckle + belly] 1 1 WHITE-FRONTED
OOOSE 2 & GADWALL
specklobroast \'s«,¢\ also speckle-hroasted brant \jsajes-\
or Epeckle-breasted goose n § WHITE-FRONTED GOOSE
specKle~cheok \'ss s\ 2t & CACTUS WOOUPECKER
gpeck.led \'spekald\ adf (ME spacled, fr. spakle speckle +
~ed] t covered or marked with speckles 3 spo ED
speckled alder 2 : & common shrub (Alnus rugosa) of the
horth temperate zone with oval leaves and catkins that flower
much before the leaves expand
gpecklied Hass #  BLACK CRAPPIE
spocKiednill \'=«,«\ »  suRF SCOTER .
speckled blotch or gpeoklod 1eaf blotch s ¢ a disease of wheat
caused by fungi of the genus Septoria and characterized by
inhead-sized hgh(-colorcd leaf spots that later develop into
lackish spore pustules
speckled brant n § Wi TE-FRONTED GOOSE
speckled bullhead 7 ¢ BROWN RULLHEAD
specklod crab g § an active shullow-water crab (draneus
cribrarius) that is found from Massachusclts to Brazil and is
light brown thickly dotted with white or yellow
speckled hind » § a larpe grouper (Eptnep elus drummondhayt)
that is umber brown densely covered with smnllgﬂearly-whi(e
or bluish dots and is a common fand fish of the Florida coast
speckled MOYAy n t HAMLET 2 K .
sgeck-led-noss \'spekaldnas\ n -£s 2 the quality or state of
eing speckled




vnion card

2500

revenue or involving a governmental expenditure or govern- | unispulse \'sa .\ n [uni- -+ pulse) : a single wave : puLse

ment property - compare PRIVATE CALENDAR .
union card # 1 : acard certifying personal membership in good
standing in a labor union 2 i something felt to resemble a
vnion card esp. in being a prerequisite to employment or in
providing evidence of ingroup status (the Ph.D. ... a union
card for the teaching profession —Douglas Bush) i

union cataleg n ; a library catalog combining in one scrics
and usu. alphabetically by authors a number of catalogs or the
contents of more than one library X

union day n, usu cap U&D : the anniversary of the founding of
the Union of South Africa on May 31, 1910 observed in the
Union as a legal holiday

union depot » ; UNION STATION .

union district » : a school district made by uniting two or
more elementary or secondary schoo! districts . A

union down adv : with the flag reversed so that its union is
downward (a flag flown wilon down is a signal of distress at
sea

un-i%n-eer \ivtinyoini()r, -io\ # -5 : a member or advocate of
a union; esp ! a labor union executive

union eibow x : an elbow pipe union .
1ani.o-nid \'yiin€a,nid\ adj [NL Unionidae] : of or relating to
the Unionidae L

2unionid \“\ 2 -s : a mollusk of the family Unionidac

uni-onsisdae \,=zz'ins,dé\ » pl, cap [NL, fr. Union-, Unio,
type genus + idael : avery large family of freshwaler musscls
(suborder Submytilacea) having a pearly often roughly sculp-
tured shell with a thick epidermis and larvae that pass through
a glochidium stage and being represented in ncarly all parts of
the world but chiefly in No. America where the nacreous shells
of many of them are used for button making

unionides pl of uMo L .

un-ion-ism \‘jinya,nizoam\ n 5 : the principle or policy of
forming or adhering to a union : an advocacy or movement in
favor of union: as a wsu cap ¢ adherence to the policy of a
firm {ederal union between the states of the United States esp.
during the Civil War period B : the principles, theory, or
systenl of combination of workers in the same occuparton,
trade, or industry ¢horizontal ~); also ¢ the labor union move-
ment (the advance of ~) ¢ ! advocacy of the principles of
the Brnish Unionists .

un-ion.ist \ nast\ » -s : an advocate or promoter of union and
csp. of some form of unionism: as a wsu cap 3 one loyal to the
federal union of the U. S. during the Civit War b usucap & a
member of a former British political party advocating legisla-
tive union between Great Britain and Ireland ¢ an adherent
or supporter of the labor union movement; esp 3 an active
member of a labor union @ ! an advocate of religious union
and csp. of the amalgamation of related Protestant sects

un.ion-ig.tic \}==nistik, -t€k\ adj : of, relating to, character-
istic of, or favoring union or unionists )

un-.ion.ization \,yiinyana'zashon, -a,niz-\ n -s 1 ¢ the quality
or state of being unionized 2 3 the act of unionizing

undion«ize \'sz,niz\ vf -ED/-ING/-S see -ize in Explon Notes
(dunion + -ize] : to causc to become a member of or subject to
the rules of a Jabor union {planncd to ~ the shop) ¢ form into
a labor union {unionizing previously unorganized groups)

union jack n, often cap U&J ¢ a jack consisting of the union of
a national ensign . )

union jet hurner n : a gas burner in which two jels unite to
produce a single flat flame

union joint » : a joint (as between pipes) formed by means of a
union

union label a : an identifying mark attached to goods in-
dicating that they have been produced by union labor or that
articular goods or services lmvc been sold or done by that
abor

union list s ¢ a usu. alphabetical catalog of periodicals or other

i that provides bibliographical information and locates

libraries

union-made \}

unions pl/ of UNION X

union school n @ an elementary, secondary, or combined
clementary and secondary school that serves a union district
compare CONSOLIDATED SCHOOL

union sccurity » : guaranteed preservation of union status or
revenues obtained through clauses in a labor contract and esp,
through provisions for closed or union shop, maintenance of
mcmbcrsflip, preferential hiring, or the checkoff

union service n ¢ a worship service sponsored jointly by two or
more religious denominations or communions ¢urged to attend
the union service in the Congregational or Baptist Churches)

union shona », usu cap U&S ; SHONA 3

union shop # : an establishment in which the employer by
agreement is free to hire nonmembers as well as members of
the union but retains nonmembers on the payroll only on con-
dition of their becoming members of the union within a speci-
fied time {a nnion shop clause in a collective agreement) ~—com-
parc CLOSED SHOP .

union station » ¢ a station used jointly by two or more raitroad
or other transport companies (as bus or truck lines)

union suit »# : an undergarment with shirt and drawers in one
pIece

union tannage n : tannage by mcans of a
mixture of vegetable tanning materials

union tee » : a T pipe fitting with a male or
female union on one end of the main run

unios pl/ of uno

uni-oval \}yiiné+\ or uni.ovular \*“+\ adf
{uni- -+ oval or ovular] : MONOVULAR

uni-ovulate \“-+\ adj [uni- + ovulare] : hav-
ing a single ovule or ovum

unip-a.ra \yii'niporo\ n -s [NL, fr. uni- +
-paral) : a woman who has borne one child

uni-parental \lyiino+\ adj {uni- + parental]
: having or involving a single parent; es,
: ;’ARTHENOGENETIC — uni.parentally \"+
ady

unip-a.rous \yl'niparos\ adj Luni- + -parous)
1 a: producing but one egg or offspring at a
time b ¢ having produced but one offspring
s once heretofore pregnant 2 @ producing but
one axis at each branching {a ~ cyme)

uni.partite \)ytino+\ adj [uni- + partite]
: not divided or divisible into parts

uni-ped \'yina,ped\ n -s Luni- + -ped]: one having only one
foot or leg

uni.-personal \lyiins+\ adj [uni- + personall : existing as one

\ adj : made by union labor

union suit

person

uni-personalist \*4-\ n : onc who believes that the deity is
unipersonal

uni.personality \“+\ n :
unipersonal

uni-phase \“+\ adj Luni- + phase] : having but one phase <a
~ conflict); esp ! SINGLE-PIIASE

uni.planar \“+\ adj Luni- -+ planar] ¢ lying or occurring in
one planc $ PLANAR |

uniplanar motion » ; motion of a rigid body or fluid such that
each point or particle moves in a plane parallel to a given
plane — called also two-dimensional motion

uni-pod \'ytina,pitd\ u -s [wti- - -pod (as in tripod)] ¢ a one=
legged support {as for a camera)

uni.polar \lyiino+\ adj [uni- + polar] : having or oriented in
respect to a single pole: as  a : having, produced by, or acting
by a single magnetic or electrical pole b of a nerve cell ¢ hav-
ing but one process {~ ganglion cells) ¢: based on or con-
trolled by a single compelling factor {a ~ coalition in politics)

n

the quality or state of being

— uni.polarity \"+\
imalas tnduntinm «

i o v andnnting fac in a randacting cirenin

uni-quantic \}ylino-+\ adj (uni- -t quantic] : of, retating to, or
giving rise to a single quantum of energy
unique \yd'nlk, *s,»\ adj, somectimes rRr/ EST [¥, fr. L unicus
wole, single, unmy ue, fr. wins one + -icus 1c — more at oNr]
1 a: bungthe only one 3 SoLF {carmng money wiose ~ ubject
could be nothing but Cyril's welfare —Arnold Bennert) (has
thus reserved the osiginal and often ~ records = G B.
Parks (you arc a miracle a wonder a mystery . . . one single
~ and inimitable tiving thing —J C Powys) b of a hook
¢ known to existan no other copy 2 3 beinp without a like or
equal ¢ single in kind or excellence 1 UNEQUAItD (they stand
alone, ~~, objects of supreme Interest A.B.Osborne) {(as
tustcrian he knows that events, like persons, are ~ —J. M,
Barzun) {remains singularly himself, a ~ lytist of the fiest
water —-1.L Salomon) {an almost ~ expericnce —Havelock
T1lis> <tendencies present in our contemporary world which
makc our own timessomewhat~  M,B.Smith) {story of hislife
is considerably more ~ than most avtobiographies ——Dorothy
C.asher) {the more we study him, the less ~ he secms —Harry
Tevin) — somctimes used with to (the problem of what to do
with surplus women is by no meins ~ to our own socicty ~—
Ralph Linton) or with (by no means ~ with the song sparrow
Nature Mae.) 3 1 UNUSUAL, NOTABLE {possessed ~ abilily in
the nising of funds 2 Thwing) (the wile of o carcer
diplomat has a ~ opportunity to observe the worla political
scene —Ray l’ncnc; {a frankness ~ in literature —David
Daiches) ¢ peace and privacy R.W. Hatch) (cheap,
nourishing, wd a  dining experience  T.H Frelding) (the
most ~ characteristic of that envitonment —R. A Billington)
{she's the most ~ person Tever met  Arthur Miller) (the most
~ theater i town  adve) 4 ; capable of being performed in
only one way (the factorization of a number into its prime
factors 1s -~) Syn see SINGLE STRANGE .
2anigue \"\ » - : something (as a specimen, thing, circums-
stance, or person) that is unigue ; the only one of its ki
{mistaking the ~ Tor the typieal -—W.J. Reilly) (the zest of the
collector for possession of a ~ —Roy Bcdicru:kg (a display of
glass, including undercoated ~ Danish Foreign Office Jour.)
{the phocenix, the ~ of birds homas De Quincey)
unique-ly adv ¢ in a unique mann » as to be unique
uniquesness « -+s 3 the gonality or state of being unigue
uniguencss theorem » ¢ a theorem in wathematics: a given
problem has at most on Wation
wiigentety \yil'nikwod &, -wolé, -i\ a -£s (unique + -ity)
DUNIQUENESS 20 ¢ a unigue item
unieradiate \lybna t \ adj Cuni-
ray or radius; esp 1 MONAXON
unframous \* '\ or unicramose \"+\ adj Luni- + ramouns
or ramose] @ consisting of a single process § UNBRANCUED
{the appendag cans may be ~» or hiramose)’
uni.-xeme \'yiino,rém\ » -$ [unj -reme (as in trireme)} : a
galley having but once tier of oa
un.ironed Vb N\ adf (une )
: not restrained or confined with fetters
with a flatiron
unis abbr unison
uni.serial \jyiino+\ or uni.seriato \“ - serial
or seriate] } forming or arringed in a single scries ¢ having
parts in a single row ar on one side only of an axis
uni-sexuat \“+\ adj {wni- -+ sexual] : of, relating to, or
restricted o one sex:” a @ male or female but not hermaphro-
ditic  piIcLiNous ¢a ~ flower) — unt.sexuality \*-+-\ »
uni.sexually \"--\ ady
tunisson \'yiinason, -ozan\ n -s [MV, fr. ML wunisonus, adj.,
having_the same sound, Ir. L ani- -+ sonus sound — move at
souND1 1 archate : a tone identical in pitch with another; also
£ a tone from which intervals are reckoned 2 a 1 jdentity in
musical pilch; specif ¢ the interval of a perfect prime repre-
sented by the vi{)rmion tatio of 1:1 b $ the state of being so
tuned or sounded ¢ > the writing, playing, or singing of parts
in a musical passage at the same pitch or in octaves — compare
HARMONY 2L 3 a ¢ a harmonious agreement or union & CON-
CORL D ! an instance or means of such agreement @ a sympa-
thetic response 3 ASSENT (~s of overmastering thoughts) -
in unison ady : in precise and perfect ageeement ¢ so as to
harmonize exactly {speaking in unison)
unison adf archaic & 5 CONCORDANT, CONSONANT
bt EQuIvaLENT 2 a 1 identical in musical pitch @ UNISONOUS
{r~singing) Ca ~ passaged 12 tuned to the same pitch — used
of a string and esp. of any one of two or three piano strings
that are strack by one hammer {~ strings) ¢ ; having a pitch
that corresponds with the notation (as of a pipe-organ stop)
unis-o.nal \yt'nis*nal\ adj [ tunison -+ ~all } UNISONOUS t
unis.0-nance \-nou(1)s\ # -s [2unison -+ «ancel s a blending of
sound into unison <the first two sounds reach the car as a ~—
Newsweek)
unis-o-nant \-nt\_adj [ ‘unison - -antl ; uNsoNous 1
uni-so.no \Uné\ss{,)n6\ adv (or adjy [N, fr, ML unisonus]
2 in unison ~ used as a direction ¢sp. in ensemble instrumentat
nusic
unis.o-nous \yii'nis®nas\ adj [ML wnisonus] 1 3 being in
unison ¢ having the same degree of gravity or acuteness
2 sounded alike in mitch 2 1 alike in nature 3 CONCORDANT
un.issied stock \Jon = \ » [un- + issued, past part, of issuel
¢ stock authorized (as under the charter of a corporation) but
not yet issued — compare TREASURY STOCK
Nt \'ylinat, use -ade-FV\ n s [back-formation fr. unity]
1 a (1) : the first natural number ¢ a number that is the least
whole number and is expressed by the numeral T (2) ¢ a single
thing (as a magnitude or number) that constitutes an undivided
whole b a number that divides cvery clement of a sct of
numbers € 2 a determinate quantity (as of length, time, heat,
value, or housing) adopted as a standard of measurement for
other quantitics of the same kind: as (1) ¢ a fraclional part
of the width of a printing character (as Y4y of ordinary roman
capital M) used in measuring the set of a piece of type and
being of the same width for all type of the same point size and
praportionally wider or narrower for larger or smaller point
sizes  (2) : an amount of work (as 120 hours of classroom
work in a completed course of a secondary school) used in
education in calculating student credits (as for graduation or
college entrance) (3) : an amount of a biologically active
agent (as a drug, serum, vilamin, or antigen) required to pro-
duce a specific result under strictly controlled conditions —
compare BIOASSAY, RAT UNIT (4) & one percent per ton of a
fertilizing ingred ent <a (ertilizer containing 5 percent of
nitrogen, 10 percent of phosphoric acid, and 10 percent of
potash includes 25 fertilizer ~s) 2 a ; a single thing or person
or group that is a constituent and jsolable member of some
more inclusive whole ¢ a member of an aggregate that js the
least part to have clearly definable separate existence and that
normally forms a basic element of organization within the
aggregate {the township in the usual ~ of government) (the
family as a basic ~ of society) b : one of the commonly more
or less repetitive sections combined in assembling a manu-
factured article (as a bookcase or kitchen cabinet) ¢ : a part
of a military cstablishment that has a preseribed organization
(as of personnel and materiel) (in the army ~s vary in size and
complexity from the squad to the army) d ¢ a piecé or complex
of apparatus serving to perform on¢ particular function {a
train drawn by two diesel ~s) {a power station with one ~ out
of order) e 3 acombination of two or more securities offered
at a single price (a ~ ol one share of preferred stock and two
shares of common offered at $110) £ ¢ a course or part of a
course in an elementary or secondary school focusing on a
central theme and making use of resources from numerous
subject areas and the pupils’ own experience £ £ BARGAINING

unrt h ¢ a fraction of an annual pension or a retirement in-
~nma hanafit aornad ac o recult af pach upar’e corvier nrinr tn

radiate) : having a single

ironed, past pact. of jron]
2 & not pressed

\ adj [uni-

united front

unit.ablo also unite.able \yti'nid.obol, -it- i

-able] 3 capable of union by growth or mhcrwi\se”-d{h'%'{""“ +
J'oiined tO{'..cthcrd \ . + 1hat ean be

unit.age \'ylindd-ij\ n -s (Vanit + -agel 1 3 specificat;

amount constituting a unit (as of a vil:nninr)) zﬁc-a‘al,?,g\ohhc
units ¢a ~ of 50,000 per capsule) : 11t in

unit.al \-ndd I\ adj [unit + -allt uNiTARY
Tuni-tar.i.an \:y'Li'no;lero::!l, Aaayr-, ~u'{r-\ n-s [NL unltariys
unitarian (fr. L unitus — past part. of unire to unite — + -qri
-ary) + E-an] L usu cap a 't a Christian who believes (hn{l"(Il"S
deity exists only in one person ! a unipersonalist who de iog
the doctrine of the Trinity : a member of a Christian denom!"cs
tion who in gencral affirms the principles of individua] frec inn-
of belict, the free use of reason in religion, commitmcn(lolm
advancing truth, religious tolerance, unjversal brotherhood (;
man, a creedless church, a united world community, and “,o
port of a vigorous program of liberal social action b s ano o
Christian monotheist (as a Muhammadan) 2 a : an n’d‘vm'\l:‘
of a theory or doctrine founded upon unity; specif 3 Mont ¢
bt an advocale of unity or a unitary sysiem; specif 1 one whsr
advocates centralization in government € : an obse °

N ; o tver of the

dramatic unities

unitarian \"\ adi L usu cap : of, relating to, or involving
Unitarians or their doctrines 2 : uNirary I as’ 3 : MONIST)
b 2 of, relating to, or advocating centralization in Eovcrnmenc(
or administration

unitarian hypothesis also unitarian view » : a theory in
immunolopy: a single pure antigen will produce only one
variely of antibody which when brought into contact with the
antigen in appropriate form can react in various ways (as by
agglutinating, precipitaling, fixing complement, or opsonizing)

uni-tar.i-an.ism \-s,nizam\ # -5 1 cap ¢ the principles and
practices of Unitartans 2 sometimes cap ¢ a unitarian or unj-
tary system (as of government)

wii-tar.d.ness \'yiino,lerénds, -rin-\ n
of being unitary

unistary \-tere, «i\ adj [nit & wynity -+ -ary) 1 s of, re.
lating {o, based upon, or chacacterized by unity ¢a ~ move-
ment in politics) @ monsTIC 2 a 2 having the character of a
unit : not divided or discontinuous ¢ -~ processd b 1 funce
tioning as a unit esp, of measurement {established a ~ distance
on which lo base subsequent calculations) ¢a ~ universily
¢ ¢ of, relaling to, or constituting a system of povernment in
which power is held by a central authority and may be dele
eated to but is not devived from conslituent subdivisions —~—
distinguished from federal 3 a1 of, relating to, or involving
the use of units (a ~ approach to n probiem) <the ~ method in
arithmetic) b 3 made up of discrete units ¢a ~ loudspeaker
with four speaker units associated in a sinple nsscmblyg
unitary color # : PSYCHOLOGICAL PRIMARY

unitary theory » : a theory in chemistry: molecules are units
whose parts are bound together in definite structure with
mutual and reciprocal influence on each other — compare
DUALISM 4

unit banking » : banking carried on by individual banks with-
out branches or corporaie relationships with other banks
unit card # : a library catalog card containing full informa-
tion about a book or other printed item and reproduced in
quantity so that it may be not only used for a main entry but
adapted for all sccondary entries

unit coll # 5 the simplest polyhedron that by indefinite repeti-
tion makes up the Jattice of a crystal and embodies all the
characteristics of its structure

unit character n 1 3 a natural character that is inherited on
an all or nonc basis 2 ¢ a natural character dependent on the
presence or absence of a single gene ¢ a typical Mendelian or
qualitative character

unit class # 3 a class with a single member

unit construction » ¢ a system of building in which large sec-
tions (as of a ship) can be fabriceted independently and sub-
sequently ﬂsscmb{ed

the cost allocated to a selected unit and commonly
caleulated as the cost over a period of iime divided by the
number of items produced

Tunite \yii'nit, usu -3+ V\ vb /-ING/-8 [MI uniten, fe. LL
unitus, past pact, of wiire, fv. I unps onc ~— more at ONEJ v
1 a : to put torether to form a single unit {~ the fighting
forces of (I\c fricndly nations) bt to causc to adhere {~ bricks
with mortar) ¢ 3 connecr (a dirt coad ~s the farm road with
the main hishway) d ot e integrally Coften the ideas are
yoked, but not wnited ot); esp ¢ 1o link by a legal or
morat bond <a purposc that wnited all factions) (a treaty to ~
all the independent nations) 23 to possess (as qualities) in
combination (the bride wnited beauty and intelligence) ~ vi
L a:to becomeonc o if one (particles which can ~ to form
a new compound —T.8.Eliot) (mutterings of the crowd united
in & thunderous cheer —Darvell Berrigan) b ¢ to become
combined by or as if by adhesion or mixture {the broken bones
of a child ~ easily) ¢clouds of devastating smoke that ~ wnl§

the quality or state

the river fog ... to {orm smog —Amer. Guide Series: Pa.
2 3 to act in concert {all parties united in signing the petition
3 2 to enter into association for or as if for a conumon purpose
{the group united to improve the city’s schools)

SYI COMBINE, CONJOIN, CONCUR, COOPERATE! UNITL
indicates joining, merging, coalescing, adhering tope )cfv to
form a new unil, permanent or temporary (the North West
Company united with the Hudson's B:Y Company —Amer.
Gulde Series: Wash.) {in France the whole pcople saw at once
what was upon them; the single word patrie was cnough to
wnite them in a common enthusiasm and steen determination —
W.R.Inge) comsiNL may apply o a temporary uniting of o[m-
ing or to once which leaves \Lc components distinct (a gilt for
combining, for fusing into a single phrase, two or more dwz;sc
impressions —T.5.Liliot) (wealth and sophistication com 'u[e
with breezy western characteristics in this town —dAmer. Guide
Series: Texas) <(innumerable factors combine in lllc" m;
extricable complexity of our gencral story —Hilaire Be OCc
conIo is likely to stress the notion of jointure, often of m}ord
or less cqual things or forces, at a specific point {naturc “s‘o
tavished gifts and aspiratjons vpon him, but they wclredid
mixed and contradictory that onlf/ by a fortunate mlr?ﬁel e
some of them conjoin to produce the rich poetry by which ‘°o
remembered —R.D.Alick) concur is likely w-b?dusc\shcn
things that happen to merge, work together, or coincide ¥ hen
another course of action is probable or plausible {(two qp'rm“ ne
forces concurred in bringing about the Council of Nxc.lcf o
A.P.Stanley) COOPERATE indicates a joining of Sﬁrcr}&'ts; of
force in some specific situation with no fusion or o.d o
identity ¢sent a joint expedition, under British comn“ljﬂnAr.ch‘
cooperate_with the White Russians at Murmansk an N
angel against the Bolshevist forces —J.M.Hanson) syns
addilio\n JOIN \ e, ob ite foint, united, fr. ME

2unite \'yl,nit, 2"\ n -s [fr. obs. unite ioint, ied, f.
unit, fr. L1 unitusl s an old British gold 20-Shrlhlns dD'f[fg
issued first by James I in 1604 for England and Scot "":'n;;o
bearing in the design and insceiption reference to the unitl
thet two crown‘s/—— called also jacobus

uniteable var of UNITABLE . .

united adj [fr. past parl, of tunite] 1 ¢ made one ¢ 'Cohig;gfr"’r'
JoINED 2 ¢ relating to or produced by joint action 2 CO on
their ~ consentd 3 : formed by or resulting from lIJ ol

: being or living in atgrccmcn( : HARMONIOUS {a ~ family,
unit-ed.ly adv — unit.ed.ness n -Es S t
united baptist », usu cap U&B ; a member of a Ba%lclStq?;'Ce

formed in the late 18th century by a union of so;nc pa
Baptist and Regular Baptist churches of the South 2+ Chis-
united brethren n pl, usi cap U&B 1 3 MORAVIANS |2 United
tians of several denominations descending from t whc ’
Brethren in Christ originating among Germans 1t t luI:)'
Anrine the raligions awakening of the late 18th centity,

often
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Essequibo | etc.

480

of a person or thing. 4 (of a disease) with no known external stimulus
or cause; idiopathic. @ n. (esp. in pl) a basic or indispensable element
or thing.ressential element a chemical element required by living
organisms for normal growth. essential oil an oil present in and
having the characteristic odour of a plant etc., from which it can be
obtained by distillation (see also o1). .0 essentially ady,
essentialness n. essentlality /1,senfr'zhty/ n. [ME f, LL essentialis (as
ESSENCE)] ,

Essequibo /esr'ki:bou/ a river in Guyana, rising in the Guiana
Highlands and flowing about 965 km (600 miles) northwards to the
Atlantic.

Essex /'esiks/a county of eastern Engla'.nd.; .county tawn, Chelmsford,
EST abbr 1 Eastern Standard Time. 2 electro-shock treatment.

-est’ /ist/ suffx forming the superlative of adjectives (widest; nicest;
happiest) and adverbs (sooriest), [OB -ost-, -ust-, -ast-]

~est’ /1st/ suffix {also -8t) archalc forming the 2nd person sing. of verbs
(canst; findest; gavest). [OE -est, -ast, -st] :

establish /r'stzblif/ vtz 1 set up or consolidate (a business, system,
etc) ol a permanent basis, 2 (foll. by in) settle (a person or oneselt}
in some capacity. 3 (esp. as established ad}) achieve permanent
‘acceptance for (a custom, belief, practice, institution, etc.). 4 a validate;
place beyond dispute (a fact etc.). b find out, ascertain. 0 established
Church a Church recognized by ‘the state as the national Church,
0 establisher n. [ME £, OF establir (stem establiss-) f. L stabilire f, stabilis
.STABLE')

establishment /i'steblifmont/ n. 4 the act or an instance of
establishing; the process of being established. 2 a a business
organization or public institution; b a place of business. ¢ a residence.
3 a'the staff or equipment of an organization. b'a household. 4 any
‘organized bedy permanently maintained for a purpose. 5 a Church
:system-organized by law. 6 a (the Establlshment) the group in a
society exercising authority orinfluence, and seen as resisting change.
b.any influential or'controlling group (the Hterary Establishment).

establishmentarian /1,stzblifmon’tearton/ adi & n. @ ad), adhering
to or advocating the principle of an established Church. @ n..a person
-adhering to or advocating this, 0 establish tarlanism n.

estaminet /e'stemyner/ n. a small French café etc. selling alcoholic
drinks. [F f. Walloon staminé byre £. stamo a pole for tethering a cow,
prob. f. G Stamm stemn])

estate /r'stert/ n. 1 a property consisting of.an extensive area of land
‘usu. with a large house. 2 .Bit. a modern ‘residential or industrial
area with integrated design or purpose. 3 all of a person’s assets and
liabilities, esp. at death. 4.a property where rubber, tea, grapes, etc.,
.are cultivated. 5 (in full estate of the realm) an order or class
forming (or regarded as) a part of the body politic..6 archaic or literary a
state or position in life {the estate of holy matrtmony; poor man's estate).
7 collog. = estale car. O estate agent Brit. 1 a person whose business is
the sale or lease of buildings and land on behalf of others. 2 the
steward of an estate. estate car Bril. a'car with the passenger area
extended and combined with space for luggage, usu. with an extra
door at the rear. estate duty Bit. hist. d¢ath duty levied on property.
1 Replaced in 1975 by capital transfer tax and in 1986 by fitheritance tax.
[ME £. OF estat (as STATUS)]

Estates General see STATHS GENERAL.

esteem /i'stim/ v & n. @ vl 1 (usu. in passivo) have'a high regard for;
‘greatly respect; think favourably of. 2 formal consider, deem (esteemed it
an honour). e n, high regard; respect; favour (held them in esteem). [ME f.
‘OF estimer f, L aestimare fix the price of) .
ester /'estolr)/ n. Chem. an organic compound produced by replacing
‘the hydrogen of an acid by an alkyl, ary), etc., radical, many examples
-of which occur naturally as oils and fats. O esterify /c'stertfar/ vt
{-les, -ied). [G, prob. f. Bssig vinegar + Ather ether}

Esth. abbr (in the Bible & Apocryphia) Bsthier,

Esther /'ests(r)/ 1 (in the Bible) a woman Who. was chosen on account
.of her beauty by the Persian king Ahasuerus (generally supposed to be
Xerxes I} to be his queen and who used her influence with. him to save
;the Israelites in captivity from persecution. 2 the book of the Bible
_containing an account of these events; a part survives only in Greek
and’is included in the Apocrypha. '

esthete US var, of AESTHETE, .

esthetic US var, of AESTHETIC.

estimable /‘estnab(o)l/ adj, worthy of esteem. 0 estimably ady [F £,
<L aestimabilis (as EsTERM)]" -

v,

est mate n & v @ n. /e= mot/ 1 an approximate judgement, esp, of
cost, value, size, etc. 2 a price specified as that likely to be charged for
work to be undertaken. 3 opinion, judgement, estimation. @ y{ (also
absol,) /‘esti,meit/ 1 form an estimate or opinion of. 2 (foll. by that
clause) make 4 rough calculation. 3 (often foll. by at) value or measupe
by estimation; adjudge. 0 estimative /-motiv/ ag. estimaty,
/-metta(r)/ n [L aestimare aestimat fix the price of]

estimation /csti'meif(o)n/ n. 1 the process or result of estimating,
2 judgement or opinion of worth (in my estimation). 3 archalc esteen
(hold in estimation). [ME f. OF estimation or L aestimatio (as ESTIMATE]]

estival US var. of ABSTIVAL.

estivate US var. of ABSTIVATE,

Estonia /1i'stounio/ a Baltic country on the south coast of the Gulf

of Finland: pop. {est. 1991) 1,591,000; languages, Estonian {official),
Russian; capital, Tullinn, Estonia is a flat, lowland country with
marshland, lakes, angd forest. Previoysly ruled by the Teutonic Knights
and then by Sweden, Estonia was ceded.to Russia in 1721, It was
proclaimed an independent republic in 1918 but was annexed by the
USSR in 1940 as a constituent republic, the Estonian $SR. With the
breakup of the Soviet Union Estonia regainied its independence in
1991,

Estonian /I'stounioi/ n. & acj @ n. 1 @ a native of Estonia. ba person of
TEstonian descent. 2 the Finno-Ugric language of Estonia, most closely
related to Finnish and spoken by about a million people. @ ad). of or
relating to Bstonia or its people or language.

estop /i'stop/ vir (estopped, estopping) (foll, by from) Law bar or
preclude, esp. by estoppel. D estoppage . [ME [, AF, OF estoper f, 11
stuppare stop up £. L stuppa tow: cf. STOP, STUFF] '

estoppel /r'stop(o)l/ n. Law the principle which precludes a person
from asserting something contrary to what is implied by a previous
action or statement of that person or by a previous pertinent judicial
determination, [OF estouppail bung f. estoper (as ESTOP)]

Estoril / efto'nl/ a resort on the Atlantic coast of Portugal; pop. (1991)

+24,850. .

estovers /i'stouvoz/ npl hist necessaries allowed by law to a tenant
{esp. fuel, or wood for repairs). [AF estover, OF estoveir be necessary, f. 1
est opus}

estrange /r'streinds/ vir (usu. in passive; often foll. by from) 4 cause a
person or group) to turn away in feeling or affection; alienate. 2 (as
estranged ad) {of a husband or wife) no longer living with his or her

spousc. ) estrangement n. [ME f. AF estraunger, OF estranger f. L

‘extraneare treat as a stranger f, extraneus stranger]

estreat /i'stri:t/ n. 8 v Law @ n. 1 a copy of a court record of a fine dtc.
for use in'prosecution. 2 the enforcement of a fine or forfeiture of 3
recognizance, ® vtz énforce the forfeit of (a fine etc,, esp. surety for
bail), [ME f. AP estrete, OF estraite £, estraire £. L extrahere RXTRACT)
Estremadura /cftromo’dusrof a coastal region and former provincé
of west central Portugal,
estrogen US var. of OESTROGEN,
estrus etc, US var. of OESTRUS etc,

astuary /'estjvort/ n. (p. -les) a wide tidal mouth of a river
0 estuarine /- ram/ ad). [L aestuarium tidal channel f, aestus tide)
9.%.4, abbr, electrostatic unit(s). )
esurient /'sjusriant/ adl. archaic or joc. 1 hungry, 2 impecunious al}d
greedy. D esuriently adv [L esurire (v) hunger f. edere es- eat) t
Esztergom /'esto, gom/ a town and river port on the Danube in
Hungary; pop. (est. 1984) 31,000,

ET abbr extraterrestrial, o ‘
-et’ /it/ suffix forming nouns (orig. diminutves) (baroner; bullet; sonnet}
[OF -t -ete) )
~et’ /it/ suffix (also -ete /iit/) forming nouns usu. denoting persons

(comet; poet; athlete). [Gk ¢tes) ' '

ETA' ablr. estimated time of arrival. .

ETA’ /'cto/ a Basque separatist movement in Spain which has waged 3
terrorist campaign since its foundation in 1959 for an independent.
Basque state. [Basque acronym, f. Euzkadi ta Azkatasuna Basque
homeland and liberty) )

eta /i:ta/ n. the seventh letter of the Greek alphabet (H. ). [Gk].

ot al. /et "z)/ abbr and others, [L et alil, et alia, etc.]

etalon /'eto,lon/ n. Physics a deyice consisting of two reflecting plates:
for producing interfering light-beams. [F étalon standard]

otc. abbr = ET.CBTERA.
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O it

ot cetera Jet *setora, 'setra/
rest; and similar things or p
soon. @ 0. (in pl) the usual ¢
otch jetf/vanevial
Jesign on a metal plate wit
plate) in this way. 2 hlr prac
deeply (esp. on the mind}
getcher n, [Du, etsen fGa
eaten f, Ginc)
atchant ['etfonit/ n. a corrc
otching /'etfin/ n. ¥ a priv
producing such plates. 'I’h
century, though the basic |
metal plate, had been used
.eta suffix var. of -ET.
oternal /i'tsn(a)l/ ad. 1
“beginning in time. 2 esse
constant; seeming not u
triangle a rclationship
0 eternalize (also
etarnality / Jitta'nelty/ 0
age)
Eternal, the God.
Etornal City, the Rome
atornity /r'tainiti/ n. (pl.-§
2 {in Christian theology)
cternal, 4 {often prec. by
truths. O eternity rlng
given as a token of lastis
‘tatls f. aeternus: see BTERN
Etoslan winds /r'ti3
summer in the eastern b
e10s year]
eth /c6/ n. {also edh led
letter, &, capital D (= th)
-oth' var, of 111’
-ath? /10/ suffix (also ~th) €
verbs {doeth; saith). [OE €
othanal /'e¢0 nal, '1:0-/.
ethane /'i:6em, ‘¢0-/ n.
series (chem; formula: C
ethanediol /'i:0em dar
ethanoic acid /,¢02'n
[-nauert/ n. [ETHANE + ¢
athanol /*ebo nol, 'i:0-/
Ethelred /'c0sl red/ th
Ethelred 1§ (known a
good advice; rash) (c.96
inability to confront th
brother St Edward the)
their attacks. In 1013
Sweyn L.
ethene /'ebiin, 'i:6-/ .
ether /'i:8a(r)/ n. 4 Cher.
organic liquid (chem,
solvent. Also called etht
with a similar structw
etc, groups, 2 {also net
the clouds. 3 (also &
Permeate space and il
Tedium through whic
to be transmitted. ('
Gk aither f, root of aith
ethereal /i'frorml/ ac
e3p.jn appearance. 31
D ethereally adv et
aitherlos (as ETHER)]
etherial var. of ETHE!
otherize /'i:60,ra1z/ v
Oetherization / i:&
Ethernet /'i:00,net/ 1
Detworks using coaxi



probabilistic | proconsul

probabilistic / probaba'listik/ adi. relating to probability; involving
chance variation.
probability / probo'bilitt/ n. (pl -ies) 1 the state or condition of being
probable, 2 the likelihood of something happening. 3 a probable 6r
nost probable event (the probability is that they will come). 4 Math. the
extent to which an event is likely to occur, measured by the ratic of
the favourable cases to the whole number of cases possible. (1 in all
probability most probably. {F probabilité or L probabilitas (as PROBABLE)]

probable /'probobia)l/ adi & n. e adi. (often foll, by that + clause) that
may be expected to happen or prove true; likely (the probable explanation;
it is probable that they forgot). @ n. a probable candidate, member of a
team, etc. O probably adv {ME £. OF f. L probabilis f. probare prove]

proband /'proubend/ n. a person forming the starting-point for the
genetic study of a family etc. [L probandus, gerundive of probare test]
probang /'praubaey/ n. Surgery a strip of flexible material with a sponge
étc. at the end, used to remove a foreign body from the throat or apply
amedication to it. [17th c. (named provang by its inventor): orig. unkn,,
perh. alt, after probe] ) o
probate n. & v e n. /'pravbert, -bat/ 1 the official proving of a will. 2 a
verified copy of a will with a certificate as handed to the executors,
® vir ['provbert/ N. Amer. establish ‘the validity of (a will). [ME f. L
probatum neut. past part. of probare PROVE)
probation /pro'berffoln/ n. 1 Law a system. of supervising and
monitoring the behaviour of (esp. young)-offenders, as an alternative
to prison. 2 a process or period of testing the character or abilities of
a person in a certain role, esp. of a new employee, 3 a moral trial or
discipline. D om . probation undergoing probation, esp. legal
_supervision. probation officer an official supervising offenders on
probation. 0 probational ad). probationary adj. [ME £, OF probation
or L probatio (as PROVE]] . h
probationer /pra'betfana(r)/ n. 1 a person on probation, e.g, a newly
appointed nurse, leacher, etc, 2 an offender on probation.
O probationership n. , )
probative /'proubotiv/ adj. affording proof: evidential. [L probativus
(as PROVE)] :
probe /proub/ n. & v e n. 1 a penetrating investigation. 2 any small
device, esp, an electrode, for measuring, testing, etc. 3 a blunt-ended
surgical instrument usu. of metal for exploring a wound etc. 4 (infull
space probe) an unmanned exploratory spacecraft transmitting
information about its cnvironment. ® v 1 I examine or enquite into
“closely. 2 I explore.(a wound-or part of the body) with a probe. 3:tr
penetrate with or.as with a sharp instrument, esp. in order to explore.
:4 intr make an investigation with or as with a probe (the detective probed
into her past life). 0 proheable ad). prober n. probingly adv. [LL, probu
proof, in med.L = examination, f. L probare test] s .
probit /'probrt/ n, Slatistics a unit of probability based on deviation from
the mean of a standard distribution. {probability unit].
probity /'proubiti, 'prob-/ n. uprightness, honesty. [F probité or L
probitas f. probus good) '
problem /'problom/ n. 1 a doubtful or difficult matter requiring. a
“solution {how to prevent it is a problem; the problem of ventilation),
2 something hard to understand or accomplish or deal with, 3 (attrib,)
causing problems; difficult to deal with (problem child). 4 & Physics &
‘Math. ‘an inquiry starting from given 'eo'ndiu'ons to investigate of
demonstrate a fact, result; or law (cf, THEOREM 1). b Geom, a proposition
in which something has to be constructed, § a {in various games, esp.
chess) an arrangement of men, cards, etc., in whi¢h the solver has'to
‘achieve a specified-result. b a puzzle or question for solution. () that's
-your (or his etc) ‘problem said to disclaim résponsibility or
connection. [ME f. OF probleme or L problema f. Gk problema -matos £,
proballd (as PRO-, ballé throw)], .- -

problematic /problo'meetik/ ad. (also problematical - /-k(o)l/)
"1 attended by difficulty. 2 doubtful or questionable, 3 Logicen unciating
or supporting what is pdssible but' not necessarily true.
.0 problematically adv [F problématique or LL problematicus f..Gk
problematikos (as PROBLEM)]

proboscidean /proubs'sidion/ ad. & n. (also proboscidian) Zool,
® adj. 1 having 3 proboscis. 2 of or like a proboscis. 3 of or relating to
the mammalian order Proboscidea, which includes elephants and
-related extinct animals. ® n. a mammal of this order. [mod.L Proboscidea
{as PrOBOSCIS)] '

proboscis /prau'bosis/ n. 4 the long flexible trunk or snout of some
»mammals, e.g. an elephant or tapir. 2 the elongated mouthparts of
some insects, used for sucking liquids or piercing. 3 the sucking organ

in.some worms. 4 joc. the human nose. O proboscis. Monkey.
monkey, Nasalis larvatus, native to Borneo, the male of whicy, haes
large pendulous nose. 0 proboscldiferous /»_bnsx'dlfaros/
proboscidiform / prouba'sidi, foim/ ad). [L proboscis-cidis £, Gk Pmboskk'
f. proboskd (as Pro-Z, boskd feed)}

procaine /'praukein/ n. also procain) a synthetic compound yseq a
alocal anaesthetic, esp. in dentistry. [Pro-' + COCAINE)

procaryote var. of PROKARYOTE.

procedure /pro'si:djo(t), -'si:dze(r)/ n. 1 a way of proceedi
made of conducting business or a legal action. 2 a mode of performiy,
a task. 3 a series of actions conducted in a certain order or mammg
4 a proceeding. 5 Compuling = . SUBROUTINE. O proceduraj M.
procedurally adv [F procédure (as procEED)) :

proceed /proa'si:d/ vinlz 1 (often foll, by.to).go forward or on further:
make one's way. 2 (often foll. by with: or to + infln.) continue; go o wm.'
an activity (proceedediwith their work; proceeded.te tell the whole story). 3 fof
an action) be carried on or continued (the case will now proceed). 4 adopy
acourse of action (ow shall we proceed?). & go.on to say. 6 (foll, by agai
start a lawsuit (against a person). 7 (often foll. by from) come forth or
originate {shouts proceeded from the bedroom). 8 (foll. by to) B, advance
to a higher rank, university degree, etc, [ME f. OF proceder f. 1, procedere
process- (as PRO-, cedere go)] .
proceeding /pro'si:din/ n. 1 an action or piece of conduct (a high.
handed proceeding). 2 (in gl) (ih full legal proceedings) an action at
law; a lawsuit, 3 (in pl) a published report of ‘discussions or a
conference. 4 (in pl} business, actions, or events in progress (the
proceedings were enlivened by a dog running on to the pitch). B
proceeds /'prausi:dz/ n.pl. money produced by a transaction or other
“undertaking. [pl. of obs. proceed (n.) f. PrRoGERD)] - e

process’ /'pravses/ n. &y, @ n. 1 a course of action or: procedure, esp,
a series of stages in manufiacture or some other operation. 2 the
pragress or course of something {in process of construction). 3 a natura)
‘or involuntary operation or series of changes {the process of growing old),
4 an actlon at law: a summons or writ. 8 Anat,, Zool,, & Bol, a natural
appendage or outgrowth on an organism., # vir 1 handle or deal with
by a particular process. 2 treat(food, esp, to prevent decay) (processed
cheese). 3 Computing opexate og (data). by means of a program. 0 in
procass going on, being done, In process of time as time goes on,
process server a sheriff's oﬂiceg who serves writs. 0 processable
ad). [ME f. OF proces f. L processus (as PROCEED)]
process’ /pro'ses/ vintr, walk in procession. [back-form. f. PROCESSION)
procession /pro'sef(ojn/ n. 1.a number of people or vehicles etc.
moving forward, in orderly succession, esp. at a ceremony,
demonstration, or festivity, 2 the movement of such a group {go in
procession). 3 a regular succession of things; a sequence. 4 a race in
which no competitor is able to overtake another, 8 (In Christian
theology) the emanation of the Holy Spirit. T processionist n. [Mf
f. OF £, L processio -onis (as ‘PROCEED)] '
processional /pro'sef5ii(s))/ ad. &'n @ ad. 1 of or relating to
processions. 2 used, carried, or sung in procéssions. @ n. Eccl, an office-
book of processional hymns etc: [med.L processionalis (adj.), -ale (n.) (as
PROCESSION}] to .
procesasor /'prousesa(r)/ . a machine or device that processes things,
~esp.: ¥ Computing = contral processor. 2 = food processor.
procés-verbal / prouserva:'ba:l/ n. (pl. procés-verbaux /-'bou/) a
written report of proceedings; minutes. [F]
pro-cholce /prou'tfors/ ad,&n e adj. advocating a woman's legal right
to choose whéther to have an abdrtion. e n. a pro-choice policy.
prochronism /'proukro niz{o)m/ n. the action of referring an event
etc, to an earlier date than the true one. [pRG-* +Gk khronos time]
proclaim /pra‘klerm/ vic 1 (often foll. by that + clause) announce o7
declare publicly or officially. 2 declare (a person) to be (a king, traitor,
etc.). 3 reveal as being {an accent that proclaims you a Scot).(3 proclalme’r
.0 proclamatory /-'klamatori/ adj. proctamation / prokls'meif(a)n/
n. [MEB proclame £, L proclamare cry out (as pro-\, CLAIM]]
proclitic /pro'kiitik/ adl & n. Gram. @ ad), (of a monosyllable) closely
attached in prontnciation to a following word and having itself no
accent. @ 5. such a word, e g. at in at home, €1 proclitically adv [modL
precliticus £, Gk proklitio lean forward, after LL encliticus: see ENCLITIC]
proclivity /pro’klviti/ n. (pl. -les) a tendency or inclination. (b
proclivitas £, proclivis inclined (as Pro-', clivus slope)]
Procne /'prokni/ Gk Mythol. the sister of Philomel.
proconsul /prou‘kons(a)l/ n. 1 Rom. Hist. a governor of a province, in

ng, esp, 3
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fixed, —n. Grammar. A word or particle put before another
word. [Late Latin praepositivus, from praepinere (past parti-
ciple praepositus), to place in front. See preposition.) —pre-
pos’i-tiva-ly ady.
pre-pos-sess (pré’pa-z&s’) 1r.v. -sessed, -sessing, -sesses. 1.To
precccupy the mind of to the exclusion ‘of other thoughts or
feelings. 2. To influence *beforehand against or in favor of
someone or something; prejudice; bias. 3. To impress favorably
in advance. R R : :
pre-pos-sess-ing (pre’pd-z&s’ing) adj. 1. Impressing favorably,
pleasing. 2. Archaic. Cdusing prejudice. —pro’pos-sess’ing-ly
adv. —pre’pos-sess’ing-ness n.
pre-pos-sos-sion (pré’po-zésh’on) n. 1. A preconception or
prejudice. 2. The state of being- preoccupied with thoughts,
opinions, or feélings. : :
pro-pos-ter-ous (pri-pds’tor-as) adj. Contrary to nature, tea-
son, or common Sehse; absurd, See Synonyms at foolish.
[Latin praeposterus,” *‘inverted,” perverled, absurd : prae-,
before + posterus, coming after, following, next, from post,
after (sce apo-“in ‘Appendix*).]. —pré-pos’ter-ous.ly adv.
—pre-pos’tér-ous-noss n. K I8
pre-po-ten-cy (pri-pd’ton-s&) n. The state or condition of being
prepotent; predominance. o
pre:po-tent (pri-pd’tant) ‘adj. Also pre-po-ten-tiad (pré’po:tén’-
shal). Greater in power, influence, or force; predominant.
. [Middle: English, from Latin praepoténs, present participle of
praeposse, 1o be very powerful : prae- (intensifier) + posse, to be
able or powerful (see poti- in Appendix*).] —pre-po’tent-ly adv.
prep achool. Informal. A preparatory schéol (sce).
pre-puce (pré’pydds’) n. 1. The loose fold of skin that covers
the glans of the penis. Also called *'foresk’'n.”’ 2. A similar
structure covering the glans of the clitoris.  [Middle English,
from Old Fiench, from Latin praepitium. S¢é'pu-' in Appen-
dix.*] —pre-pu’tial (pri py&)’sﬁnl) adf. v *
pre-Raph-a-elite (pré-rif’é-o-lit’, pré-ra‘fé-) n. A painter or
writer belonging to or influcnced by the pre-Raphaelite Broth-
erhood, a:socicty founded inn 1848 by Rossetti and others .o
advance the Style and spirit of Ialian painting before Raphidel,
—adj. Of, pertaining to, or characteristic of the pre-Rapha-
clites, ' —| e:Raph’o-olit’ism’ n. '
pre-req-ui-gite (préqék’wo-z]t) adf. Required as a prior condi-
tion 6 soficthing. Sce Synonyms at necessary. -—n. That
which is pierequisite. ' '
Usage: The sppropriate prepositions after this word aré 10
(for the adjective) and of (for the noun). '
pra-rogomtive (prl-rdg’o-tiv) n. 1. An exclusive right or privi-
lege held by a person or group, especially a hereditary or official
right. 2. Any. characteristically exclusive right or privilege,
3, A natural gift or advantage making onc superior. 4. Obso-
fete. Priority or pre-cminence; superiority. —Sce Synonyms at
Aght. —adj. Cf, arising from, or excrcising a prerdgative,
[Middle English, from Old French, from Latin praerogdtiva
(centyria), “*(century) choseh to vote first,” from praerogativus,
asked to vote first; frolm praerogdre, to ask before others : prae-,
before + rogdre, to ask (sce ref) ' in Appendix*).]
pres. 1. present (time), 2. president.
Pres. President. ’
pres-age (pr&s’ij) n. 1. An indication or warning of a futurc
ocgurrence; omen; portent. 2: A feeling or intuition of what is
going to occur; prescntiment; forcboding. 3. Prophetic signifi-
cance or meanidg, 4. Rare: A prediction, —v."pré-sago (pri-
sij’) -aged, -aging, -ages.. —¢r. 1. To indicate or warn of in
advance; portends 2, To have a presentiment of, 3. Fo foretell
or predict. —~—intr. To make ar utter a prediction, 4-See Syn-
onyms at forotell. [Middle:English, from Latin praesdgium,
foreboding, - from ‘praesagire, to perccive beforehand : prae-,
before + sdgire, 1o Perceive. (see sag- in Appendix*).] ~—pre-
sage’ful (pri-sij’fal)iad): - . .o
pras-by-o-pi-a (préz'bé-8’p&-o, prés’-) n. The inability of the eye
to focus sharply. on nearby objects, resulting from hardening of
the crystalline lens with advancing age. [New Latin : Greek
preshus, old man (see por' in Appendix*®) + -0PiA] —pres’-
by-op’ic ( Op’ik) ad). e :
pros-by-ter (prézibo-tor, prés’-) n. Ecclesiastical. 1. In the early
Christian church, an clder of the congregation. 2. In various
hierarchical churches, a priest: 3. Presbyterian Church. a A
teaching clder. b, A ruling elder.  [Late Latin, an elder, from
Greek presbuteros, a:priest, 'older,” comparative of presbus,
old man, Sce per' in Appendix.*)
pressbyt-er-ate (préz-bit’ar-it, -a-rav’, prés-) n. 1. The office of
a presbyter. 2. The body or order of presbyters.
pres-by-te-ri-al (préz’ba-tir'é-al, prés’-) adj. Of or pertaining to
a prosbyter or the presbytery, —pros’by-te’rbatly adv.
pres-by-te-ri-an (préz’ba-tir’é-on, pré&s’-) adf. 1. Of or pertain-
ing to ecclesidstical government by presbyters. 2. Capltal P, Of
or pertaining’‘to a Presbyterian Church, —n. Capital P. A
member or adherent of a Presbyterian Church. —pies’by-te’-
‘rheancism’ n. : .
Presbyterian Church.: Any of various Protestant chirches
governed by. presbyters and traditionally Calvinist'in doctrine,
pres-by-tei-y (préz’ba-t&r'e, prés’-) n., pl. -les. 1. Presbylerian
Church. a. A court composed of the ministers and representa-
tive elders of a particular locality. b. The district represented by.
this court. 2. Presbyters collectively. 3. Government of a
church by presbyters, 4. The section of.the church reserved for
the clergy. 6. Roman Catholic .Church. The residence of a
priest. (Middle: English presbytory, from' Late Latin presby
terium, a councii-of presbylters. from Greek presbuterion,.from
presbuteros, pricsl, PRESBYTER.} ~ o

prepossess

pre-schoal (pré’skeol’) adl. Of or pertaining to a child of
nursery-school uge. —~pre-achool’er n. 1 .
pre-sci-ence (pré’shé-ons, présh’é-) n. Knowledge of actions or
cvents before they occur; forcknowledge; foresight.
pre-sci-ent (pré’shé-ont, ‘présh’e-) adj. 1. Of or pertaining to
prescience. 2. Possessing prescience. f{Latin praesciéns, pres-
ent participle of praescire, to know beforehand : prae-, before +
scire, to know (sce skbi- in Appendix*).] —pra’sci-eritly adv.
pre-scind (pri-sind’) v. -scinded, . -gcinding. -s¢inds, —1r, To
sepdrate or divide in' thought; consider individually. Used with
from. -=intr. To withdraw one’s attention. Used with fromt.
[Latin praescindete, to cut off in front : prae- in front +
scindere, to cut off (sec skol- in Appendix*).]
Pres-cott (prés’kst), William. 1726-1795. Commander of the
Continentals at Bunker Hill. Grandfather of William Hickling
Prebeott. . o
Pres-cott (prés’kat), William Hickling. 1796-1859. Amerjcan
historian of Spain and.the Spanish conquests in the Americas.
Grandson of evillium Prescott. -
pre-scribe (prl-skrib’) v: -soribed, “scribing, -scribas. —1r. 1. To
sct down as a rule or guide; ‘ordain; enjoin. 2. Medicine. To
order or recommend the of (4 drug or other therapy).
_intr. '1. To cstablish: rules, ‘laws, or directions. 2. Medicine.
To order or recommend a remedy or trestment, 3. Law, o, To
assert a right or title to something on the grounds of. prescrip-
tion. b. To become invalidated of unenforceable br the process
of prescription.  [Middle Enilish prescriben, to hold by right of
prescription, [rom Medieval atin prescribere, to clagim by such
right, ﬂom ‘Latin praescribere, to write at the beginning, pre-
scribe : prae-, before, in front + scribere, to write (scc skerl- in
Appendix*).) —pro-scrib’or n. . .
pre-script (pré&'skeipt’) n. Something prescribed, cspecially a
rule or regulation’ of conduct. —adj. (pre’skript, pri-skript’).
Established as a rule; set down; prescribed.  [Latin praescript-
um, from praescribere (past participle praescripius), HRH'H.CRIIIF-]
pre-scrip-ti-ble (pri-skrip’to-bal) adf. Capable of, requiringy or
derived from prescription, -—pre-sorip/thbility n. o
pre-scrip-tion (pri-skrip’shon) n.11. a. The act of: pr:sg:nbm;;.
b, That which is prescribed. 2. Medicine. a. A writien instruc-
tion by a physician for the preparation and administration of a
medicine. b, A’ preseribed medicine. o, An ophthalmologist’s
or optometrist’s written-instriction for the grinding of correc-
tive Jenses. 3. A formula directing the preparation of anything.
a4, Law. s.1he process of acquiring title to property by reason
of uninterrupted possession of specificd duration. Also called
“positive preseription.” b, The limitation of time beyond which
an action, debt, or crime i3 no Jonger valid or enforceable. Also
called ‘'negative prescription.”  [Middle English preseripcion,
from Old French prescription, from Latin praescriptié, a writing
in front, from praescribere, PRESCRIEE.] Lo .,
pre-scrip-tive pri-skrip’tv). adf. 1. Sanctioned or .p\xtl}oynzcd
by long-standing custom or usage. 2. Making of giving injunc-
tions, directions, laws, or rules. 3. Law. Acquired by or based
upon uninterrupted possession. ~—pra-acrip’tively adv.
pre-sell (préZs&l’) (r.v. -sold (-s8ld’), -selling, -seolls. To promote
(a product not yet on the market),
pros-ence (préz’ans) n. 1. The state or fact of being present.
2. Immediate_proximity in time or space. 3. a. The area imme-
diately surrounding a great personage, especially a sovereign
granting audience. b. A persop;who is present. 4. A person's
manner of carrying himself; béaring, ‘6. A supernatural influ-
ence felt to be nearby. —Scc Synonyms at bearing.
prosence of mind. Ability. to think and act cfficiently, espe-
cially in an emergency: -« L .
pres-ent! (préz’ont) n. 1. A moment or, period in time percepti-
ble as intermediate between past and future; now. 2. Abbr. pr.,
pres. Grammar. a. The present tense. b A vcrb_ form in the
present tense.

3. Plural. Law. The document or instrument in
question: be it known by these presents. —adj. 1, Being, per-
taining to, or occurring at a moment or period in time con-
sidercd as the present. 2. Being at hand. 3. Obsolete. Alert to
circumstances; attentive. 4. Obsolete. Readity available; im-
mediate. 6. Abbr. pr., pres. Grammar. Denoting a verb tense or
form that expresses current. time.  [Middle English, from Old
French, from’ Latin praéséns, present-participle of praeesse, to
be before onc, be ptesent : prae-, in front of + esse, to be (sce
os- in Appendix*).] C .
pre-sent? (pri-z&nt’) tr.v  sented, -senting, -sents. 1., To in-
troduce, especially with formal ceremony: “This Brazthan
king ... was brought up to London and presented to King Henry
viir® (Richard Hakluyt) b. To introduce (a girl) Lo socicly
with conventional ceremony “‘she also was presented that year
at the International Debutante Ball” (New York Times) 2. To
bring before the public' present a play. 3.e. To make a gilt or
award of present a medal b.To make a gift to; bestow for-
mally: present the college an endowment. 4. To offer 1o view;
display: present one's credentials. 6. To offer for consideration
8. To salute with or aim (a weapon). 7 Ecclesiastical To rec
ommend (a clergyman) for a benefice. 8. Law. a. To offerto a
legislature or court for consideration. b. To bring a charge or
indictment against. —See Synonyms at offer. -—n. pres-ent
(préz’snt). Something presented; a gift. [Middle English
presenten, from Old French presenter, from Latin praesentare
from praeséns, PRESENT (adjective).] —pre-sent’er 1 .
pre-sent-a-ble (pri-zén’ta-bal), aq/. 1. Capable of qug given,
displayed, or offered. 2. Fit for mtroduction to others. "—pre:
sent’a.bil’l-ty, pre.sent’a-ble-ness n. ~—pre-sent’a-bly adv.
pres-eri-ta-tion (préz’an-ta’shon, pré'zon-) n. 1.a’ he act of
presenting or offering for.acceptance of approval. b. The state

t tight/th thin, path/dh this, bathe/u cut/dr urpe/v valve/w with/y yes/z zcbra, size/zh vision/o about, item, edible, gallop, circus/
a Fr. ami/a& Fr. feu, Ger schon/ii-Fr. t, Ger. liber/xn Ger. ich, Scot. loch/N Fr. bon. *Follows main vocabulary. {Of obscure origin.
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IN THE UNITED STATES DISTRICT COURT
FOR THE DISTRICT OF DELAWARE

TELCORDIA TECHNOLOGIES, INC.,
Plaintiff,
V. Civil Action No. 04-874 GMS

ALCATEL USA, INC,,

Defendants.

TELCORDIA TECHNOLOGIES, INC,,
Plaintiff,
V. Civil Action No. 04-875 GMS

LUCENT TECHNOLOGIES, INC.,

Defendants.

TELCORDIA TECHNOLOGIES, INC.,
Plaintiff,
V. Civil Action No. 04-876 GMS

CISCO SYSTEMS, INC.,,

)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
Defendants. )
)

ORDER
WHEREAS, on July 16, 2004, theplaintiff, TelcordiaTechnologies, Inc. (“Telcordia’), filed
the above-captioned patent infringement actions against Alcatel USA, Inc. (*Alcatel”), Lucent

Technologies, Inc. (“Lucent”), and Cisco Systems, Inc. (“ Cisco”) (collectively, the “ defendants’);



WHEREAS, on February 17, 2006, the parties submitted a Final Joint Claim Chart (the
“Chart”) (D.I. 98);

WHEREAS, upon inspection of the Chart, the court has discovered that many of the
defendants proposed constructions for U.S. Patent Nos. Re. 36,633 and 4,835,763 are not
constructions but, rather, arguments that the claim limitations at issue are indefinite for failure to
satisfy the requirements of 35 U.S.C. § 112(2); and

WHEREAS, the court does not permit summary judgment arguments, including
indefiniteness arguments, during the claim construction phase of the litigation;

IT ISHEREBY ORDERED that:

1 The court will not entertain indefiniteness arguments during the Markman Claim

Construction hearing.

2. The defendants shall prepare their arguments consistent with this Order.

Dated: April 21, 2006 /sl Gregory M. Sleet
UNITED STATESDISTRICT JUDGE

! Telcordia' s action against Alcatel does not include U.S. Patent No. 4,835,763.

2



EXHIBIT 14



IN THE UNITED STATESDISTRICT COURT
FOR THE DISTRICT OF DELAWARE

NETRATINGS, INC,, )
Plaintiff, ;
V. ; Civil Action No. 05-314 GMS
COREMETRICS, INC., ;
Defendant. ;
ORDER

WHEREAS, onMay 19, 2005, theplaintiff, NetRatings, Inc. filed the above-captioned patent
infringement action against Coremetrics, Inc.;

WHEREAS, on April 3, 2006, the parties submitted a Joint Claim Chart (the “Chart”) (D.1.
47);

WHEREAS, upon inspection of the Chart, the court has discovered that many of the
defendant’ sproposed constructionsfor U.S. Patent No. 6,108,637 arenot constructions but, instead,
argumentsthat the claim limitations at issue are indefinite, nonenabled, and/or invalid for failureto
disclose the best mode; and

WHEREAS, the court will not permit summary judgment arguments, including
indefiniteness, enablement, or invalidity arguments, during the claim construction phase of the

litigation but, rather, rely on the defendant’ s claim construction briefs for those arguments,



IT ISHEREBY ORDERED that:
1. The court will not entertain indefiniteness, enablement, or invalidity arguments
during the Markman Claim Construction hearing.

2. The defendants shall prepare their arguments consistent with this Order.

Dated: June 7, 2006 /s Gregory M. Sleet
UNITED STATES DISTRICT JUDGE
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