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EMPLOYMENT AGREEMENT

In consideradon of my employment at SRI Intemational, [ agree:

1. To perform the duties assigned to me to the best of my ability, and to abide faithfully by SRI policies and practices.

9. To treat as confidential all results, intermediate and terminal, of SRI research activity in which I may panicipate or of which I
may obtain knowledge during my employment, together with all formulae, specifications, secret processes, rade secrets, and such other
confideniial information belenging to SRI or its clients as may come to my knowledge in the course of or incidental to my employment,
and that I shall at all times recognize and protect soch property rights of SRI and its clients and not disclose same o unauthorized
DErsons. Because much of the wark done by SRI for the Government is classified, T am aware that my contineed employment may
depend on my ability to qualify for and to maintain an appropriate Government clearance, I also agres that I will not divulgs to any
unauthorized persons any classified information revealed to me during the period of my employment, and that all classified material
received or generated by me will be handled in accordance with SRI Security Guide, I further warrant that to the best of my knowledge
T do net a8 the fime of my employment have in my possession, or under my control, any material which contains “CLASSIFIED
INFORMATION™ as defined in U.5. Government Indusirial Securiry directives.

3. To promptly disclose to SRI all discoveries, improvements, and inventions, including sofiware, conceived or made by me
during the period of my employment, and I agree o execute such documents, disclose and deliver all information and data, and to do all
things which may be necessary or in the opinian of SRI reasonably desirable, in order to effect transfer of ownership in or to.impart a
full understanding of such discoveries, improvements and inventions to SRI or to its nominge and 10 no ather. I agree to comply with
every reasonable request of SRI, its nomines, or the representative of either, for assistance in obaining and enforcing patents. T
understand that terminacdan of this employment shai! not release me froar ary obligations hercunder (&s well a5 paragraplt 2 above}
provided, however, that time actually spent by me in discharging these obligations after termination of my employment shall be paid for
by SRI at a reasonable rate, It is, of course, understood and agreed that I accept no responsibility for any out-of-pocket fees, costs, or
expenses incurred or involved in the preparation, filing or prosecution of any application for patent or in the prosecution or defense of
any litigation involving the same, and that I shall be reimbursed by SRI for any expense to which I may be put at the request of it or its
nominee hereunder. This agreement does not apply 1 an invention whick fully qualifies for the exclusion under Section 2870 of the
Catifornia Labor Code which is reprinted on the reverse side of this agreement. However, all such inveations must be disclosed so that
a determination can be made that they do in fact qualify for exclusion. All such disclosures will be treated as confidential.

4. Thatwith respect to the subject matter thereof, this agreament covers my entire agreement with SRI, superseding any previous
oral or written understandings or agreements with SRI or any representative thereof. '

5. That my employment is not for any particular term and therefare this agreement is terminable, with immediate effect, at the-

will of cither party.

¥ )]
Execnted at Menfo Park, Caiifornia this day of JE}‘PF / . 19.34

W Coto, | /(ﬂ qfﬁ_r\‘um

Witness to Signature \ Staff Member
Print Name: /OC HAT K oML~

By:
Human Resources, for SRI Inte




CALIFORNIA STATE PATENT LAW

Article 3.5
Inventions Made by an Employee

§2870. Any provision in an employment agreement which provides that an
employee shall assign or offer to assign any of his or her rights in an invention
to his or her employer shall not apply to an invention for which no equipment,
supplies, facility, or trade secret informaton of the employer was used and
which was developed entirely on the employee’s own time, and (a) which does
not relate (1) to the business of the employer or (2) to the empleyer’s actual or
demonstrably anticipated research or development, or (b) which does not
result from any work performed by the employee for the employer. Any
provision which purports to apply to such an invention is to that extent against
the public policy of this state and is to that extent void and unenforceable.

§2871. No employer shall require a provision made void and unenforceable

Nothing in this article shall be construed to forbid or restrict the right of an
employer to provide in contracts of employment for disclosure, provided that;
any such disclosures be received in confidence, of all of the employee’s
inventions made solely or jointly with others during the term of his or her
employment, a review process by the employer to determine such issues as
may arise, and for full title to certain patents and inventions to be in the United
States, as required by contracts between the employer and the United States or
any of its agencies,

contains a provision requiring the employee to assign or offer to assign any of
his or her rights in any invention to his or her employer, the employer must
also, at the time the agreement is made, provide a written notification to the
employee that the agreement does not apply to an invention which qualifies
fully under the provisions of Section 2870, In any suit or action arising

of its provisions.

by Section 2870 as a condition of employment or continued employment.|

§2872. If an employment agreement entered into after Ianué.fy 1, 1980,}

thereunder, the burden of proof shall be on the employee claiming the benefits|

IF YOU HAVE ANY QUESTIONS ON THE ABOVE, PLEASE BE SURE THEY

ARE ANSWERED BEFORE COMMENCING EMPLOYMENT.






MEMO

TO: Yochai Konig DATE: 7-31-99
- FROM: Office of the General Counsel LOC: Menlo Park
SUBIECT: Your Terminatdon and S pnsiﬁve Information

This memo is to remind you of your obligation to hold in confidence sensitive business and
technical trade secret information of SRI Intemational which you have bccn exposed to in
the course of your employment at SRI. .

During the time that you have been with SRI, you have necessarily received information
which is useful and valuable to SRI and its clients, and is not generally known o persons
outside SRI. It is particularly important to SRI that this information be appropriately
protected. Consequently, as stated in your Employee Agreement, subsequent to your
departure from SRI you have a continuing obligation not to use or to disclose such
information to anyone.

Maost likely you are already aware of the specific technical and business information that
SRI considers to be a trade secret. Such information may be included in technical,
scientific or business records, lab notebooks, notes, reports, blueprints, drawings, software
and computer programs, client and vendor lists which should be left at SRL. If you have

_specific gquestions concerning what SRI considers to be trade secret information feel free to
contact your direct supervisor or the Office of the General Counsel.

If in the future you desire to use or disclose any technical or business trade secret
information that may be a trade secret of SRI, please contact us for written permission to

use or to disclose it.
L
anﬁf { @

Date: 'IH'VGI S 14 I_qqq
(J v

I have received and read a copy of this lerter.

8RI Form:
NDA Separation-Nov.93
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IN THE UNITED STATES DISTRICT COURT

IN AND FOR THE DISTRICT OF DELAWARE

PERSONALIZED USER MODEL, L.L.P.,

] CIVIL ACTION
Blaintiff,

V. M
GOOGLE, INC.,

NO. 09-525-LPS
Defendant.

Wilmington, Delaware
Tuesday, January 11, 2011
Claim Construction Hearing

BEFORE : HONORABLE LECONARD P. STARK, U.3.D.C.J.
APPEARANCES:

MORRIS NICHCLS ARSHT & TUNNELL, LLP
BY: XAREN JACCBS LQUDEN, E3Q., and
JEREMY A. TIGAN, ESQC.

and

SNR DENTON, LLP

BY: MARK C. NELSON, ESQ.
{Dallas, Texas)
and

SNR DENTON, LLP

BY: MARC S. FRIEDMAN, ESQ.
(New York, New ¥York)

and

Brian P. Gaffigan
Registered Merit Reporter
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1 ABPEARANCES:  [Cantinuad) wanr 1 MA. NELSON: Yss, your Homer, The plainrlffs
2 LR TIRE I | end defendants +- of plalnCiff and defundant had talked
3 SNR DENTUN, LLP 10:0237 3 egarlier about proceeding, and T guesa if you guys ware atill
BY: JEWNIFGR R, BENNETT, ESQ.
4 {Palo Alte, Californls) 1monae 4 in agreement, we were just golng to procesd with our
5 ¢onnael for Plainciil 10:0m31 5 affirmakiva presentatlon, reserving some time for zebuttal,
[ FLITLRET and then they wara going to proceed with thair presentation.
1 POTTER ANDERSON & CORROOM, LLE 1wraaipy 7 THE COURT: Okay. That'a flnae,
BY: RICHAAD L. KGRWITZ, ESQ.
L] mona B WR. PERLSON:1 That's flne,
and
2 100831 8 THE CODRT: Okay. Then wa'll haar firzst £rom
QOINN EMANUEL URQUHART OLIVER & HEDGES, LLF
10 BY: DAVID A. BERLSON, E5Q. 10:09:32 28 the plalnciff,
($an Francisco, Callfoznia)
11 =034 11 MR. NELSCN: Befora we stark, msay wae distribute
and
1z . [LELTEEL R aome matarialy?
QUINE EMANUEL URGUHART OLIVER & HEDGES, LLP
13 BY: ANDREA PALLIOS ROBERTS, ESQ. [LETFTSE] THE COURT: That would be helpful, yes. Thank
(Redwood Shoras, Galifernia)
14 JCTERTREY you
Counael for Defandant
15 oramaa 13 M5. JACOES LOUDEN: Thank vou, yooz Honar.
16 1010314716 (Binders passad farwazd.)
17 Akrg:ea 17 MR. NELSON: Gaod mozhing, youz flener.
18 m0:00 16 TRE COURT: Good morning.
15 18:1m09 18 HR. BELSON- Na’re hagm today to talk aboub the
20 20:00017 28 zlaim construction of Perscnalized User Mgdel, LLP or BPUM,
21 - o0a - 1near2l or "Pum" for shork, wversns Gaogla.
22 PROCEEDINGS rnen 22 For the Court's raference, I have the claims,
23 {REPORTER'S ROTE: The follawing claim 10130237 23 the threa depandent claimsz at issue Just on che board thers.
24 construction hearing was held in open meurt, beginning ag 1oumar24 S0 Lf the Court wants te look akt the claims in tetzl, the
330 25 10308 a.m,| 12418010 25 Court may do 3o, And 1 may refec to those every once in
3 5
omstan 2 THE GOURTT Good marning, everyone. Lak's starc amgrar 1 auhile,
30:08:01 2 by puttlsg your appearanced on the recard, please. i 2 Pe hava a logt of slidas, as you hawve now seen.
meases 3 M3, JACOES LOUDEN: Good mozning, your Honor, waee 3 What I plan co do ix Lo try Co hit the real highlighca.
FUN TR ] THE COURT: Good marning, ez 4 1'11 probably okip through a lok of the slides, There ia
rnezor 5 M3. JACOES LOUDEN: For che plaintiffs, Raren [ERTI a1 some legal scuff {p there khat is ln the briefs. There are
1m:nuzes 6 Jacobs Louden and Jeremy Figan from Morris Hichels Arhat & FEIEUTET I acme other thlpgs in thare that are sock of bext summarids,
1G:0ey 7 Tupnell; aod T have with me heze today Mark Helsan, Jennifer wimse 7 of the argumant, sa I'll try te work thzough L& rather
1oty B Bearett and Mazc Friadman From Ehe Firm of SHR Denkony and Lamn B quickly, skipping soma of The siidea.
1e:08:a0 9 we also have hers with us today Iwchal Kenig who i= ene of FLRTTE R | The presentation is organizad inre hagigally
260838 1 the inventorsz and a reprasaentativa of the plaintiff 036 5110 geven parts., We've divided the accused groupa of terms in
10=00:22 11 Parsanmlized User Medel. fnnma 1l orger of stepa and antecedent basis lnta sorc of seven
19108:34 12 Thank you, your Honot. a1l somevhal relatsed areas, and 30 the presentatlon ix arganizad
1ovbaraa 13 THE COURT: Thank you. 2072013 inte thoze seven azeas and individual disputasz about terms
aoroasar 14 MR. HORWITZ: Good merning, Your Hanor. e ld or phrases within those zaven areas are contalned wlth that
largazim 15 THE COORT: Good mOrning. m:nriels part, 3o that ia how it is oxganizad,
1608120 16 MR. HOBRITZ; Rich Barwitz from Pottas Anderson wi1:2a16 Additionally, it's organived as Bhillips
12108743 17 here today for Googls; and With me from Qulnn Emanual are w1222 7 teaches Firsk, we lack at the claimy. Then we loak akt Lhe
FLATRERN:S David Parlson and Andrez Robarts at counasl tabla; and Ethen 011220 18 specificatien, Then we look an prosecutien histozy, 1f dit'a
Targaran 1Y behind the tebla from Gougle, in-house counsel, Laura 200123115 avallable or relavant. Then we look at excrinsic svidance,
1:ay:31 20 Majerus mnd John LaBarre. 10711035 20 toc the =xtent thak it's dictionailes oz treatlses ak or near
10:quraw 21 THE COURT: Wall, welcome to all of you. So 113821 the time ¢f the patent. And than, finally, inventar
1209 22 wa're here this morznieg for the Mazkman hearing. e lorp:43 22 tastimony, to the wxtent lt's relavant. We dan't think it
e 23 assigned both sides 9§ minuces. Have you any suggestlonz arraiae 23 ia, as we said in the brief. We dan't have apy I don’t
as te how we aplit that time wp and actually proceed? 1a:01-43 24 think in our affirmacive presentation but f£or one slida thaf
Mr. Nalson. 119325 doesn't zelata to the definition of a term, IT ralates more
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Main ldentity

From: "Yochai Konig" <konig@speech.sri.com>
To: <stolcke@spesch.sri.com> -
Sent: Saturday, January 30, 1989 8:10 PM

Subject: 1998 Review

Hi Andreas,

1 attach to this email my self-review for 1998, Please let me know if
more information is need (e.g., papers) before our review meeting.
Also please let me know when it would be convenient for you to meet.

Thanks,

--Yochai

1. 1998 Goals

My research in 1998 was centered around a data-driven approach for
feature extraction for pattern recognition. By “'data-driven feature
extraction" I mean the automatic extraction of features that optimize
recognition performance. Feature extraction can be viewed as selecting
a transformation from the original input space (e.g., digitized speech

" samples) to a smaller-dimension space. My approach of choosing this
transformation according to recognition performance is in contrast to
current feature exiraction methods. This approach was applied to both
speech recognition and speaker verification.

2. Speaker Verification

In speaker verification we study a nonlinear discriminant

analysis (NLDA) technique that extracts a speaker-discriminant feature
set. Our approach is to train a multilayer perceptron (MLP) to

maximize the separation between speakers by nonlinearly projecting a
large set of acoustic features (e.g., several frames) to a
lower-dimensional feature set. The extracted features are optimized

to discriminate between speakers and to be robust to mismaiched
training and testing conditions. We train the MLP on a development

set and apply it to the training and testing utterances. Our results

show that by combining the NLDA-based system with a state of the art
cepstrum-based system we improve the speaker verification performance
on the 1997 and 1998 NIST Speaker Recognition Evaluation sets by 15\%
in average compared with our cepstrum-only system.

1/31/2011
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Achievements & Papers:

A. Part of the SRI team which offieially won the 1998 speaker ID evaluations sponsored by NSA.

B. Publication and presentation at: Proc. RLA2C-ECSA, Speaker
Recognition and its commercial and forensic applications, Avignon, France, April, 1998

- Konig, Y., Heck, L., Weintraub, M., and Sonmez, K.,
**Nonlinear Discriminant Feature Extraction for Robust Text-Independent Speaker Recognition”

- Heck, L., and Konig, Y., *'Discriminative Training of Minimum Cost Speaker Verification Systems”

C. Submitted (with Larry, Kemal and Mitch) an extended version of "Nonlinear Discriminant Feature
Extraction for Robust Text-Independent Speaker Recognition” paper to
a special issue of Speech Communication magazine, following a selection process based
on the best papers in the RLA2C conference. The two papers
mentioned above were selected as a combined paper.

4. Speech Recognition
(Joint work with Mitch and Francoise)
- Approach

Our approach is to optimize all system components to maximize the
posterior probability of the correct sentence. Our emphasis in this
study is on the selection and estimation of the front-end model
according to recognition performance. We optimize sentence-level
measures and not frame-level measures. Specifically, we optimize the
feature extraction process to increase the posterior probability of

the correct sentence or of a specific cost function in case of a
different error metric than word error rate (WER). We

search for the optimal transformation from primitive features (e.g.,
FFT) to input features to HMM/GMM.

- Status

We derived and implemented an LVCSR system which jointly optimizes
front-end and acoustic model according to sentence level criterion.

This is the first time that a sentence level criterion was applied in

a LVCSR system for optimizing front-end parameters. We explored
research issues such as optimization criterion, MLP input features,

GMM organization, Batch vs. Stochastic procedure. We obtained good
performance for gender classification. However we achieved only modest
gains for LVCSR with low capacity systerm - 1 Gaussian per

class. Currently we continue this work in the context of the Marines

1/31/2011
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database. In addition, we extended this Work to context dependent
models. -

- Publications

A. Beaufays, F., Weintraub, M., and Komg, Y., "DYNAMO: An algorithm for Dynamic Acoustic
Modeling",

In Proc. Broadcast News Transcription and Understanding Workshop (BNTU), Landsdowne, VA,
February, 1998, '

B. Beaufays F., Weintraub, M., Konig, Y.,
“*Discriminative Mixture Welght Estimation for Large Gaussian Mixiure Models", to appear in

IEEE International Conference on Acoustics, Speech and Slgnal Processing (ICASSP) Tempa, AZ,
March, 1999.

5. Projects - proposal writing

A. Proposed (as a PI) and awarded $200k for the TDEAS project based on
the data - driven idea.

B. Took part in the LVCSR proposal (wrote two sections), joint work
with Mitch, Andreas, and Francoise.

6. 1999 Goals
A. Continting and extending my work on data-driven feature

extraction both for speech recognition and speaker verification.

B. Exploring and studying statistical-based speech understanding. °

173172011
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Main Identity

From: "Yochai Konig" <konig@speech.sri.com>
To: <mw@speech.sri.com>

Sent: Monday, June 08, 1998 10:56 AM
Subject: Ideas Proposal

Return-Path: <konig@speech.sri.com>

Date: Mon, 8 Jun 1998 11:56:4% -0700

From: Yochai Konig <konig@speech.sri.com>
To: mwi@speech.sri.com

Subject; Ideas Proposal

Hi Mitch,
Here is the draft for the ideas proposal.

--Yochai

DATA-DRIVEN FEATURE EXTRACTION
Yochai Konig and Mitch Weintraub
STARLAR

Introduction

This draft proposal for the TDEAS program describes a data-driven
approach for feature extraction for pattern recognition. The proposed
approach has the potential t6 lead to major improvements in both
speech recognition and speaker recognition performance as well as for
other paitern recognition applications. In the speech recognition

field feature extraction techniques such as vocal tract normalization
(VTL), and optimized front-ends have all led to significant
improvements as reported in the recent Large Vocabulary Continuous
Speech Recognition (LLVCSR) meetings by BBN, Dragon and SRI
[LYCSR nov97,LVCSR_may97]. In speaker recognition our work on
data-driven features resulted in extracted features that are optimized
to discriminate among speakers and to be robust to mismatched training
and testing conditions., These features significantly improve speaker
verification performance on the 1997 NIST Speaker Recognition
Evaluation set compared with our cepstrum-only system

\cite{konig rla2c} and led to SRI officially winning the

1998 speaker ID evaluations sponsored by NSA.

We propose a data-driven approach for feature extraction for pattern

1/31/2011



recognition. What we mean by “"data-driven feature extraction" is
the automatic extraction of features that optimize recognition
performance. Feature extraction can be viewed as selecting a
transformation from the original input space (e.g., digitized speech
samples) to a smaller-dimension space. Qur approach of choosing this
transformation according to recognition performance is in sharp
contrast to current feature exfraction methods. Current techniques of
feature extraction for speech recognition are knowledge-based methods
that are based on auditory models (for example
[senefl1986,Seneff88,ghitzal 987]), perception theories
[hermansky90], and signal processing considerations. The linkage

to recognition performance is achieved by training systems with the
proposed features and experimentaily setting the technique's
parameters.

The proposed feature extractor is data-driven in the sense that

the extractor parameters are automatically estimated from
{development) data, rather than being constrained to perform a
specific function (e.g., spectral analysis). The advantages of the
data-~driven approach over traditional approaches which define an
algorithm that compute a specific feature and than performing a trial
and error of evaluating performance on a development set for each
new set of

features:

1. The search space for the optimal features is not constrained to a
hand-tuned specific function which can lead to more discriminant
features, thus, improved performance.

2. The process is automatic in contrast to the manual tedious trail and
error process of optimizing current feature extraction methods.

The need for better and more discriminant features is driven by the
overlapping distributions of the current models. This was, for example
demonstrated by BBN in the May 1996 workshop [LVCSR._may96]. BBN
reported in that meeting that the number of mixture components that
contribute significant mass to a frame's probability is large and that
even the simplest (triphone - state)} distributions tend to cover a
significant portion of the space given enough training

material. However current techniques for optimizing front-ends and
features are inefficient, and usually involve a trial and error

process. Several researchers have suggested the incorporation of
data-driven ideas in the feature extraction process. Rahim, Bengio,
and LeCun suggested optimizing a set of parallel class-specific (e.g.,
phones) networks performing feature transformation based on the

Page2of 6
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minimum classification (MCE) criterion for telephone-based connected
digit recognition [rahim37]. Fontaine, Ris, and Boite used the
two-hidden-layer multilayer perceptron (MLP) to perform nonlinear
discriminant analysis (NLDA) for isolated-word, large-vocabulary
speech recognition tasks [fontaine97]. The training criterion for

the MLPs was phonetic classification. Bengio and his colleagues
suggested a global optimization of a neural network-hidden Markov
(EIMM) hybrid, where the outputs of the neural network constitute the
observation sequence for the HMM [bengio92].

Approach

For speech recognition the novelty in our proposed approach is that we
plan to go beyond cepstral representation for the input features to

the feature extraction. The desired features will be extracted from
local information such as the fast Fourier transform (FFT) points,
global information such as speaking rate, and signal to noise ratio
(SNR). We will take a large number of inputs and nonlinearly project
them to a lower dimensional space based on a recognition criterion in
common with some of the previous work. Qur work with data-driven
feature extraction methods works well for speaker verification tasks
and shows potential for LVCSR tasks [konig_rla2e, LVCSR_nov97].

" For speaker verification tasks, we have trained an MLP to
maximize the separation between speakers by nonlinearly projecting a
large set of acoustic features (e.g., several frames) to a
lower-dimensional feature set. The extracted features are optimized
to discriminate among speakers and to be robust to mismatched
training and testing conditions. We train the MLP on a development
set and apply it to the fraining and testing utterances. Our results
show that by combining the system trained on the discriminantly
extracted features, with a state-of-the-art cepstrum-based system, we
improve speaker verification performance on the 1997 NIST Speaker
Recognition Evaluation set by 15% in average compared with our
cepstrum-only system [konig_ rla2c]. However, our experiments with
a similar approach for LVCSR tasks has yielded only marginal
improvements so far. The main differences between the
speaker-recognition tasks and the LVCSR experiments are that:

1. The training criterion for the feature extraction in the speaker
verification task is the same as the overall performance measure,
i.e., accuracy of speaker recognition. In the I.VCSR experiments the
training criterion for the feature extraction was single state phone
diserimination, which differs from our overall goal of sentence
recognition. Furthermare, the mismatch was even larger given that
we used iristate triphones as our basic modeling unit and not single
state phone as was the measure for the feature extraction,

2. In the spealker verification study we used other features in addition to

Page 3 of 6
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cepstrum as inputs to the feature extraction process (e.g.,
estimation of pitch). This did not occur in the LVCSR task.

Based on these differences we propose a new approach for data-driven
feature extraction for LVCSR tasks. This new approach provides
solutions as follows

1. To overcome the mismatch between the feature extraction training
criterion and the overall recognition performance criterion in, we
propose to optimize feature extraction according to recognition
performance. We will optimize sentence level measures and not
frame level measures. Specifically, we will optimize the feature
extraction process to.increase the posterior probability of the
correct sentence or of a specific cost function in case of a
different error metric than word etror rate (WER).

2. We plan to go beyond the cepstrum for the input features to feature
extraction. Specifically, we plan fo use the fast FFT points
themselves (same information as the specch samples). In addition we
will use features that reflect global correlation of the test data
speaker, dialect, and channel, and we will perform nonlinear
dimension reduction based on recognition performance.

Research Issues

An important research question is what should be the inputs to the
feature extraction process. We plan to use the FFT points (both the real
and imaginary parts) for a large window of speech as inputs. By using
FFT points we make no assumptions about the nature of the extracted
features because FFT points carry exactly the same information as speech
samples. We will initidlize the MLP by training it to map fromthe FFT
points to the cepstral features. The reasoning for using FFT points
instead of speech samples as inputs to the MLP is that FFT points have
internal repeatable order (as opposed to the waveform where a shift in
time of several samples will drastically change the representation). We
can train an MLP to approximate any function given enough training
patterns and enough hidden units [neural comp].

The input representation to the MLP can be angmented to (a) include
other types of information, and (b) to make the representation more
efficient. To include other types of information, we plan to augment
the input to the MLP with longer term or global information.
Information such as such as time derivatives of the cepstral parameters,
speaking rate, VTL, hidden state variables (see section on long-term
correlation modeling), and signal to noise ratio (SNR) can also be used
as input features to the MLP.

. To make the representation more efficient, we plan to study techniques
to find minimal configurations of the feature extractor. The training

Page 4 of 6
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of the MLP to map from an input feature such as the FFT to a cepstral
feature vector is feasible (since we can use an infinite amount of data

to train this mapping). However, the unknown variable is the number of
MLP parameters that are needed to perform this task. If the number of
parameters is too large, this will make it difficult to move away from

the initial ML P-implementation of the cepstral transformation with a
limited amount of labeled data (the training speech corpus). Therefore,

a critical part of the research is how to efficiently encode the
discriminative information with a minimal number of parameters. One way
to make the representation more efficient is to include additional
knowledge sources as inputs to the MILP (e.g. FFT energies, original
cepstral representation) as well as use algorithms for model selection.
Model selection is well studied [brain_damage,moody 94]. However

in the speech community the problem of automatic model selection based
on recognition performance has not been extensively studied.

Another important research area is the interaction with mode] parameter
estimation (e.g. HMM output distributions). We propose to study

a joint optimization of the model parameters and the features at the
frame level is better than an iterative procedure similar in nature to

the expectation maximization (EM) [dempster?7] Based on these
research issues and to be concrete we outline two sample studies for our
approach.

Sample Study 1

We plan to start from the FFT points for a large window of speech as
inputs to our feature extractor. Initialky, we will train an MLP to
map these FFT points to a standard feature vector (e.g., 10 cepstral
coefficients and their first and second time derivatives) for a good
initialization point. In the second stage we will back-propagate the
error into this MLP with the criterion of maximizing the posterior
probability of the correct sentence, by using a stochastic gradient
approach. After the training, we will then have a transformation of
the FFT points into a new feature vector (i.e., the output of the MLP)
that we can use to process our data. A natural augmentation for the
input features is the incorporation of global input features that
involve longer time correlations reflecting speaking rate, accent, and
channel estimation.

Sample Study 2

We will adapt the model parameters (such as means and variances) in
addition to the features, according to the same criterion of

increasing the posterior probability of the correct sentence. We will
experiment to determine whether the joint optimization of the model
parameters and the features will be at the frame level or iterative in
nature (similar to expectation maximization EM).
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