learning” (eg. entertainment recommendation). Holte and Drummond [15], Drummend
et al. [9] designed a system that assists browsing of software libraries, taking keywords
from the user and using a rule-based system with forward chaining inference, assuming
that the library consists of one type of item and the user goal is a single item. Etizioni
and Weld [11] offer an integrated interface to the Internet combining UNIX shell and
the World Wide Web to interact with Internet resources. Their agent accepts high-level
user goals and dynamically synthesizes the appropriate sequence of Internet commands
to satisly those goals. Hammond et al. [?] and Burke et al. [6] developed a system that
uses a “natural language question-based interface to access distributed text information
sources” and helps the user to find answers to her/his question in a databases such as
FAQ files.

One of the available information sources is the World Wide Web and it is currently
growing quickly, attracting many users with different interests, Since interaction with
the World Wide Web (WWW) is by means of computer, one can use compaters to
“observe” and record user actions and use this information to help users find their way
in the WWW,

Personal WebWatcher is a system that observes users of the WWW and suggests
pages they might be interested in. It Jearns user interests from the pages requested
by the user. The learned model of user interests is then used to suggest hyperlinks
on new HTML-pages requested by and presented to the user via Web browser that
enables connection to “proxy” eg. NETSCAPE. Section 2 gives an overview of Personal
WebWatcleer, its functionality and some directions for further development. Section 3
describes some of the research problems related to Personal WebWatcher’s learning,
The structure of the system and its implementations are described in Section 4 and Perl
code is given in the Appendix. Results of the first experiments are given in Section 5.

2 “Personalizing” WebWatcher

Personal WebWalcher is mainly inspired by WebWatcher: “a Learning Apprentice for
the World Wide Web” [2], {16] and some other work related to learning apprentice

S—— and learning from text«[17], [19], [21], [25]. The idea of a learning apprentice is to
automatically customize to individual users, using each user interaction as a training
exam ple,

WebWatcher can be described as an agent that assists users in locating information
on the WWW. It learns by observing a user on her/his way through the WWW and
suggests interesting hyperlinks whenever it is confident enough. The idea is that the
user provides a few keywords describing a search goal and WebWatcher highlights
related hyperlinks on the current page and/or adds new hyperlinks to the current page.
It can also suggest pages related to the current page using information stored in the
structure of hypertext without considering the text itself {16], or send an e-mail message
to the user whenever specified pages change. The same WebWatcher version is designed
to serve all users, collecting information and sharing it between users. For example, if
SoLIeone recognizes a page as being related to the keywords she/he typed in the system
at the beginning of the search, this can be useful for any user searching for similar
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information.

Unlike WebWatcher, Personal WebWatcher (PWW) is structured to specialize for
a particular user, modeling her/his interests. It “watches over the user’s shoulder” the
similar way WebWatcher does, but i avoids involving the user in its learning process
(it doesn’t ask the user for any keywords or opinions about pages). 1t solely records
the addresses of pages requested by the user and highlights hyperlinks that it believes
will be of interest. In the learning phase (typically during the night), requested pages
are analyzed and a model of user interests is generated /updated. This model is used
to give advice for hyperlinks on retrieved HTMIL-pages requested by and presented to
the user via Web browser,

Since each user has her/his own copy of the system - her/his own agent, these agents
can communicate and exchange information on a base of similarity between their users,
often referred to as collaborative or social learning [22], [31]. There are also some
other types of “Personal agents” the user could use, for example, an agent for Calendar
Apprentice [25], and these agents can exchange information they have about the same
user in different fields/activities. we plan to investigate these in the future work on
Personal WebWatcher.

3 PWW #“Behind the stage”

There are many research guestion behind Personal WebWatcher, that wait to he an-
swered. Here, we consider some of them that are related to learning. There are also
many others, for example, how to design communication between user and agent and
between different, agents, how to provide privacy to the user, to which extent agent,
should involve user to its learning/exploration process, .

If we concentrate on learning, we first want to know what kind of problem are we
faced with, how to represent it to some learning algorithm and which kind of algorithm
to use. Currently we restricted our work to text documents (plain text and HTML)
so we are faced with the problem of text-learning having mainly short to medium size
documents with varying vocabulary. This section gives different approaches related
to (1) document representation, (2) feature selection and (3) learning used on text-
learning problem. Table 1 summarizes thiem over some related papers in order to give
an idea about current trends.

3.1 Doecument representation

The frequently used document representation in Information Retrieval and text-learning
is the so called 1'I'I DF-vector representation. It is a bag-of-words representation: all
words from the document are taken and no ordering of words or any structure of text is
used (see Figure 1}. Since most of our documents are in HTMI, format, there is a well
defined undezlying structure that could be used. There is also additional information in
plain text, {or example structure of sentences, position of words or neighboring words.
The question is how much can we gain considering additional information in learning
(and what information to consider} and what is the price we have to pay for it? There
is currently no well studied comparison or directions that we are aware of. There is
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Paper reference

Doc. Representation

Feature Selection

Learning

Apté et al. [1]

bag-of-words (frequency)

stop Lt
frequency weight

Decision Rules

Armstrong et al. [2]

bag-of-words (Boolean)

mutual info.

TEFIDF, Winnow, WordStat

Foltw and Dumais [12]

indexing using SVD

Balabanovic et al. [3] | bag-of-words {frequency) stop hist+stemming+- TFIDF
: keep 10 best words
Bartell et al. [4] bag-of-words (frequency) latent semantic —
indexing using SVD
Berry et al. [5] bag-of-words{frequency) latent semantic TFIDF

Cohen [8]

bag-of-words {Boolean)

infrequent words

Decision Rules

pruned IL.P
Joachims [17] bag-of-words (frequency) in/Irequent. words+ TFIDF, PrTFIDF,
mutual mnfo, Naive Bayes
Lewis et al. [23] bag-of-words (Boolean) log Likelihood logistic regression
rat:o combined with Naive Bayes

Maes [24]

bag-of-words+
header info.

mail/news header info.+
selecting keywords

Memory-Based
reasoning

Pazzari et al. [26G]

bag-of-words (Boolean)

stop list+
mutual nfo.

TFIDE, Naive Bayes,
Nearest, Neighbor,
Decision Trees

Sorensen and
Me Elligoit [33], [10]

n-gram graph
(only bigrams)

weighting graph
edges

connectionist combined
with Clenetic Algorithms

Yang [35]

bag-of-words (Boolean,
frequency, TFIDE)

stop list

adapted
k-Nearest Neighbor

Table 1: Document representation, feature selection and learning algorithms used in
some related work.

some evidence in Information Retrieval research, that for long documents, considering
information additional to bag-of-words is not worth efforts. But our documents are
mostly HTMIL-documents on the WWW and they are not especially long!

In the process of using text to learn how to give advice for a hyperlink, different
approaches can be used to decide which part of text to use and how to represent it. Per-
sonal WebWatcher uses an approach similar to that of WebWatcher. In WebWatcher
the bag-of-words representation is used, where considered text consists of underlined
words, words in the sentence containing the hyperlink, words in all the headings above
the hyperlink and words given as keywords by the user [2]. Some later versions of
the WebWatcher system change slightly the way of constructing text for learning, eg.
adding words in the document retrieved behind hyperlink. Many current systems that
learn on text use the bag-of-words representation using either Boolean features indi-
cating if specific word occurred in document (eg. [2], [8], [23], [26], [35]) or frequency of
word in a given document (eg. [11, [3] [4], [5], [17], [35]). There is also some work that
uses additional information such as word position [8] or word tuples called n-grams [33].

We decided to use the bag-of-words representation using frequency of word and
observe success of given advice (whether user selected the advised hyperlink). In case
of poor system performance, some additional information from HTMI-structure could
be added, for example, frequency of word in headlines of a given document. We would

4
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IMigure 1: Bag-ol-words representation using frequency vector.

like to spend time on extracting and using this additional information only when highly
probable that we will gain a decent improvement in system performance. This is
currently under research,

3.2 Feature selection

If we decide to ignore all the additional information and use the bag-of-words approach,
we still end up with several tens of thousands of different words that occur in our
documents. Not only is using all these words time-consuming but also many of them
are not really important for our learning task. One of the approaches to reduce number
of different words is to use “stop-list” containing common English words (eg. a, the,
with) or pruning the infrequent and/or very frequent words ( [8], [17]). There is also the
possibility of word stemming. Many approaches introduce some sort, of word weighting
and select only the best words (eg. [1], [2], [3], [17], [23], [26]) or reduce dimensionality
using latent semantic indexing with singular value decomposition (eg. [4], [5], [12]).
Some of the Machine Learning techniques for feature selection could also be used (eg. [7],
[32], [18]) but most of them take too long in situations with several tens of thousands
of features.

In the current implementation of PWW we weight words using mutual information
between word occurance and class value [34], the same way as used in [2] or [17]. The
research topic is the number of best words to consider and we observe its influence on
classification accuracy and precision of the best suggested hyperlink (see Section 5).
Mutual information assigns higher weight to the words that make better distinction
between interesting and uninteresting documents. One of the practical problems during
classification is that a new document often contains very few or even non of the selected
words. Since we are more interested in positive class (interesting documents) and we
want to have words that are frequent, it might be better to include in the weighting
formula the probability of a word occurring in the positive class or frequency of the
word ([23]) TF(w) log(%%%, where w is a selected word, ¢ is the positive class and
TI'(w) is the frequency of word w.

We plan to make additional experiments using the proposed combined weighting as

[od2
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well as using some other weighting methods. For example, combining a stop list with
weighting words by their frequency and keeping the most frequent words [35] or using
word weighting used in the odds ratio method [27). Odds ratio is the method of docu-
ment ranking according to their relevance for a given problem (eg. being interesting for

user). Ranking of documents is defined as ranking(d, ¢) = log %g’% = log ;gtﬁ)ﬁg g) =
log ;_E;%E:-l_u% = Y wed werght(w) -+ const. Word weight that it defines can be used
for feature selection, weighting all words and selecting words with the highest weight.

This word weight is defined as

p(w)(d - p(w))
(1 — plw))plw)

where p(w) = %ﬁ%ﬂ, where does(¢) is number of documents in class ¢ and F(w)
is the same as p(w) except that ¢ is substituted with & Shaw [28] proposed special
1

handling of singularities in the above formulas for p(w) and p(w), namely, p(w) = oo

werght(w) = log

when T'F(w,¢) = 0 and p(w) =1 — #Ti{;“z" when TF(w, ¢) = #docs(c)

3.3 Learning algorithm

One of the well-established techniques for text in Information Retrieval is to represent
each document as a TFIDF-vector in the space of words that appeared in training
documents [30], sum all interesting document vectors and use the resulting vector as a
madel for classification (based on [29] relevance feedback method). Fach component of
a document vector d¥ = T'F(w;, d)TDF(w;) is calculated as the product of TF (Term
Irequency — number of times word w; occurred in document) and IDFP = Iog:rjﬁ@—
(Inverse document I'requency), where D is the number of documents and document
{frequency DI"(w;) is the number of documents word w; ocenzred in at least once. The
exact formulas used in different approaches may slightly vary (some factors are added,
normalization performed [30]) but the idea remains the same. A new document is
then represented as a vector in the same veclor space as the generated model and
the distance between them is measured (usually defined as a cosine of angle between
vectors) in order to classify the document. This technique has already been used in
Machine Learning experiments on World Wide Web data (eg. [2], [3], [5], [17], [26]).
There are also some other techniques for model generation that have been used
in text-learning. Armstrong et al. [2] used a statistical approach they called Word-
Stat that assumes mutual independence of words and defines probability of class ¢ as
Ple) =1 =Tu(1 = P(c/w)). Pazzani et al. [26] used a Naive {Simple) Bayesian classi-
fler on Boolean vectors, that assumes independence of words and defines probability of
class ¢ for given document doc that contains words w as proportional to P(e)Il,, P(c/w).
They also used Nearest Neighbor and symbolic learning using Decision Trees. A variant
of k-Nearest Neighbor was also used by Yang [35], where relevance of class ¢ given docu-
ment doc iz defined as rel(c/doc) = 325, sumilarity(doc, D) P(c/D;) and similarity is
measured by cosine between vectors and P(c/D;) = yyy Iﬂm;ﬁ;y T (same document
may occur several times being clasgified in different categories). Joachims [17] intro-
duced Probabilistic T'F 1 DF that takes into account document representation © and de-

GGL-PUMO00101633



fines probability of class ¢ for given document doc that contains words w as P(¢/doc) =

Ple)Pl{w/c T o T _ TF(uwe ) _ TFlwdoc
Y iP(C@)P(ﬂ!/C{)P('w/dOC’ ©) where P(w/c) = % and P(w/doc, ®) = W)E

He also used Naive (Simple) Bayesian classifier on frequency vectors, the same as we
used in PWW. 1t assumes independence of words and defines prabability of class ¢ for
given document doc that contains words w as

P(C} H’UJP('UJ/C) TF{w,doc)
P WOC )] =
(C/(]OC) zi ‘P(C'i)H’!UP('?_U/CE')TF('iU,doc)

B . 14T Flw,c) . T . e e I : _
where Plw/e¢) = Foordl S TR TF(w,c) denotes frequency of word w in docu

ments of class ¢ and TF{w, doc) denotes frequency of word w in document doec.

Apté et al. [1] used Decision Rules and observed that in case of different topics
being categories, it is better to select features for each given topic (using stop-list and
frequency weighting) than for all topics at once, even if the set of features is additionally
reduced for each fopic using entropy-based measure to weight features. Cohen [8] used
Decision Rules and the Inductive Logic Programming systems FOTL and FLIPPER.
Lewis and Gale [23] used a combination of a Naive Bayesian classifier and logistic
regression defining probability of class ¢ for given document doc that contains words w
ag I*(e/doc) = em(a-l—bzwiog%}ﬁ%g .

Idewplatdy " log%@%)

Maes [24] used Memory-Based reasoning, McElligot and Sorensen [10], [33] used a
connectionist approach combined with Genetic Algorithms.

We decided to test different learning algorithms on PWW data (see Section 5), since
it is not clear which algorithm is the most appropriate. The current version of PWW
uses a Naive (Simple) Bayesian classifier on frequency vectors to generate a model of
user interests, that is used for advising hyperlinks.

4 Structure of Personal WebWatcher

Personal WebWatcher consists of two main parts: a proxy server that interacts with
the user via Web browser and a learner that provides the user-model to the server
(see Iigure 2). Communication between them is via digk; the proxy saves addresses
of visited documents (URILs) and the learner uses them to generate model of user
interests. The whole system is implemented in approximately 2500 lines of Perl code
and 1500 lines of '+ code.

The proxy server consists of three main parts, each implemented as a Perl script:
proxy (additionally calls external fetcher code to fetch the page}, adviser and clas-
sifier {calls external C*+ code for clagsification). Proxy waits in an infinite loop for
a page request from browser. On request, it fetches the requested document and; if it
is an HMTL-document adds advice and; forwards the decument to the user. To add
advice proxy forwards the page to adviser, that extracts hyperlinks from document
and calls external code for classification that uses generated user-model. A fimited
nuiber of hyperlinks that are scored above some threshold are recommended to the

GGL-PUM00101634



- @)y
page

- —————rr—
reques Proxy ul
visited urls

modified page '““’ﬂ —_—
original
ypet lmks _______________
generated model

Iigure 2: Structure of Personal WebWatcher. The learning part is described separately

:
Z

user, indicating their scores using graphical symbols placed around each advised hy-
perlink, Tor example, in Figure 3 three hyperlinks are suggested by PWW: “Machine
Learning Information Services” and two project members (Dayne Freitag, Thorsten
Joachims). There is a banner at the top of the page showing that PWW is “watching
over the user’s shoulder”.

4.1 Structure of the learning module

Learner works in two versions: learning a new mode] from scratch (LEARNER) or up-
dating an existing model (UPDATER) as shown in Figure 4. The difference is that the
first one has to define the domain (words to be used) and starts learning with an empty
model, while the second one has already defined which words to use in representing doc-
uments as frequency vectors and has an existing model to modify. Both versions fetch
visited documents and documents one step behind the hyperlinks of visited documents
and store them as positive or negative examples of user interests, depending whether
the user visited the document or not (getDoc in Figure 4). Hyperlinks from visited
HTMI-documents are extracted and stored in an extended hyperlink format, the same
that is used by adviser. Fach hyperfink is represented in extended format, taking
into account underlined words, words in a window around a hyperlink and words in all
the headings above the hyperlink. Using hyperlinks represented only with underlined
words is often a bad idea, eg. click here...

Hyperlinks whose documents were visited by the user are considered to be positive
examples, and all the other to be negative examples of the user interests. The idea
is that all hyperlinks were presented to the user and the user chose to visit some of
them that meet her/his interests. This simplification is introduced to minimize users
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Figure 3: Example of HTML-page presented to the user by PWW,

involvement in the learning process and enable learning without asking user for page
rating. We plan to make it optional in some later versions of the system.

LEARNER transforms documents into examples in two phases: (1) {docs2exs and
docs2addexs in Figure4) parsing each document, assigning an index to each word and
representing it in three files as a line of word indices containing: all words, only head-
line words, only underlined words. (2) (exs2vec in Figured) calculating score (eg. in-
formation gain) for each word, selecting some top words and represent documents as
bag-of-words keeping frequency for each of the top words.

UPDATER uses given top words (domain definition) and represent documents as
bag-of-words, the same way LEARNER does (docs2ddexs in Figure 4).

During the model generation{(GGenModel in Figure 4), the systemn can ask for addi-
tional information about some words (stating which kind of information - functions and
on which words - basic attributes). The kind of information it could ask for is specified
as so called background knowledge eg. feature saying how many times a word occurred
in document headlines (genAttr in Figure 4}. This is currently under development.

Learning parl consists basically of eight Perl scripts that call external ¢t code
for model generation/updating. Two scripts integrate parts of LEARNER (UPDATER)
and the other six that are represented with rectangles in Figure 4 (getDaocs, docs2exs,
docs2addexs, exs2vec, genAttr, docs2ddexs). Two additional rectangles in Tigure 4
GenModel, UpdateModel represent CF1 code.
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Iigure 4: Structure of PWW Learner.

4.2 Model of user interests

The model of user interests iz designed to predict if some document is positive or
negative example of user interests. It is used to advice hyperlinks on the ITTMI-
document requested by the user. Since the prediction should be performed while user is
waiting for a HTML-document, we are actually predicting interestingness of docnment
baged on the hyperlink pointing to it, and not document itself (retrieving documents
behind the requested hyperlinks is usually time consuming)

The model of user interests is generated “off-line”, usually during the night and thus
its generation is not so critical in time as its usage for prediction. One of the simplest
idea for learning is to use hyperlinks that occurred on the documents presented to the
user as training examples and learn to predict if & new hyperlink is positive or negative
example of the user intereste:

Usergy, : HyperLink — {pos, neg}

What we use is an extended representation of hyperlink {see Section 4.1}, that tries to
capture information related to the document behind a hyperlink. But during the learn-
ing phase we can afford using more time than when adding advice, so why not retrieving
documents behind hyperlinks, instead of using the extended hyperlink representation?
In that case, we can learn the model of user interests directly from documents whose

10
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interestingness we are trying to predict:
Userpoc : Docwment — {pos, neg}

In this case, we end up with using the model generated from documents to predict
interestingness of hyperlinks. Since our hyperlinks are represented as short HTMIL-
documents (including headlines and some portions of text) it is not so unusual, but we
could also learn a model that predicts document content based on a given hyperlink:

Documentyy, « HyperLink — Document

and then predict interestingness of so predicted document content using the above
described model Userpoc. Our first experiments are in learning the first two models.

5 First experimental results

In order to select a good document representation, feature selection method and learn-
ing algorithm we decide to test different possibilities and compare them. Yince PWW
has to recommend interesting hyperlinks to the user, we are interested in measuring
the precision of cur system on the most highly recommended hyperlink. Precision is
frequently used as a metric in Information Retrieval and it is defined as the percent of
positive suggestions among all suggestions made. In our case, it is either zero (in case
the best suggestion is a negative example and shouldn’t be suggested to the user) or one
(if we made a correct suggestion). We also measured traditional Machine Learning qual-
ity estimate classification accuracy, defined as percent of correctly classified examples
{over all clagses). Both quality estimates are calculated using 10-fold cross validation
technique (sce Iigure 5) using the same example splits for all tested algorithms.

training examples tesling examples

2l cxamples j 243 10 GenMadei m Classify
Genodel .

(¥
=
=

12 9 GenModel _%

average resulis
Figure 5: llustration of 10-fold cross-validation experiments.
In first experiments we observe how vector length (number of features selected) influ-

ences model quality for two learning algorithms: Naive Bayesian classifier on frequency
vector as used by Joachims [17] (see Section 3.3) and k-Nearest Neighbor approach on

11
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frequency vectors using Euclidean distance between examples and suinining class proh-
abilities predicted by k-neighbors. We tested both algorithms on data for documents
behind hyperlinks Userpaoc and data for hyperlinks Usergy, (see Section 4.2). Docu-
ments are currently represented using the bag-of-words approach (see Section 3.1) and
feature selection is performed nsing mutual information approach (see Section 3.2).
Our experiments are performed on data coliected for four users participating in the
HoMENET project [14] with the data characteristics given in Table 2.

Userld and | probability of | number of | data
data source | interestingness | examples | entropy
usrl150101
Doc 0.094 1333 0.449
HL 0.104 2 H28 {(1.480
usr150202
Doc 0.107 3 415 0.492
HL 0.053 4798 0.301
usrls0211
Doc (.089 2 038 0.436
HL 0.044 2221 0.259
usr150502
Daoc (.100 1272 (.468
HL (.100 2 498 0.468

Table 2: Data characteristics for document (Doc) and hyperlink (HL) data for each of
the four HomeNet users.

In all experiments k-Nearest Neighbor achieved slightly higher classification accu-
racy than the Naive Bayesian classifier (see Figures 6, 7, 8, 9), but the difference is
significant only in one out of six experiments {see Figure 8). Adding more than ap-
proximately 50 features doesn’t appear to help for classification accuracy, but it also
doesn’t hurt. High classification accuracy achieved for all four users by k-Nearest Neigh-
bor algorithm is in fact default accuracy if negative class is predicted for all documents.
So what we are really interested in is making good predictions for positive documents,
and that is why we decide to measure precision of the best suggested hyperlink.

Precision varies much more with vector size than classification accuracy (see ig-
ures 10, 11, 12, 13), it actually drops in seven out of eight experiments. Tt seems that
k-Nearest Neighbor is more stable in precision than Naive Bayesian classifier, achieving
higher precision for longer vectors and about the same for up to 100 features, witl:
exception for one user (see Iigure 12}, where the precision of Naive Bayesian classifier
is for most vector sizes 0 for the document model and much better on short vectors
than k-Nearest Neighbor for the hyperlink model.

In order to draw some conclusion about vector size and quality of algorithms, we
need to perform more experiments on different users. These first experiments show
that increasing vector size probably isn’t as beneficial as one could expect and it even
could hurt precision of the best suggestion. There is no evidence that algorithms
differ substantially in classification accuracy, although k-Nearest Neighbor seems to be

12
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Accurany(B}

Accuraay (3}

more promising both in accuracy and precision. If further experiments confirm the
hypothesis that long vectors are not advisable, a closer look at the short vectors (eg.

see Figure 14) should give an idea about number of features that work well for both
accuracy and precision.
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Figure 6: Influence of vector size to classification accuracy of model based on documents
(left} and hyperlinks (right) for the HomeNet project user with id: 150101. Notice that

classification accuracy scale starts at 80% accuracy. Error bars show standard deviation
since accuracy is calculated as average of 10 results.
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(left) and hyperlinks (right) for the HomeNet project user with id: 150202. Notice that
classification accuracy scale starts at 80% accuracy. Error bars show standard deviation
since accuracy is calculated as average of 10 results.
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Abstract

The immense size of the distributed WWW knowledge-base and the dramatic rapid increase in the volume of data on the Internet,
requires techniques and tools that reduce users' information overload and improve the effectiveness of online information access.
Despite the polential benefits of existing indexing, retnieving and searching techniques in assisting users in the browsing process,
little has been done to ensure that the information presented is of a high recali and precision standard. In this position paper we
present a system that reuses the information generated from search engines together with previously developed systems, and adapts
it, by generating user profiles, to better meet the needs and interests of the users by improving recall and precision measures.

Introduction - Background and Motivations

In recent years there has been a well-publicized explosion of information available on the Internet, and a corresponding increase in
usage. This is particularly true of the World-Wide Web (WWW) [Bemers-Lee et al.. 1994] and its associated browsers which allow
relative easy access to the information available, and thus make it accessible to a wider audience. The WWW is a major knowledge
dissemination system that makes the world's staggering wealth of knowledge and experience, stored on server machines scattered
across the internet, accessible to the on-line world.

When people access the web, they are either searching for specific information, or they are simply browsing, looking for something
new or inferesting (often referred to as surfing). The WWW's sheer scale and ifs exponential growth renders the task of simply
finding information, tucked away in some Web site, laborious, tedious, long-winded and time consuming. The (act that a user's time
is valuable and that relevant information might not be accessed, imposes serjous restrictions on the efficient use of the WW'W and
the benefits that users can expect from their interaction. :

It is well documented that traditional search engines provide services which are far from satisfactory [DeBra and Post, 1994,8petka,
1994 Srinivasan et al., 1996]. Users are faced with the problem of these search engines being too generalised and not focused
enough to their real and specific needs. This triggered further research to develop more sophisticated techniques and agent like
systems that make use of the user profile to personalise the service they provide and add value to the information they presented
[Pazzani et al., 1996.Green and Edwards, 1996 Mladenic, 1996.Pazzani et al., 1996].

The Personal Evolvable Advisor (PEA), presented in this position paper, is a system we have developed to reuse information
generated by search engines and utilise previously developed retrieval systems. Conceptually, the PEA is similar to a meta-search
engine, but with the major difference that it employs user profiling to specifically target documents for individual users. In this way
duplication and redundancy of information is significantly reduced, while the real needs and interests of the users are fully addressed
in a more focussed retrieval,

PEA - Current Implementation

Our goal with PEA is to achieve a high recall and high precision performance score on the information presented to the user. Recall
measures how efficient the systemn is at retrieving the relevant documents from the WWW, while precision measures the relevance
of the retrieved set of documents to the user requirements. In order to obtain a high recall execution we make use of the hits returned
by a number of traditional search engines together with the output from retrieval systems that have been previously developed. The
reason for doing this is twofold. Firstly, we could have developed our own search engine and argued that it ulilises the ullimale
retrieval technigues and produced results similar to other systems. However, by making use of what other systems generate, we
ensure that we obtain all the information that all of them would retrieve at the same time, and not have the problem of developing an
ultimate system. Secondly, there are numerous WWW crawlers available, bombarding servers and clogging networks. By using
them, we simply use other systems' knowledge-bases, rather than duplicating it, and move up to the next leve] of the information
“*food chain" [Selberg and Etzioni, 1965], in this way our recall is as good as can be achieved with any current system, On the other
hand in order to add value to the retrieved results and maximise the precision and efficiency with which the system achieves high
recall scores, we generate user profiles to predict and suggest the most suitable information for specific users. Through various
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interactions the system will be able to optimize the targeting and predicting of what users are interested in, thereby improving the
precision factor of the retrieved information.

The processes required by an information retrieval and filtering system include several tasks that PEA decomposes into a number of .
simpler tasks, Figure 1 shows the major components of the system: the WWW and the external systems at the bottom level, the
underlying application software on the next level up, and the GUI at the top.

The WWW is one of the components over which we have no control. It requires no Jocal development, but ifs heterogeneous,
unstructured and uncensored nature causes developers
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Figure 1: PEA Architecture

to face awkward coding situations in order to be able to cater for all the kinds of data found on the WWW. The WW'W can be
assumed to be a very large heterogeneocus distributed digital information database. In order to optimize the management and exploit
the potential of the WWW's vast knowledge-base we require to search and retrieve efficiently and effectively specific information
for users.

The external systems utilised include some of the major search engines and also some other Tetrieving systemms that have been
developed by other research groups[Eichmann and Wu, 1996 Mladenie, 1996,Selberg and Ftzioni, 1995]. They use the WWW as
their source of input and we use their output as the inpud for PEA. All the external systems are considered to be black boxes and
action is taken upon the information they output. Wrappers are used to manage the appropriate and proper handshaking between the
diverse search engines and the other retrieving systems and the application layer.
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Query terms are used fo locate documents and retrieve results from the external systems, These results need substantial re-
formatting as they usually include completely useless information like advertisements, local links and site specific information.

The underlying application layer has the difficult task of performing all the work required, transparently from the user. It makes use
of the information retrieved from the external systems and attempts to improve on the recall/precision metrics mentioned earlier. By
using state-of-the-art external systems we attempt to achieve a high recall rafe, while using a personalised profile with specific
interests for each user, we attempt 1o also achieve a high precision rate.

The three main compenents of the PEA underlying application layer (retrieval agent, profile generator and predicticn agent - Figure
1) perform the necessary work fo satisfy our initial moetivations.

The Retrieval Agent

The retrieval agent, is responsible for aggregating all the hits returned by the external systems. It collates the results, by removing
duplicates and ensuring integrity, and stores the formatted and pre-ranked results as a single list in a local database, known as the
matn index. The Java programming language was employed to develop this pari of the application due to its ease in performing
TCP/IP connections to allow retrieval of documents and their processing. This agent interacts with the external systems via
appropriate wrappers. Every query term is employed by the wrapper which will command the associated system to locate documents
irom ils local index and return related results. These resulls are basically a series of document addresses (URLs - Universal
Resource Locator) which are listed within an IITML page that the external system returns. A scan through the WWW page will
quickly identify the URL links and list them. Some of the links are uscless to the user, so the retrieval agent initially removes
adverts, duplicates, and site specific links. It then analyses the vetted URLs and accesses the document on-line. This will identify
whether the link is still accessible, has moved or been removed completely. If the docanent is valid, then an initial paragraph from
the document is extracted and saved locally in the main database index together with the reference search term, its refererice within
the index, the URT,, and the document title. All these details will be available to the user through the G111, and also to the prediction
agent to identify if the particular document is relevant to a particular user or not.

The Profile Generator

The task that the profile generator sets out to achieve is to analyse each users’ personal index and generate a profile. If users have
different inferests stored in their personal index, then a separate profile is required and generated for each interest. No novel machine
learning technique has been developed for the profile generator. It uses specific techniques previously employed by other similar
systems [Edwards et al., 1995 Green and Edwards, 1996.Pavne and Edwards, 1997]. The difference is that users are able to select
which technique they would like to use to generate their profile, and predict other relevant documents in fiture interactions. This
profile generation utilizes the ferm frequency/inverse document frequency machine learning technique[Salton and MeGill. 1983], but
other machine learning techmiques are being implemented. Profile generating systems like MAGI and UNA, were relatively easy
because specific and fixed fields were provided in the data they were extracling information from. Documents like emait and
USENET news articles have inherently static field holders embedded in them, e.g. “'to", *"from", **date", and *subject". These are
typical examples of anchored features a developer can rely on when designing the filtering procedures, On the other hand, when
considering how to perform the same task on WWW documents (nommally HTML), no fixed fields are provided, Even though
HTMIL version 3 introduced the META tag, which allows authors to specify indexing information; it is unreliable as authors can fail
10 use it. A developer cannot assume that HTML doecuinent authors abide by standard conventional fields within documents e.g. ™
<HTML>", " <TTTLE>", and " <poDy>", due to the weak typing nature of HTML. Despite this, there are many systems that filter
HTML documents e.g. WeblTunter [Lashkari, 19951, LIRA [Balabanovic and Shoham, 1993], Letizia [Lieberman, 1995].
WebWatcher [Armstrong ct al., 1995][Joachims et al.. 1997], SULLA [Eichmann and Wu, 1994], Personal WebWatcher [Mladenic
1996], and others desceribed in [Elzioni and Weld, 1994][Holte and Drummond. 1994] and [Perkowilz and Eizioni, 1995].

‘We assume that normally, when searching or even browsing, a user bookmarks a page of interest and proceads with the activity
he/she was performing. Taking this activity into perspective, all that is required is to take info consideration what the user
bookmarks, and utilise this information to generate the profile. While this method may have problems of over identification, it is
more reliable than asking users fo assign ratings, as it is less demanding on the user's time. Another problem that many of these
HTML filtering systems ignore is that machine learning techniques have a slow learning curve and require a sufficient number of
examples before they can make accurate predictions. As a result a profile generator encounters problems when dealing with
completely new sttuations, Generally this is true for all such systems and as [Maes and K pzierck, 1993] rightly argue, the user and
the profile agent will gradually build up & trust relationship over time. Issues regarding how many profiles to generate for a user -
one specific profile per user, a general profile for a group of users, different profiles for different users or different profiles for the
same users - have been tackled differently. Some profile generators develop the “speeific user profile', especially those systems
which have been produced to cater for specific items like emails or newsgroups, while others specialise in a "specific topic profile,
like WebFind [Monge and Elkan. 1995], MetaCrawler [Selberg and Ftzioni, 1993], PATNT [Oostendorp et al., 1994], and CURRY
[Krishnamurthy and Tsangaris, 1996] which recommend documents to users with the same interests or needs. Other systems, like
Syskill and Webert [Pazzani et al., 1996], leamn a separate profile for each topic of each user. They argue that many users have
multiple interests and it will be possible to learn a more accurate profile for each topic separately since the factors that make one
fopie interesting are unlikely to make another interesting. We take this argument one step further, and argue that what one user finds
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interesting in a specific topie, differs from what another user describes as interesting about the same topic. Therefore, different
profiles need to be generated for every different interest a user has if the predicted resulls are to be focused accurately,

The Prediction Agent

The user interest profile generated by the profile generator will be used by the prediction agent in combination with the extracted
features from decuments in order te predict and suggest new interesting documents to & user. Documents that have been retrieved
and stored within the main index by the retrieval agent will have their features extracted and compared to the profile of each
individual user generated by the profile generator. This is performed on every item a user has shown interest in, and if any of the
documents from the main index happen to fit the user's interests or needs, then they will be eventually suggested to the user the next
time the user logs in (Figure 2). Bach suggestion, if considered interesting, may be explicitly added to the personal database by the
user, or deleted completely. The user might even prefer that he/she is notified, via email, that documents of interest have been
located. The machine learning techniques employed to generate the user profile is also applied to extract features from documents.
In this way the targetted documents reflect, and are consistent, with the specific user profile generated.

Figﬁre i:'..Sikgge';ted Doé{nnents
Evolvability

One final point to make is about the evolvability of PEA. The choice of external systems coupled with the appropriate wrapper
within the retrieval agent, and the machine learning technique employed in the application layer can be selecled from a list of
systems and techniques incorporated in the system. PEA allows this list to be amended and hence other systems and techniques that
might be developed in the future can be easily incorporated. The use of available systems means the system evolves as they evolve,
relatively easily. The only amendments to PEA being if a new wrapper is required.

PEA GUI - An Example
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PEA requires an administrator to manage the general needs and demands of a specific interest group of users. Search terms tailored
to any type of interest group can be initialised by the administrator and furthermore users will be able to suggest any other terms fo
add to the main search list. Documents relevant to the specific area of interest are retrieved and stored by the underlying application
within the main index, and when a user logs-in he/she is able to benefit from the systems' high recall fidelity. Having analysed the
documents, individual users can bookmark and highlight specific items as interesting and appealing. These will be saved inside their
personal database index. At this stage the underlying application plays another important role in attaining precise targeting of
documents to individual users by generating a profile from the personal database index and predicting other documents from within
the main index. Users can decide to add the suggested documents to their personal database index or remove them completely. As
new and suggested documents are entered in the personal database index the user profile becomes more focused and finely tuned, as
a result of which higher preeision results will be achieved.

Related Work

Scveral research systems and commercial off-the-shelf agents have been developed which are similar to our work, but the closest
gystems are the so called metasearch engines. [Selberg and Fizioni, 19957 fed search terms to six major search engines and made use
of the outcome within the MetaCrawler system. A number of front-end metasearch engines have also been introduced on the market,

among them Surfbot@, chCompassg-‘—;j}, WebFerrett:, and WebSeekerE‘i—‘j. These all have very similar capabilities to the
MetaCrawler plus additional features such as monitoring specific documents, verifying links and providing relevance ranking. All
these related systems are only as reliable as the search engines that they depend upon. This means that their recall seore might be
very high because a search is done on many of the most popular search engines on the WWW with a single command, potentially
retrieving all pessible indexed documents. On the other hand, their low precision factor will require the users to check through the
documents returned by the metasearchers to identify which ones are of interest. In our system, this task is performed by the
profile/prediction components within the underlying application, which combines the optimization of both recall and precision.

Concluding Comments

In this position paper we have presented a system, PEA, that adds value to the information traditional search engines and other
melasearch engines generate from the WWW. We argue that by reusing the information outpul from several retrieving/indexing
systems we ensure a high recall score, while generating a specific user profile to predict and target other documents to specific
users, we also ensurc a high prectsion score. Users are able to select their own profile generator/prediction agent from a number of
alternatives, reflecling different machine learning techniques employed. New techniques can be integrated into this evolvable
system by the system administrator, who can also easily maintain the system's resources and update the search terms specific to a
user group. In the future we will be investigating the integration of other machine learning techniques that have been developed and
employed by other systems. This will help us to evaluate which technique is best suited to cater for the needs of different users.
Evaluation of the recall/precision scores is also required to ensure that value is added to the normal services provided by the search
engines and the meta-search engines. This will be done by analysing the feedback given from a group of users who are presently
making use of the system and who will eventually asscss the extent to which the information presented is of high recall/precision

quality.
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