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AUTOMATIC, PERSONALIZED ONLINE
INFORMATION AND PRODUCT SERVICES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation application of U.S, Non-
Provisional application Ser. No. 11/316,785 filed Dec. 22,
2005 now U.8. Pat. No. 7,320,031, which is a continuation
application of U.S. Non-Provisional application Ser. No.
09/597,975 filed Jun. 20, 2000 now U.8. Pat. No. 6,981,040.
Accordingly, this application claims the benefit of U.S. Non-
Provisional application Ser. No. 09/567,975 filed Jun. 20,
2000, which claims the benefit of TS, Provisional Applica-
tion No. 60/173,392 filed Dec. 28, 1999, which are alk herein
incorporated by reference,

FIELD OF THE INVENTION

This invention relates generally to methods for personaliz- 7

ing a user’s interaction with information in a computer net-
work. More particularly, it relates to methods for predicting
user interest in documents and products vsing a learning
machine that is continually updated based on actions of the
user and similar users.

BACKGROUND ART

The amount of static and dynamic information available
today on the Internet is staggering, and continues to grow
exponentially. Users searching for information, news, or
products and services are quickly overwhelmed by the vol-
ume of information, much of it useless and uninformative. A
variety of techniques have been developed to organize, filter,
and search for information of interest to a particular user,
Broadly, these methods can be divided into information fil-
tering techniques and collaborative filtering techniques.

Information filtering techniques focus on the analysis of
item content and the development of a personal user interest
profile. In the simplest case, a user is characterized by a set of
documents, actions regarding previous documents, and user-
defined parameters, and new documents are characterized
and compared with the vser profile. For example, U.S. Pat.
No. 5,933,827, issued to Cele et al,, discloses a system for
identifying new web pages of interest to a user, The user is
characterized simply by a set of categories, and new docu-
ments are categorized and compared with the user’s profile.
1.5, Pat. No. 5,999,975, issued to Kittaka et al., describes an
online mformation providing scheme that characterizes users
and documents by a set of atitibutes, which are compared and
updated base on user selection of particutar documents, 1.8,
Pat, No. 6,006,218, issued to Breese et al., discloses a method
for retrieving information based ot a user’s knowledge, in
which the probability that a user already knows of a document
is calculated based on user-selected parameters or popularity
of the document. U.S. Pat. No. 5,754,939, issued to Herz et
al., discloses a ruethod for identifying objects of interest to a
uset based on stored user profiles and target object profiles.
Other techniques rate documents using the TFIDF (term fre-
quency, inverse document frequency) measure. The user is
represented as a vector of the most informative words in a set
of user-associated documents. New documents are parsed to
obtain a list of the most informative words, and this list is
compared to the user’s vecior to determine the user’s interest
in the new decument,

Existing information filtering techniques suffer from a
numhber of drawbacks. Information retrieval is typically a two
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2

step process, collection followed by filtering; information
filtering technigues personalize cnly the second part of the
process. They assume that each user has a personal filter, and
that every network document is presented to this filter. This
assumption is simply impractical given the current size and
growth of the lmternet, the number of web documents is
expected to reach several billien in the next few years. Fur-
thermore, the dynamic nature of the documents, e.g., news
sites that are continually updated, makes collection of docu-~
merits to be filtered later a challenging task for any system.
User representations are also refatively limiled, for example,
including only a list of informative words or preducts or
user-chosen parameters, and use only a single mede of inter-
action to make decisions about different types of docmments
and interaction modes. In addition, information filtering tech-
niques typically allow for extremely primitive updating of a
user profile, if any at all, based on user feedback to recom-
mended dociments. As a user’s interests change rapidly, most
systems are incapable of providing sufficient personalization
of a user’s expericnce.

Collaborative filtering methods, in contrast, build data-
bases of user opinions of available items, and then predict a
user opinion based on the judgments of similar users. Predic-
tions typically require offline data mining of very large data-
bases to recover association rules and patterns; a significant
amount of academic and industrial research is focussed on
developing more efficient and accurate data mining tech-
niques, The carliest collaborative filicring systems required
explicit ratings by the users, but existing systems are imple-
mented without the user’s knowledge by observing user
actions. Ratings areinferred from, for example, the amount of
time a user spends reading a document or whether a user
purchases a particular product. For example, an automatic
personalization method is disclosed in B. Mobasher et al.,
“Automatic Personalization Through Web Usage Mining,”
Technical Report TR99-010, Department of Computer Sci-
ence, Depaul University, 1999. Log files of documents
requested by users are analyzed io determine usage patierns,
and online recommendations of pages to view are supplied to
users based on the derived patterns and other pages viewed
during the current session.

Recently, a significant number of web sites have begun
implementing collaborative filtering techniques, primarily
forincreasing the number and size of customer purchases, For
example, Amazon.com™ has a “Customers Who Bought”
feature, which recommends books frequently purchased by
customers who also purchased a selected book, or authars
whose work is frequently purchased by customers who pur-
chased works of a selected author. This feature uses a simple
“shopping basket analysis™; items are considered to be related
only if they appear together in a virtual shopping basket. Net
Perceptions, an offshoot of the GroupLens project at the
University of Minnesota, is a company that provides collabo-
rative filtering to a growing number of web sites based on data
mining of server logs and customer transactions, according to
predefined customer and product clusters.

Numerous patents disclese improved collaborative filter-
ing systems. A method for item recommendation based on
automated collaborative filtering is disclosed in U.S, Pat. No.
6,041,311, issued to Chislenko et al. Similarity facters are
maintained for users and for items, allowing predictions
based on opinions of othet users, In an extension of standard
collaborative filtering, item similarity factors allow predic-
tions to be made for a particular item that has not yet been
rated, but that is similar to an item that has been rated. A
method for determining the best advertisements to show to
users is disclosed in U, S, Pat. No. 5,218,014, issued to Rob-
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inson. A useris shown a particularadvertisement based on the
response of a community of similar users to the particular
advertisement. New ads are displayed randomly, and the
community interest is recorded if encngh wsers click on the
ads. A collaborative filtering system using a belief network is
disclosed in U.S. Pat, No. 5,704,317, issued to Heckerman et
al., and allows automatic clustering and use of non-numeric
attribute values of jtems. A multi-level mindpool system for
collaborative filtering is disclosed in U.S. Pat. No. 6,029,161,
issued to Lang et al. Hierarchies of users are generated con-
taining clusters of users with similar propertics.

Collaborative filtering methods also suffer fror a number
of drawbacks, chief of which is their inability to rate confent
of an item or incorporate user context. They are based only on
user opinions; thus an item that has never been rated cannot be
recommended or evaluated. Similarly, obscure items, which
are rated by only a few users, are unlikely to be recommended.
Furthermore, they require storage of a profile for every item,
which is unfeasible when the items are web pages., New items
cannol be automatically added into the database. Changing
pattemns and association rules are not incorporated in real
time, since the data mining is performed offfine, In addition,
user clusters are also static and cannot easily be updated
dynamically.

Combinaticns of information filterding and collaborative
filtering techniques have the potential to supply the advan-
tages provided by both methods. For example, U.S. Pat. No.
5,867,799, issued to Lang et al., discloses an information
filtering method that incorporates both content-based filter-
ing and collaborative filtering. However, as with content-
based methods, the method requires every document to be
filtered as it arrives from the network, and also requires stor-
age of a profile of each document. Both of these requirements
are unfeasible for realistically jarge numbers of documents.
An extension of this method, deseribed in U.S. Pat. No. 5,983,
214, also to Lang et al., observes the actions of users on
content profiles representing information entities. Incorporat-
ing cotlaborative information requires that other vsers have
evaluated the exact content profile for which a rating is
needed.

In smmmary, none of the existing prior art methods main-
tain an adaptive content-based model of a user that changes
based on user behavior, allow for real-time updating of the
model, operate during the collection stage of information
retrieval, can make recommendations tor items or documents
that have never been evaluated, or model a user based on
different modes of interaction.

OBJECTS AND ADVANTAGES

Accordingly, itis a primary object of the present invention
1o provide a method of personalizing nser interaction with
neiwork documents that maintains an adaptive content-based
profile of the user.

It is another object of the invention to incorporate info the
profile vser behavior during different modes of interaction
with information, thus allowing for cross-fertilization, Learn-
ing about the user interests in one mode benefits all other
modes.

It is a further object of the invention to provide a method
that jointly models the user’s information needs and product
needs to provide sironger performance in both medes.

It is an additional object of the invention 1o provide a
method that personalizes both the collection and fillering
stages of information retrieval to manage efficiently the enor-
mous namber of existing web documents,
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It is another object ol the invention to provide a method for
predicting user interest in an ifem that incorporates the opin-
ions of similar users without requiring storage and mainte-
nance of an item profile.

It is a further object of the invention to provide an infor-
mation personalization method that models the user as a
function independent of any specific representation or data
structure, and represents the user interest in a document or
product independently of any specific user information need.
This approach enables the addition of new knowledge sources
into the nser model.

TItis an additional object of the present invention to provide
a method based on Bayesian statistics that updates the user
profile based on both negative and positive examples,

It is a further object of the invention to model products by
analyzing all relevant knowledge sources, such as press
releases, reviews, and articles, so that a product can be rec-
ommended even if i{ has never been purchased or evaluated
previously,

SUMMARY

These objects and advantages are attained by a computer-
implemented method for providing automatic, personalized
information services 1o a user. User interactions witl: a com-
puter are transparently monitored while the user is engaged in
normal use of the computer, and monitored interactions are
used to update nser-specific data files that include a set of
documents associated with the uscr. Parameters of a leaming
machine, which define a User Model specific to the usct, arc
estimated from the user-specific data files. Documents that
are of interest and documents that are not of interest to the
user are treated distinctly in estimating the parameters. The
parameters are used fo estimate a probability P(uld) that a
document is of interest to the user, and the estimated prob-
ability is then nsed to provide personalized information ser-
vices to the user.

The probability is estimated by analyzing properties of the
document and applying them to the learning machine. Docu-
ments of mujtiple distinct media types of analyzed, and iden-
tified properties include: the probahility that the document is
of interest to users who are interested in particular topics, a
topic classifier probability distribution, a product model prob-
ability distribution, product feature values extracted from the
document, the dacument author, the document age, a list of
documents linked te the document, the document language,
number of users who have accessed the document, mumber of
users whe have saved the document in a favorite document
list, and a list of users previously interesied in the document.
All properties are independent of the pasticular user. The
product mode} probability distribution, which indicates the
probability that the document refers to particular products, is
obtained by applying the document properties to a product
model, a learning machine with product parameters charac-
terizing particular products. These product parameters are
themselves updated based on the document properties and on
the product model probability distribution. Product param-
eters are initialized from a set of documents associated with
each product.

User interactions are monitored during multiple distinct
modes of user inleraction with network data, including a
network searching mode, network navigation mode, network
browsing mode, email reading mode, email writing mode,
document writing mode, viewing “pushed” information
mode, finding expert advice mode, and product purchasing
meode. Based on the monitored interactions, parameters of the
learning machine are updated. Learning machine parameters
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define various user-dependent functions of the User Model,
including a user tepic probability distribution representing
interests of the user in various topics, a user product probabil-
ity distributicn representing interests of the user in various
products, a user prodnet feature probability distribution rep-
resenting interests of the user in various features of each of the
varions products, a web site probability disidbution repre-
senting interests of the user in varicus web sites, a cluster
probability distribution representing similarity of the user to
users in various clusters, and a phrase model probability
distribution representing interests of the user in various
phrases. Some of the user-dependent fanctions can be repre-
sented as information theory based measures representing
mutual information between the user and either phrases, top-
ics, preducts, features, or web sites. The product and feature
distributions can alse be used to recommend products to the
user.

The User Model is initiatized from documents provided by
the user, a web browser history file, a web browser bookmarks
file, ratings by the user of a set of documents, or previous
product purchases made by the user, Allernatively, the User
Model may be initialized by selecting a set of predetermined
parameters of a prototype user selected by the user. Param-
eters of the prototype user are updated based on actions of
users similar to the prototype user, The User Model can be
madified based on User Model medification requests pro-
vided by the user. In addition, the user can lemporarily use a
User Made? that is built from a set of predeterinined param-
eters of a profile selected by the user.

Distances between users are calculated to determine simi-
lar users, who are clustered into clusters of similar users.
Parameters defining the User Model may include the calcu-
lated distances between the User Model and User Models of
users within the user’s cluster. Users may also be clustered
based on calculated relative entropy values between User
Models of multiple users,

A number of other probabilities can be calculated, such as
a posterior probability P(uld,q) that the docwmnent is of inter-
est to the user, given a search query submitted by the user.
Estimating the posferior probability includes estimating a
probability that the query is expressed by the user with an
information need contained in the document. In addition, the
probability P(uld,con) that the document is of interest to the
user during a current inferaction session can be caleulated. To
de so, P(u,conld)yP(conld) is calculated, where con repre-
sents a sequence of interactions during the current interaction
session or media content currently marked by the user. A
posterior probability P(uld,q,con) that the docwment is of
interest to the user, given a search query submitted during a
carrent interaction session, can also be caleulated.

A variety of personatized information services are pro-
vided using the estimated probabilities. In one application,
network documents are crawled and parsed for links, and
probable interest of the user in the links is calculated using the
learning machine, Links likely to be of interest to the user are
followed. In another application, the user identifies a docu-
ment, and a score derived from the estimated probability is
provided to the user. In an additional application, the user is
provided with a three-dimensional map indicating user inter-
est in each document of a hyperlinked document collection.
In a further application, an expert user is selected from a
group of users. The expert user has an expert User Model that
indicates a strong interest in a document associated with a
particular area of experfise. Another application includes
parsing a viewed doctument for hyperlinks and separately
estimating for each hypertink a probability that the linked
docament is of interest to the user. In a further application,

25

35

40

45

50

60

65

6

user interest information derived from the User Model 1s sent
to a third party web server thai then customizes its interaction
with the user. Finally, a set of users interested in 2 document
is identified, and a ranpe of interests for the identified uscrs is
calculated.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 is a schematic diagram of a computer system: in
which the present invention is implemented.

FIG. 2 is a block diagram of a method of the present
inventionfor providing personalized product and information
services to a user.

FIG. 3 is a schematic diagram of knowledge sources used
as inputs to the User Model and resulting outputs.

FIGS. 4A-4T fllustrate tables that store different compa-
nenis and parameters of the User Model,

FIG. 5A illustrates a cluster ree containing clusters of
users similar to a particular user,

FIG, 5B is a table that stores parameters of a user cluster
free,

FIG. 6A illustrates a preferred cluster tree for implement-
ing fuzzy or probabilistic clustering,

FIG. 618 is a table that stores parameters of a user fuzzy
cluster tree.

FIG. 7 illustrates a portion of a topic free.

FIG. 8 is a table that stores nodes of the topic tree of FIG.
7.

FIG. 9is atable that stores the names of clusters having the
mest intcrest in nodes of the topic tree of FIG. 7, used to
implement the topic experts model,

F1G. 10 illustrates a portion of a product iree,

FIG. 11 is a table that stores nodes of the product tree of
FIG. 10.

FIG. 12 A 15 a table that stores feature values of products of
the product tree of FIG. 10.

FIG. 12B is a table that stores potential values of product
features associated with intermediate nodes of the product
tree of F1G. 10.

F1G. 13 is a schematic diagram of the method of initializing
the User Model.

FIG. 14 illustrates the user recently accessed buffer, which
records all user interactions with documents.

FIG. 15A is a table for storing sites that are candidates to
include in the user site distribution,

FIG. 15B is a table for storing words that are candidaies to
include in the vser word distribution.

FIG. 16 is a table that records all products the user has
purchased.

FIG. 17 is a schematic diagram of the method of applying
the User Maodel 1o new documents to estimate the probability
of user interest in the document.

FIG, 18 is a block diagram of the personal crawler appli-
cation of the present invention.

FIG. 19 is a block diagram of the personal search applica-
tion of the present invention,

FIG. 20 is a block diagram of the personal navigation
application of the present invention.

FIG. 21 is a block diagram of the document barometer
application of the present invention,

FIG. 22 is a schematic diagram of the three-dimensional
map application of the present invention.

DETATLED DESCRIPTION

Although the following detailed description contains many
specifics for the purposes of illustration, anyone of ordinary




US 7,685,276 B2

7

skill in the art will appreciate that many variations and alter-
ations 1o the following details are within the scope of the
invention. Accordingly, the following preferred embodiment
of the invention is set forth without any loss of generality to,
and without imposing limitations upon, the claimed inven-
tion.

The present invention, referred to as Personal Web, pro-
vides aufomatic, personalized information and product ser-
vices to a computer network user. In particular, Personal Web
is a user-controlled, web-centric service that creates for each
user a personalized perspective and the ability to find and
connect with information on the Infermet, in computer net-
works, and from human experts that best matches lis or her
interests and needs. A computer system 10 implementing
Personal Web 12 is illustrated schematically in FIG. 1. Pet-
sonal Web 12 is stored on a central computer or server 14 on
a computer network, in this case the Internct 16, and interacts
with client machines 18, 20, 22, 24, 26 via client-side soft-
ware. Personal Web 12 may also be stored on more than one
central computers or servers that interact over the network.
The client-side sofiware may be part of a web browser, such
as Netscape Navigator or Microsoft Internet Explorer, con-
figured to interact with Personal Web 12, or it may be distinct
from but interacting with a client browser. Five client
machines are illustrated for simplicity, but Personal Web 12 is
intended to provide personalized web services for a large
number of clients simultanecusly.

For all of the typical inferactions that a user has with a
computer network, such as the world wide web, Personal Web
12 provides a personalized version. Personal Web 12 stores
for each user a User Model 13 that is continuously and trans-
parently updated based on the user’s inferaction with the
network, and which allows for personalization of all interac-
tion modes. The User Model represents the user’s informa-
tion and produet interests; all information that is presented to
the user has been evaluated by the User Model to be of interest
ta the user. The User Model allows for cross fertilization; that
is, information that is learned in cne mode of interaction is
used te improve performance in all modes of interaction. The
User Model is described in detail below.

Five examples of personalized interaction modes provided
by the present invention are ilfustrated in FIG. 1. However, it
is to be understood that the present invention provides for
personalization of all modes, and that the following examples
in no way limit the scope of the present invention. Personal
Web is active during all stages of informmation processing,
including collection, retrieval, filtering, routing, and query
answering.

Client 18 performs a search using Personal Web 12 by
submitting a query and recezving personalized search results.
The personal search feature collects, indexes, and filters
documents, and responds to the user query, all based on the
user profile stored in the User Model 13. For example, the
same query (e.g., “football game this weekend” or “opera™)
submitted by a feenager in London and an adult venture
capitalist in Menlo Park returns different results based on the
personality, interests, and demographics of each user. By
personalizing the collection phase, the present invention does
net require that all network documents be filtered for a par-
ticular user, as does the prior art,

Client 20 browses the web aided by Personal Web 12. In
browsing mode, the contents of a web site are custommized
according to the User Model 13, Personal Web interacts with
a cooperating web site by supplying User Model information,
and a web page authored in a dynamic language (e.g.,
DHTML) is personalized to the user’s profile. In navigation
meode, a personal navigation aid suggests to the user relevant
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links within the visited site or cutside it given the context, for
example, the current web page and previously visited pages,
and knowledge of the user profile.

Client 22 illustrates the find-an-expert mode of Personal
Web 12. The user supplies an expert information or product
need in the form of a sample web page or text string, and
Personal Web 12 locates an expert in the user’s company,
circle of friends, or outside groups that has the relevant infor-
mation and expertise, based on the expert’s User Model 13,
The Iocated expert not only has the correct information, but
presents it in a manner of most interest to the usecr, for
example, focussing on technical rather than business details
of a product,

Client 24 uses the personal pushed information mode of
Personal Web 12. Personal Web 12 collects and presents
personal information to a user based on the User Model 13,
The pushed information is not limited to a fixed or category or
topic, but inchdes any information of interest to the user. In
communities, orgardzations, or group of users, the pushed
information can include automatic routing and delivery of
newly created documents that are relevant to the uscrs.

Finally, client 26 illustrates the product recommendation
mode of Personal Web 12. The user submits a query for
information about a product type, and Personal Web 12
locates the products and related information that are most
relevant to the uset, based on the User Model 13. As described
farther below, product information is gathered from all avail-
ahle knowledge sources, such as product revicws and press
releases, and Personal Web 12 can recommend a product that
has never been purchased or rated by any users,

All of the above features of Personal Web 12 are based on
a User Model 13 that represents user inferests in a document
or product independently of any specific vser information
need, i.e., not related 1o a specific query. The User Model 13
is a function that is developed and updated using a variety of
knowledge sources and that is independent of a specific rep-
resentation or data structure. The underlying mathematical
framewaork of (be modeling and training algorithms discussed
below is based on Bayesian statistics, and in particular on the
optimization criterion of maximizing posterior probabilities,
In this approach, the User Model is updated hased on both
positive and negative training examples. For example, a
search result at the top of the Iist that is not visited by the user
is a negative training example.

The User Model 13, with its associated representations, is
an implementation of a learning machine, As defined in the
art, a learning machine contains tunable parameters that are
altered based on past experience. Personal Web 12 stores
parameters that define a User Model 13 for each user, and the
parameters ate continually updated based on monitored user
interactions while the user is engaged in normal use of a
computer. While a specific embodiment of the learning
machine is discussed below, it is to be understood that any
model that is a learning machine is within the scope of the
present invention,

The present invention can be considered to operate in three
different modes: initiatization, updating or dynamic leaming,
and application. In the initialization mode, a User Model 13 is
developed or trained based in part on a set of user-specific
documents. The remaining two modes are illustrated in the
block diagram of FIG. 2, While the user is engaged in normal
use of a computer, Personal Web 12 operates in the dynamic
learning mode 10 transparently monitor user inleractions with
data {step 30) and update the User Model 13 to rcflect the
user’s current interests and needs. This updating is performed
by updating a set of user-specific data files in step 32, and then
using the data files to update the parameters of the User Model
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13 in step 34. The user-specific data files include a set of
documents and products associated with the user, and moni-
tored user inleractions with data. Finally, Personal Web 12
applies the User Model 13 to unseen documents, which are
first analyzed in step 36, to determine the user’s interest in the
document (step 38), and performs a variety of services based
on the predicted user interest (step 40). In response to the
services provided, the user performs a series of actions, and
these actions are in turn monitored to fisrrther update the User
Model 13.

The {ollowing notation is used in describing the present
invention. The user and his or her associated representation
are denoted with 1, a user query with g, a document with d, a
product or service with p, a web site with s, topic with t, and
a term, meaning a word or phrase, with w. The term “docu-
ment” includes not just text, but any type of media, including,
but not limited to, hypertext, database, spreadsheet, image,
sound, and video. A single document may have cne or mul-
tiple distinct media types, Accordingly, the set of all possible
documents is D, the set of all users and groups is U, the set of
all products and services is B, efc. The user information or
product need is a subset of D or P. Probability is denoted with
P, and a cluster of users or of clusters with ¢, with which
function semantics are used. For example, ¢{c(u)) is the clus-
ter of clusters in which the user u is 2 member (“the grandfz-
ther claster™). Note that an explicit notation of world knowl-
edge, such as dictionaries, atlases, and other general
knowledge sources, which can be used 1o estimate the various
posterior probabilities, is omitted.

A document classifier is a fiunction whose domain is any
docoment, as defined above, and whose range is the continu-
ous interval [0,1]. For example, a document classifier may be
a probability that a document d is of interest to a particular
user or a group of users. Specific document classifiers of the
present invention are obtained using the User Model 13 and
Group Model. The User Mode] 13 represents the user interest
in a document independent of any specific user information
need. This estimation is unique to each wser. In strict math-
ematical terms, given a user u and a document d, the User
Model 13 estimates the probabtlity P(uld). P(uld) is the prob-
ability of the event that the useru is interested inthe document
d, given everything that is known about the document d. This
classifier is extended to include P(uld,con), the probability
that a user is interested in a given document based on a user’s
current context, for example, the web pages visited during a
current interacticn session,

The Group or Cluster Model is a function that represents
the interest level of a group of users in a document indepen-
dently of any specific information need. For example, for the
group of users c{u), the mathematical notation of this prob-
ability, which is determined by applying the Group Model to
a document 4, is P{c(u)ld).

A schematic diagram of the User Model is shown in F1G. 3,
which illustrates the varicus knowledge sourees (in circles)
used as input to the User Model. The knowledge sources are
used to initialize and update the User Model, so that it can
accurately take documents and generate values of user inter-
st in the documents, given the context of the nser interaction.
Note that some of the knowledge sources are at the individual
user level, while others refer to aggregated data from a group
of users, while still others are independent of all users. Also
illustrated in FIG. 3 is the ability of the User Model to esti-
mate a user interest in a given product, represented math-
cmatically as the interest of a user in a particular document,
given that the document describes the product:
P(useridocument, praduct described=n). As explained further
below, the long-term user interest in a product is one of many
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probabilities incorporated into the computation of user inter-
est in all documents, but it can also be incorporated into
estimation of a current user interest in a product.

Beginning at the bottom left of FIG. 3, User Data and
Actions include all user-dependent inputs to the User Model,
including user browser docunients, user-supplied documents,
other user-supplied data, and user actions, such as browsing,
searching, shopping, finding experts, and reading news. Data
and actions of similarusers are also incorporated into the User
Model by clustering allusers info a tree of clusters, Clustering
users aflows estimation of user interests based on the interests
of users similar to the user. For example, if the user suddenly
searches for information in an area that is new to him or her,
the User Model borrows characteristics of User Models of
users with similar interests. Topic classifiers are used to clas-
sify documents automatically into topics according to a pre-
defined topic tree. Similarly, product models determine the
product or product categories, if any, referred to by a docu-
ment. Product models also extract refevant feature of products
from product-related documents. The topic experts input pro-
vides input of vsers with a high intercst in a particular topic,
as measured by their individual User Models. Finally, the
User Model incorporates world knowledge sources that are
independent of all vsers, such as databases of company
names, yellow pages, thesauri, dictionaries, and atlases.

User Model Representations

Given the inputs shown in FIG. 3, the User Model is a
function that may be implemented with any desired data
structure and that is not tied to any specific data strueture or
representaion. The following currently preferred embaodi-
ment of abstract data structures that represent the User Model
13 is intended to illustrate, but not limit, the User Mode} ofthe
present invenfion. Some of the structures hold data and
knowledge at the level of individual users, while others store
aggregated data for a group or cluster of users, Initialization
of the various data structures of the User Model is described
in the following section; the description below is of the struc-
tures themselves.

User-dependent inputs arc represented by components of
the User Model shown in FIGS. 4A-4E. These inputs are
shown as tables for illustration purposes, but may be any
suitable data structure. The user-dependemt components
include an informative word or phrase list, a web site distri-
bution, a user topic distribution, a user product distribution,
and a user product feature distribution. Bach of these user-
dependent data structures can be thought of as a vector of
most informative or most frequent instances, along with a
measure representing its importance to the user.

The informative word and phrase list of FIG, 4A contains
the most informative werds and phrases found in user docu-
ments, along with a measure of each informative phrase or
word’s importance to the user. As used herein, an “informa-
tive phrase” includes groups of words that are not contignous,
but that appear together within a window of a predefined
number of words. For example, if a user is interested in the
1999 Melissa computer virus, then the informative phrase
might include the words “virns” “Melissa,” “security,” and
“IT.” all appearing within a window of 50 words. The sen-
tence “The computer virus Melissa changed the security
policy of many IT departments” corresponds to this phrase.

In additien to the words and phrases, the list contains the
lastaccess time of a document containing each word or phrase
and the total number of accessed documents containing the
words. One embodiment of the informative measure is a word
prebability distribution P(wiu) representing the interest of a
user u in a word or phrase w, as measured by the word’s
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frequency in user documents. Preferably, however, the infor-
mative measure is not simply a measure of the ward fre-
quency in user documents; common words found in many
documents, such as “Internet,” provide little information
about the particular user’s interest. Rather, the mformative
measure should be high for words that do not appear fre-
quently across the entire set of docaments, bat whaose appear-
ance indicates a strong likelibood of the user’s interest in a
document. A preferred embodiment uses the TFIDF measure,
described in Ricardo Baeza-Yates and Berthier Ribeiro-Neto,
Modern Information Retrieval, Addison Wesley, 1999, in
which TF stands for term frequency, and IDF stands for
inverse document frequency. Mathematically, if £, |, denofes
the frequency of the word w in user u documents, and D,
denotes the nurmber of documents containing the word w, then
the importance of a word w to a user u is proportional to the
product f, _-D/D3,,.

A more preferred embodiment of the measure of each
word’s importance uses a mathematically sound and novel
implementation based on information theory principles. In
particular, the measure used is the mutual nformation
between two random variables representing, the user and the
word or phrase. Mutuat information is a measure of the
amount of information one random variable contains about
ancther; a high degree of mutual information between two
randem variables implies that knowledge of one random vari-
able reduces the uncertainty in the other random variable.

For the present invention, the concept of mutual informa-
tion is adapted to apply to probability distributions on words
and documents, Assume that there is a document in which the
user’s interest st be ascertained. The following two ques-
tions can be asked: Does the phrase p appear i the docu-
ment?; and Is the document of interest to the user u? Inta-
itively, knowing the answer 1o one of the questions reduces
the uncertainty in answering the other question. That is, if the
word w appears in a different frequency in the documents
associated with the user u from its frequency in other docu-
ments, it helps reduce the uncertainty in detetmining the
interest of user u in the document.

Through the concept of mutual information, information
theory provides the mathematicat tocls to quantify this intu-
ition in a sound way. For a detailed explanation, see T. Cover
and J. Thomas, Elentents of nformation Theory, Wiley, 1991,
In this embodiment of the informative measure, two indicator
variables are defined. I,, has a value of 1 when the word w
appears in a web document and O when it does not, and I, has
a value of 1 when a web document is of inlerest to the user u
and 0 when it dees not. The mutal information between the
two random variables I, and I, is defined as:

.. Pliy, )
Pliy, iy)logy TG
L "

Mhild= D, 3,

Iypethy (yEly

The probabilities in this formula are computed over a set of
docurments of interest to the uscr and a set of documents not of
interest to the user. For cxample, consider a set of 100 docu-
ments of interest fo the user, and a set of 900 documents not of
interest 1o the wser. Then P{i,=1)=0.1, and P@E,=0)=0.9.
Assume that in the combined set of 1000 documents, 150
contain the word “Bob.” Then P(i,=1)=0.15, and P(i,~0)
=0.85. In addition, assume that “Bob” appears in all 100 of the
documents of interest to the user. P(i, .i,} has the following
four values:
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0 0 BS0/1000
0 1 501000
1 0 /1000
1 1 100/1000

Using the above formula, the mutual information between
the user and word Bob is:

Ut bser) = 850/ 1000Tog [850 1000/ (0.85 % 0.9)] +

50/ 1000log [50/1000/¢0.15+ C.97] +
0/1000i0g [0/ 1000/ (01 0,85)] +
100/ 1000lag {180 1000/ (.15 «0.1)]

=0.16.

Mutual information is a preferred measure for selecting the
word and phrase list for cach user. The chosen words and
phrases have the highest mutual information.

The remaining User Model representations are analo-
gously defined using probability distributions or mutual
information. The web site distribution of FIG. 4B conlains a
list of web sites favored by the user along with a measure of
the importance of each site. Given the dynamic nature of the
Internet, in which individual documents are constantly being
added and deleted, a site is defined through the first backslash
(after the www). For example, the vniform resource locator
(URL) http://www.herring.com/companies/2000 . . . is con-
sidered as www.herring.com. Sites are truncated unless a
specific area within a site is considered a separate site; for
example, www.cnn.com/heatth is considered to be a different
site than www.cnn.com/us. Such special cases are decided
experimentally based on the amount of data available on each
site and the principles of data-driven approaches, described in
Vladimir 8. Cherkassky and Filip M. Mulier, Learning from
Data: Concepts, Theory, and Methods, in Adaptive and
Learning Systems for Signal Processing, Communications
and Control, Stmon Haykin, series editor, Wiley & Sons,
March, 1998, Each site has an importance measure, either a
discrete probabilily distribution, P{slu), representing the
interest of user u in a web sile s, or the mutual information
metric defined above, I(1; L), representing the mutual infor-
mation between the user u and a site s. The web site distribu-
tion also contains the last acoess time and number of accesses
for each site.

FIG. AC illustrates the user topic distributior, which rep-
resents the interests of the user in various topics. The user
topic distribution is delermined from a hierarchical, user-
independent tepic mode], for examplc a topic tree such as the
Yahoo directory or the Open Directory Project, available at
http://dmoz.crg/. Bach eniry in the tree has the following
form:

Computers\Internett WWW\Searching the

Web\Directories\Open Directory Project\

where the topic following a backslash is a child node of the
topic preceding the backslash. The topic model is discussed in
more detail below,

For each node of the topic tree, a probability is defined that
specifies the user interest in the topic. Bach level of the topic
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model is treated distinctly. For example, for the top level of
the topic model, there is & distribution in which

Pt )P =1,

where 1, represents the top level of topics and is the same set
of topics for each user, e.g., technology, business, health, efe,
P (1,10} is the sum of the user probabilities on all top level
topics. For each topic level, t, represeats specific interests of
each user that are not part of any common interest topics, for
instance family and friends® home pages. For lower topic
levels, every node in the tree is represented in the user topic
distribudion by a conditional probability distribution, For
example, if the Technology node splits into Internet, Com-
munication, and Semiconductors, then the probability distri-
bution s of the form;

P(Internetly, Technology)+P(Commnnication |w, Tech-
nology+P(Semiconductors v, Technology )+
(t, 14, Technology)=1

Rather than probabifities, the mutual information metric
defined above may be used; I(I,; 1) represents the mutual
information hetweon the user v and the topic t. An exemplary
data stmcture shown in FIG. 4C for storing the user topic
distribution contains, for each topic, the fopic parent node,
informative measure, last access time of documents classified
into the topic, and number of accesses of documents classified
into the topic. Note that the User Model contains an entry for
every topic in the tree, some of which have a user probability
or mutual information of zero.

The user product distribution of FIG. 4D represents the
interests of the user in various products, organized in a hier-
archical, user-independent structure such as a tree, in which
individnal praducts are located at the leaf nodes of the tree.
The product taxonomy is deseribed in further detail befow.
The product taxonoemy is similar to the topic tree. Each entry
in the tree has the following form:

Consumer Flectronics\Cameras\Webcams\3Com Home-

Connect\

where a product or product category following a backslash is
a child node of a product category preceding the backslash.

Far each node of the product inodel, a probability is defined
that specifies the user interest in that particular produet or
product category. Bach level of the product model is treated
distinctly. For example, for the top level of the product hier-
archy, there is a distribution in which

P, =1,

where p; represents the top leve] of preduct categories and is
the same for each user, e.g., consumer electronics, cormputers,
software, etc. For lower product category levels, every node in
the tree is represented in the user product distribution by a
conditional probability distribution. For example, if the Cam-
eras node splits into Webcams and Digital Cameras, then the
probability distribution is of the form:

P(Webcams|u,Cameras)+P(Digital Camerasiy,Cam-
eras)=1

Rather than probabilities, the mutial information metric
defined above may be used. Then 1(1; 1) represents the
mutwal information between the user u and the product or
product category p, An exemplary data structure for storing
the user product distribution contains, for each product, the
product ID, product parent node, user probability, last pur-
chase time of the product, number of product purchases, last
access time of documents related to the product, and number
of related documents accessed,
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For each product or category on which the user has a
nonzero probability, the User Model contains a user product
feature distribution on the relevant features, as shown in FIG.
4E. Bach product calegory has associated with it a list of
features, and tlie particular values relevant to the user are
stored along wilh a meastre of the value’s importance, such
as a probability P(flu,p} or mutual information measure I(T
L). For example, Webcams have a feature Interface with
possible values Ethernet (10BaseT), Parallel, PC Card, serial,
USD, and TV, Probability values of each feature sum to one;
that is,

P{Lthernet|r,Interface, Webcam }+P{Parallel 1, Inter-
Tace,Webcam }+.P(TC Card I, Interface, Webcam )+
P(serialin, Interface, Webcam)+P(USB [, Inter-
fuve,Webcam )+F(TV v, Intezface, Webcam)=1.

User probability distributions or mutual information mea-
sures are stored for each featmre value of each node. Note that
there is no wser featore value distribution at the leaf nodes,
since specific products have particular values of each feature.

Finally, user-dependent components of the User Model
include elusters of users similar to the user. Users are clus-
tered into groups, forming a cluster {ree. One embodiment of
ausercluster tree, shown in FIG, SA, hard classifies nsers into
clusters that are further clustered. Each user is a member of
one and only one cluster. For example, Bob is clustered into a
cluster c(u), which is further clustered into clusters of clus-
ters, unfil the top level cluster is reached {U). The identity of
the user’s parent cluster and grandfather cluster is stored as
shown in FIG. 5B, and information about the parent chuster is
used as input into the User Model. As described below, clus-
ters are computed directly from User Medels, and thus need
not have a predefined semantic underpinning,

Preferably, the User Mode] does not user hard clusteting,
but rather uses seft or fuzzy clustering, also known as proba-
bilistic clustering, in which the user belongs to more than cne
cluster according to a user cluster distribution P(c(u)). FIG.
6A illustrates fuzzy clusters in a cluster hierarchy, In this case,
Bob belongs to four different clusters according to the prob-
ability distribution shown. Thus Bob is most like the rnembers
of cluster C4, but still quite similar to members of clusters C1,
C2, C3, and C4. Fuzzy clustering is useful for capturing
different interests of a user, For example, a user may be a
small business owner, a parent of a small child, and also an
avid mowmntain biker, and therefore need information for all
three roles. Probabilistic clustering is described in detail in
the Ph.D. thests of Steven I. Nowlan, “Soft Competitive
Adaptation: Neural Network Learning Algorithms Based on
Fitting Statistical Mixtures,” School of Computer Science,
Camegie Mellon University, Pittsburgh, Pa., 1951, A suitable
data structore for representing fuzzy chusters is shown in FIG.
6B. Lach row stores the cluster or user 1D, one parent 1D, and
the cluster probability, a measure of similarity between the
cluster or user and the parent cluster,

Note that all elements of an individual User Mode] for a
user U also apply to a cluster of users c(u). Thus for each
cluster, a Group Model is stored containing an informative
word list, a site distribution, a topic distribution, a group
product distribution, and a group product feature distribution,
each with appropriate measures. For example, P(ple(u)) rep-
resents the interest of a cluster c(u) in various preducts p.

The user-dependent User Model representations also
include auser general information table, which records global
informatjon describing the user, such as the User ID, the
number of global accesses, the nunber of accesses within a
recent time period, and pointers to atl user data structures,

Other knowledge seurces of the User Model are indepen-
dent of the user and all other users. Topic classifiers are used
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fo classify documents into topics according 1o a predefined
topic free, an example of which is illustrated in FIG. 7. A
variety of topic frees are available on the web, such as the
Yahoo directory or Open Directory Project (www.dmoz.org).
A topic classifier is a model similar to the user model that
estimates the probability that a document belongs 1o a topic.
Every node on the topic tree has a stored topic classifier, Thus
the set of all topic classifiers computes a probability distribu-
tion of all of the documents in the set of documents [ among
the topic nodes. For example, the topic classifier in the root
node in FIG. 7 estimates the posterior probabilities P(tld),
where t represents the topic of document d and is assigned
values from the set { Arts, Business, Health, News, Science,
Society}. Similarly, the fopic classifier for the Business node
estimates the posterior probability P(tld, Business), where t
represents the specific fopic of the document d within the
Business category. Mathenatically, this posterior prabability
is denoted P(t{d)=Business\Investing\iti(d)=Business, d),
which represents the probahility that the subtopic of the docu-
ment d within Business is Investing, given that the topic is
Business. The topic tree is stored as shown in FIG. 8, a table
containing, for each nade, the topic I3, depth level, topic
parent ID, number of child nodes, and topic ID of the child
nodes.

The topic experts model estimates the probability that a
document is of interest to users who are interested in a par-
ticular topic, independent of any specific user information
need, Each node of the topic {ree has, in addition to a topic
classifier, a corresponding topic expert function. Note that the
topic classifier and topic expert function are independent; two
documents can be about investing, but one of high interest to
expert users and the other of no interest to expert users. The
topic expert model can be considered an evaluation of the
quality of information in a given document. The assumption
behind the topic experts model is that the degree of interest of
a user in a given topic is his or her weight for predicting the
quality or general inferest Jevel in a document classified
within the particular topic. Obviously there are outliers to this
assumption, for example, novice users. However, in general
and averaged across marny users, this measure is a good indi-
cator of a general interest level in a document. For every topic
in the tree, a list of the N clusiers with the mmost interest in the
topic based on the clusier topic distribution is stored. The
cluster topic distribution is similar to the user topic distribu-
tion described above, but is averaged over all users in the
cluster. An exemplary data structure for storing the topic
experts model is shown in FIG. 9.

Finally, a product model is stored for every node of a
product taxonomy tree, Hlustrated in FIG. 10. Examples of
product taxonomy trees can be found at www.cnet.com and
www.productopia.com, ameng other locations. In any prod-
uct taxonomy tree, the leafnodes, i.e., the bottom nodes of the
tree, correspond to particular products, while higher nedes
represent product categories. Product models are similar to
topic classifiers and User Models, and are used to determine
whether a document is relevant to a particular product or
product category. Thus a product model contains a list of
informative words, topics, and sites. The set of all product
models computes a probability distribution of alt of the docu-
ments in the set of documents D among the product nodes. For
example, the product model in the root pode in FIG. 10
estimates the posterior probabilities P(pld), where p repre-
sents the product referred to in document d and is assigned
values from the set { Consumer Electronics, Computers, Soft-
warc}. Similarly, the product model for the Consumer Elec-
tronics node estimates the posterjor probability P(pld, Con-
sumer Electronics), where p represents the product category
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of the document d within the Consumer Electronics category.
Mathematicaily, this posterior probability is denoted P(p{d)
=Consumer Eleclronics\CD Players\ip(d)=Consumer Elec-
tronics, d), which represents the probahbilitly that the subprod-
uct category of the document d within Consumer Electronics
is CD Players, given that the product category is Consumer
Electronics. The product {ree is stored as shown in FIG. 11, a
table containing, for each node, the topic TD, depth level,
topic parent ID, number of child nodes, and topic ID of the
child nodes.

Hach node of the product tree has an associated product
{eature list, which contains particular descriptive features
relevant to the product or category. Nodes may have associ-
ated feature values; leaf nodes, which represent specific prod-
ucts, have values of all relevant product featcres. Product
feature lists are determined by a human with knowledge of the
domain. However, feature values may be determined auto-
matically form relevant knowledge sources as explained
below.

For example, in the product tree of FIG, 10, CD Players is
the parent nede of the particuiar CD players Sony CDP-
CX350 and Harman Kardon CDR2. The praduct category CD
Players has the following features: Brand, CD Capacity, Digi-
tal Output, Plays Minidisc, and Price Range. Each feature has
a finite mamber of potential feature values; for example, CD
Capacity has potential feature values I Disc, 1-10 Discs,
10-50 Discs, or 50 Discs or Greater, Individoal products, the
child nodes of CD Players, have one value of each feature, For
example, the Sony CDP-CX350 has a 300 disc capacity, and
thus a feature value of 50 Discs or Greater,

Seme product features are relevant to multiple product
categories. In this case, product features propagate as high up
the product tree as possible. For example, digital cameras
have the following product features: PC Compatibility,
Macintosh Compatibility, Interfaces, Viewfinder Type, and
Price Range. Webcams have the following produet features:
PC Compatibility, Macintosh Comipatibility, Interfaces,
Maximnm Frames per Second, and Price Range, Common
features are stored at the highest possible node of the iree;
thus features PC Compatibility, Macintosh Compatibility,
and Interfaces are stored at the Cameras node. The Digital
Cameras node stores only product feature Viewfinder Type,
and fhe Webcams node stores only product feature Maximum
Frames per Second. Note that product feature Price Range is
contmon to CD Players and Cameras, and also Personal Mini-
discs, and thus is propagated up the tree and stored at node
Consumer Electronics.

Individual products at leaf nodes inherit relevant features
from all of their ancestor nodes. For example, Kodak CD280
inherits the feature Viewfinder Type from its parent; PC Com-
patibility, Macintosh Compatibility, and Interfaces from its
grandparent; and Price Range from its great-grandparent. A
product feature list is stored as shown in FIG. 124, and
contains, for each product 1D, the associated feature and its
value. All potential feature values are stored in a product
feature value list, as shown in FIG. 12B.

The system also inciudes 2 document database that indexes
all documents D. The document database records, for each
document, a document ID, the full location (the URL, of the
document), a pointer to data extracted from the document,
and the last access time of the document by any user. A word
database contains statistics of each word or phrase from all
user documents. The word database contains the word ID, full
word, and word frequency in all documents D, used in calcu-
lating informative measures for individual users and clusters.

Tnitialization of User Model
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The User Model is initialized offline using characleriza-
tions of user behavior and/or a set of documents associated
witk the user. Each data structure described above is created
during initialization. In other words, the relevant parameters
of the fearning machine are determined during initialization,
and then continually npdated online during the update mode.

In one embodiment, the user documents for initializing the
User Model are identified by the user’s web browser. Most
browsers contain files that store user information and are used
to minimize network access. In Internet Explorer, these files
are known as favorites, cache, and history files. Most com-
mercial browsers, such as Netscape Navigator, have equiva-
lent fanctionality; for example, bookmarks are equivalent to
favorites. Users denote frequently-accessed documents as
bookmarks, allowing them to be retrieved simply by sclection
from the Hst of bookmarks. The bookmarks file includes for
each listing ifs creation time, last modification time, last visit
time, and other information, Boolunarks of documents that
have changed since the last user access are preferably deleted
from the set of user documents. The Internct Temporary
folder contains all of the weh pages that the user has opened
recently (e.g., within the last 30 days). When a user views a
web page, it is copied 1o this folder and recorded in the cache
file, which contains the following fields: location (URL), first
access time, and last access time (most recent retrieval from
cache), Finally, the history filc contains links to all pages that
the uvser has opened within a set time period.

Alterpatively, the uscr supplics a set of documents, not
included in any browser files, that represent his or her inter-
ests. The User Model can alse be initialized from information
provided directly by the user. Users may fill out forms, answer
questions, or play games that ascertain user inferests and
preferences. The user may also rate his or her interest in a set
of documents provided.

User documents are analyzed as shown in FIG. 13 to defer-
mine initial parameters for the various functions of the User
Model. A similar analysis is used during updating of the User
Model. Note that dering updating, both documents that are of
interestto the user and docnments that are not of inferest to the
user are analyzed and incorporated into the User Model. The
process is as follows. In a first step 82, the format of docu-
mentfs 80 is identified. In step 84, documents 80 are parsed
and separated into text, images and other non-lext media 88,
and formatting. Further processing is applied to the text, such
as stemming and tokenization 10 obtain a set of words and
phrases 86, and information extraction. Through information
extraction, links 90 to other documents, email addresses,
menetary sums, people’s names, and company names are
obtained. Processing is performed using natural language
processing tools such as LingnistX® and keyword extraction
tools such as Thing Finder™, both produced by Inxight (ww-
w.inxight.com). Further information on processing tech-
nigues can be found in Christopher D. Manning and Hinrich
Schutze, Foundations of Statistical Natwral Language Pro-
cessing, MIT Press, 1999. Additional processing is applied to
images and other non-text media 88. For example, pattern
recognition software determines the content of images, and
audio or speech recognition software determines the content
of audio. Finally, doctiment Jocations 94 are obtained.

Parsed portions of the documents and extracted informa-
tion are processed to initialize or update {he user representa-
tions in the User Maodel. In step 96, user informative words or
phrases 98 are obtained from document words and phrases
86. In one embodiment, a frequency distribution is obtained
to calculate a TFIDF measure quantifying user interest in
waords 98, Alfernatively, mutual information is calculated
between the two indicator variables I,, and I, as explained
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above. The set of informative words 98 contains words with
the highest probabilities or mutual information.

In step 100, the topic classifiers are applied to all extracted
information and portions of documents 80 o obtain a prob-
ability distribution P{tid) for each document on each node of
the topic tree. As a result, each node has a set of probabilities,
one for each document, which is averaged to obtain an overall
topic nade probability. The average probabilities become the
initial user topic distribution 102, If desired, mutual informa-
tion between the two indicator variables I, and 1, can be
determined as explained above.

Similarly, in step 104, product models are applied to all
extracted information from documents 80 to classify docu-
ments according to the product taxonomy tree. From user
purchase history 105, additional product probatilities arc
obtajned. Probabilities for each node are combined, weight-
ing purchases and product-related documents appropriately,
to obtain a user product distribution 106. Note that only some
of documents 80 contain product-relevant information and
are used to determine the user product distribution 106. Prod-
uct models return probabilities of zero for documents that are
not product related.

The user product feature distribution 108 can be obtained
from different sources. If a user has a nonzero probability for
aparticular praduct node, then the feature distribution on {hat
node is obtairted from its leaf nodes. For example, if one ofthe
user documents was classified into Kodak DC280 and another
into Nikon Coolpix 950, then the user product feature distri-
bution for the Digital Cameras node has a probability of 0.5
for the feature values corresponding to each camera. Feature
value distributions propagate throughout the user product
feature distributions. For example, if the two cameras are in
the sanie price range, $300-$400, then the probability of the
value $300-$400 of the feature Price Range is 1.0, which
propagates up to the Consumer Electronics node (assuming
that the user has no other product-related documents falling
within Consnmer Flectronics).

Altematively, product feature value distributions are
obtained only from products that the user has purchased, and
not from product-related documents in the set of user docu-
ments. Relevant feature values are distributed as high vp the
free as appropriate. If the user has not purchased a product
characterized by a particular feature, then that feature has a
zero probability. Alternatively, the user may explicitly specify
his orher preferred feature values for each product category in
the nser product distribution. User-supplied information may
also be combined with feature value distributions obtained
from documents or purchases.

Document localions 94 are analyzed (step 110) to obtain
the user site distribution 112. Analysis takes into account the
relative frequency of access of the sites within a recent time
peried, weighted by factors including how recently a site was
accessed, whether it was kept in the favorifes or bookmarks
file, and the number of different pages from a single site that
were accessed, Values of weighting factors are optimized
experimentally using jackknifing and cross-validation tech-
niques described in H. Bourlard and N, Morgan, Connection-
ist Speech Recognition: A Iiybrid Approach, Kluwer Aca-
demic Publishers, 1994,

Note that there is typically overlap among the different
representations of the User Model. For example, anews docu-
ment anncuncing the release of a new generation of Microsoft
servers has relevant words Microsoft and server. In addition,
it is categorized within the product taxonomy under
Microsoft servers and the topic taxonomy under computer
hardware. This document may affect the user’s word list,
product distribution, and fopic distribution. After the User
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Models are initialized for all users, cluster membership can be
obtained. Clusters contain users with a high degree of simi-
larity of interests and information needs. A large number of
clustering algorithms are available; for examples, see K.
Fukunaga, Statistical Pattern Recognition, Academic Press,
1990, As discussed above, users are preferably sofi clustered
into more than one cluster. Preferably, the present invention
uses an algorithin based on the relative entropy measure from
information theory, a measure of the distance between two
probability distributions on the same event space, described
in T. Cover and J. Thomas, Elements of Information Theory,
Chapter 2, Wiley, 1991. Clustering is unsupervised. That is,
clusters have no inherent semantic significance; while a clus-
ter might contain uscrs with a high interest in mountain bik-
ing, the cluster tree has no knowledge of this fact.

In a preferred embodiment, the relative entropy between
two User Model distributions on a fixed set of documents
D, pmpto 18 caleulated. D, .. is chosen as a good representa-
tion of the set of ali documents D. Distributions of similar
users have low relative entropy, and all pairs of users withina
cluster have relative entropy below a threshold value. The
User Model of each user is applied to the documents te obtain
a probability of interest of each user in each document in the
set. The relative entropy between two user distributions for a
single document is calculated for each document in the set,
and then summed across all documents.

The exact mathematical computation of the relative
entropy between twe users is as follows. An indicator variable
L, 1s assigned to 1 when a document d is ef interest to a user
1 and ¢ when it is not. For two users 1, and u, and for any
document d, the relative entropy between the corresponding
distributions is:

Pliid)
Dl ) = S Pliyyglog, bt
skl Z} O Pina)

For example, if P(u, |d)=0.6 and P(u,1d)=0.9, then
Dl 2.5)=0.4 log(0.A/0.1)+0.6 lag(0.6/0.9),

The relative entropy can be converted to a metric D' that
obeys the triangle inequality:

DG By=0. 5% (DD ).

For any two users u, and u,, and for each document in
D, e the metric D' is computed between the corresponding
indicator variable distributions on the document. The values
for all decument are summed, and this sum is the distance
metric for clustering users. This distance is defined as;

Distanceity , ) = Z D'{lag; ”IMZ;‘{,‘)'
7CD ample

An alternative clustering algorithmn computes the relative
entropy between individual vser distributions in the User
Model, for example, between all informative word lists, site
distributions, etc., of each user. The equations are similar to
those above, but compule relative entropy based on indicator
variables such as I, which is assigned a value of 1 when a
word w is of interest 40 a user v. The calculated distances
between individual user distributions on words, sites, topics,
and products are summed o get an overall user distance. This
second aigorithm is significantly less computationally costly
than the preferred algorithin above; selection of an algorithm
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depends on available computing resources, In either case,
relative entropy can atso be compuled between a user and
cluster of users.

Each cluster has a Group or Cluster Model that is analo-
gous to a User Model. Cluster Models are generated by aver-
aging cach compenent of its mernbers” User Models. When
fuzzy clusters are used, components are weighted by a user’s
probability of membership in the cluster.

In some cases, initialization is performed without any user-
specitic information. A user may not have a large bookmarks
file or cache, or may net want to disclose any personal infor-
mation, For such users, prototype users are supplied. A user
can choose one or a combination of several prototype User
Models, such as the technologist, the art lover, and the sports
fan, Predetermined parameters of the selected prototype user
are used to initialize the User Model. Users canalso optto add
only some parameters of a prototypeuser to his or her existing
User Model by choosing the prototype user’s disttibution of
topics, words, sites, etc. Note that prototype vsers, unlike
clusters, are semantically meaningful. That is, protoiype
users are trained on a set of documents sclected to represent a
particular interest. For this reason, prototype users are known
as “hats,” as the user is frying on the hat of a prototype user.

Users can also choose profiles on a temporary basis, for a
particular session only. For example, in 4 search for a birthday
present for his or hier leenage daughter, a venture capitalist
from Menlo Park may be interested in information most prob-
ably offered to teenagers, and hence may choose a teenage
girl profile for the search session.

User-independent components are alsc initialized. The
topic classifiers are trained using the set of ali possible docu-
ments D. For example, D may be the documents classified by
the Open Directory Projectinto its topic tree. Topic classifiers
are similar to a User Model, but with a unimodal topic distri-
bution fuuction (i.e., a lopic model has a topic distribution
value of 1 for itsel{ and 0 for all other topic nodes). The set of
documents associated with each leaf node of the topic tree is
parsed and analyzed as with the user model to obtain an
informative word list and site distribution. When a topic clas-
sifier is applied to a new document, the document’s words and
location are compared with the informative components of
the topic classifier to obtain P(t1d). This process is further
explained below with reference 1o computation of P{uld).
Preferably, intermediate nodes of the tree do not have asso-
ciated word list and sile distributions. Rather, the measures
for the word list and site distribution of child nodes are used
as input to the topic classifier of their parent nodes. For
example, the topic classifier for the Business node of the topic
tree of FIG. 7 has as its input the score of the site of the
document to be classified according to the site distributions of
the topic models of its child nodes, Employment, Industries,
and Investing, The classifier can be any non-linear classifier
such as onc obtained by training a Multilayer Perceptron
(MLP) using jackknifing and cross-validation techniques, as
described in H. Bourlard and N. Morgan, Correctionisi
Speech Recognition: A Hybrid Approach, Kluwer Academic
Publishers, 1994, It can be shown that a MLP can be trained
to estimate posterior probabilities; for details, see J. Hertz, A.
Krogh, R. Palmer, Introduction to The Theory of Newral Com-
putation, Addison-Wesley, 1991,

The topic experts model is injtialized by locating for every
node in the topic tree the N clusters that are of the same depth
in the vser cluster tree as the user, and that have the highest
interest in the topic, based on their cluster topic distribution.
The cluster topic distribution P(tlc{u)) is simply an average of
the user topic distribution P(tlu) for each user in the cluster.
The topic experts model is used to determine the joint prob-
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ability that a document and the topic under consideration are
of interest to any user, P(t,d). Using Bayes’ rule, this tetro can
be approximated by considering the users of the N most
relevant clusters.

P, d) = ) Pl | 1 PG IPL)

=N

The topic experts model is, therefore, not a distinet mode],
but rather an ad hoc combination of user and cluster topic
distributions and tapic madels.

Preduct models are initialized similarly to User Models
and topic classifiers. Each leafnode in the product tree of FIG.
16 has an associated set of documents that have been manu-
alty classified according to the product taxonomy. Thesc
documents are used to train the product model as shown for
the User Model in FIG. 13. As a result, each leaf node of the
product trec contains a set of informative words, a topic
distribution, and a site distribution. Fach node alse contains a
list of features relevant to that product, which is determined
manually. From the documents, values ofthe relevant features
are extracted automatically using information extraction
technigues {0 initialize the feature value list for the product.
For example, the value of the CD Capacity is extracted from
the document. Information extraction is performed on
unstructured text, such as HTML documents, semi-structured
text, such as XMI documents, and structured text, such as
database tables. As with the topic model, a nonlinear fonction
such as a Multilayer Perceptron is used to train the product
madel.

Preferably, as for topic classifiers, intermediate nodes of
the product tree do not have associated word lists, site distri-
butions, and topic distributions. Rather, the measures for the
word list, site distribution, and topic distribution of child
nodes are used as input to the product models of their parent
nodes, Alternatively, each parent node may be trained using
the union of all documents of its child nodes.

Updating the User Model

The User Model is a dynamic entity that is refined and
vpdated based on all user actions. User interactions with
networlc data are transparently monitored while the user is
engaged in normal use of his or her computer. Multiple dis-
tinct modes of interaction ofthe user are monitored, including
network searching, network navigation, network browsing,
email reading, email writing, document writing, viewing
pushed information, finding expert advice, product informa-
tion searching, and preduct purchasing. As a result of the
interactions, the set of user documents and the parameters of
each user representation in the User Model are modified.

While any nonlinear function may be used in the User
Model (e.g., a Multilayer Perceptron), a key feature of the
model is that the parameters are updated based on actual user
reactions te documents. The difference between the predicted
user interest in a document or product and the actual user
interest becomes the optimization criterjon for training the
model.

Through his or her actions, the user creates positive and
negative patierns. Posilive examples are documents of inter-
est to a user: search results that are visited following a search
query, documents saved in the user favorites or bookmarks
file, web sites that the user visits independently of search
queries, etc, Negative examples are documents that are not of
interest to the user, and include search results that are ignored
although appear at the top of the search result, deleted book-
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marks, and ignored pushed news or email. Conceptually,
positive and negative examples can be viewed as additions to
and subtractions from the user data and resources,

Information about each document that the user views is
stored in a recently accessed buffer for subsequent analysis.
The recently accessed bufler includes information about the
document itself and information about the user’s interaction
with the document. One possible implementation of a buffer
is illustrated in FIG. 14; however, any suitable data structure
may be nsed. The recently-accessed buffer contains, for each
viewed document, a dogument identifier (e.g., its URL); the
access time of the user interaction with the document; the
interaction type, such as search or navigation; the context,
such as the search query; and the degree of interest, for
example, whether il was positive or negative, saved in the
bookmarks file, how long the uvser spent viewing the docu-
ment, or whether the user followed any links in the document,
Additional information is recorded for different modes of
interaction with a document as discussed below,

A metric s determined for each document to indicate
whether it is a positive, negative or neutral event; this metric
can potentially be any grade between 0 and 1, where 0 is a
completely negative event, 1 is a completely positive event,
and 0.5 is a neutral event. Previous user interactions may be
considered in computing the metric; for example, a web site
that the user accesses at a frequency greater than a predeter-
mined thresheld frequency is a positive example, After each
addition to or subtraction from the set of user documents, the
document is parsed and analyzed as for the User Model ini-
tialization. Extracted information is incorporated into the
User Model.

Because the User Model is constantly and dynamically
updated, applying the initialization process for each update is
inefficient. Preferably, incremental learning techniques are
used to update the User Model. Efficient incremental learning
and vpdating techniques provide for incorporating new items
into existing statistics, as long as sufficient statistics are
recorded. Details about incremental learning can be found in
P. Lee, Bayesian Statistics, Oxford University Press, 1989.

After a document stored in the recently accessed buffer is
parsed, parsed portions are stered in candidale tables. For
example, FIGS. 15A and 15B illustrate a uset site candidate
table and user word candidate table. The user site candidate
table holds sites that are candidates to move into the user site
distribution of F1G. 4B. The site candidate table stores the site
name, i.e., the URE until the first backslash, except forspecial
cases; the number of site accesses; and the time of last access.
Theuser word candidate table holds the words or phrases that
are candidates to move into the user informative word list of
FI1G. 4A. Tt contains a word or phrase ID, alternate spellings
(or misspellings) of the word, an informative grade, and a
time of last access,

Negative exampies provide words, sitcs, and topics that can
be used in several ways. The measure of any item oblained
from the negative exatnple may be reduced in the user distri-
butian. For example, if the negative example is from a par-
ticular site that is in the user site distribution, then the prob-
ability or mutual information of that site is decreased.
Alternatively, a list of informative negative items may be
stored. The negative jtems are obtained from negative
examples and are used to reduce the score of 4 document
containing negative items.

Documnents are added to the buffer during a1l user modes of
interaction with the computer. Interaction modes include net-
work searching, network navigation, network browsing,
email reading, email writing, document writing, viewing
“pushed” information, finding expert advice, and product
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purchasing. Different types of information are stored in the
buffer for different medes. In network searching, search que-
ries are recorded and all search resulls added to the buffer,
along with whether ornot a link was followed and access time
for viewed search results. In network browsing, the user
browses amorg linked documents, and each document is
added to the buffer, zlong with its interaction time, In emajil
reading mode, each piece of email is considered to be a
document and is added to the buffer. The type of interaction
with the email item, such as deleting, storing, or forwarding,
the sender of the email, and the recipient list are recorded. In
email writing mode, cach piece of written email is considered
adocument and added to the buffer. The recipient of the email
is recorded. Documents written during document writing
mode are added to the buffer. The vscr’s access time with each
piece of pushed information and type of interaction, such as
saving or forwarding, are recorded. In finding expert advice
mode, the user’s interest in expert advice is recorded; interest
may be measured by the interaction fime with an email from
an expert, a user’s direef rating of the quality of information
received, or other suitable measure.

During, a product purchasing mode, a similar buffer is
created for purchased products, as shown in FIG. 16. All
purchased products are used to update the User Model, The
user recently purchased products buffer records for each pur-
chase the product 1D, parent nede in the product tree, pur-
chase time, and purchase source. Purchased products are used
to update the user product distribution and user product fea-
ture distribution.

If the vser feels that the User Model is not an adequate
representation of him or her, the user may submit user modi-
fication requests. For example, the user may request that
specific web sites, topics, or phrases be added to or deleted
from the User Model.

User Models for prototype users (hats) are alse updated
based on actions of similar users. Obviously, it is desirable for
prototype User Models to reflect the current state of the rep-
resentative interest. New web sites appear constantly, and
even new informative words appear regularly. For example,
technolegy-related words are introduced and widely adopted
quile rapidly; the word list of the Technologist hat should be
updated to reflect such changes.

Prototype User Models are updated using actions that are
related to the prototype. Actions include documents, user
reactions to documents, and product purchases. There are
many ways o determine whether an action is relevant to the
prototype user. A document that is a positive exaraple for
many users (i.e., a followed search result or bookmarked
page) and also has a high probability of interest to the proto-
type user is added to the set of prototype user documents,
Actions of users or clusters who are similar to the prototype
user, as measured by the relative entropy between individual
distributions (words, sites, eic.), are incorporated into the
prototype User Model. Additions to the prototype User Model
may be weighled by the relative cntropy between the user
performing the action and the prototype user. Actions of
expert users who have a high degree of interest in topics also
of interest to the prototype user are incorporated inte the
prototype User Model.

Note that users who are lrying on hats are not able to
change the prototype User Model. Their actions affect their
own User Models, but not the prototype User Model. Updates
to the prototype User Model are based only on actions of users
who are not currently trying on hats.

Product models are also continually updated using incre-
mental learning fechniques. As described below, the present
invention includes crawling network documents and evalaat-
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ing each document against User Models. Crawled documents
are also evaluated by product medels. Documents that are
relevant to & particular product, as determined by the com-
puted probability P(pld), arcused to update its product model.
If a document is determined to be relevant, then each compo-
nent of the product model is updated accordingly. Tn addition
to the parsing and analysis performed for user documents,
information extraction techniques are employed to derive
feature values that are compared against feature values of the
product model, and alse incorporated into the feature value
list as necessary. New products can be added to the product
tree at amy lime, with characteristic product feature values
extracted from all relevant documents. Relevant documents
for updaling product models include product releases, discus-
sion group entries, product reviews, news articles, or any
other type of document.

By employing dynamically updated produet models, the
present invention, in contrast with prior art systems, provides
for deep analysis of all available product information 1o create
a rich represcntation of products. The interest of a user in a
product can therefore be determined even if the product has
never been purchased before, or if the product has only been
purchased by a very small number of users.

Applying the User Model to Unseen Documents
The User Model is applied to unseen documents to deter-

mine the probability that a document is of interest 1o the uscr,
or the probability that a docmment is of interest to auserina
particular context. The basic finctionality of this determina-
tion is then used in the various applications described in
subsequent sections to provide personalized information and
product services to the user.

The process of estimating user inferest in a particular
unseen document 120 is ilfustrated in FIG. 17. This process
has the following three steps:

1. Preprocessing the document as for injtialization (step 122).

2. Caleulating an individual score for the document for each
element of the vser representation {e.g., topic distribution,
word list).

3. Non-linearly combining (124) individual scotes into one
score 126, the probability that the user is interested in the
unseen document, P(uld),

The second step varies for each individual score. From the
parsed text, the words of the document 120 are intersected
with the waords or phrases in the nser informative word list
128. For every word or phrase in common, the stored mutual
information between the two indicator variables 1,, and 1,, is
summed to obtain the word score. Alternatively, the TFIDF
associated with the word are averaged for every common
word or phrase. The location score is given by the probability
that the document site is of inlerest to the user, based on the
user site distribution 130

The topic classifiers 132 are applied to document 120 to
determine the probability that the dociument relates to a par-
ticular topic, P(tid). The user topic score is oblained by com-
puting the refative entropy between the topic distribution
P(tld) and the user topic distribution 134, P(thu). After the
document has been classified into topics, the topic expert
models 136 are applied as described above to determine a
score reflecting the interest of users that are experts in the
particular topics of this document.

Similarly, the product models 138 are apphied to document
120 to determine which products or product categories it
describes, P(pld). From the document product distribution,
the product score is obtained by computing the relative
enfropy between the document product distribution and user
product distribution 140, P{plu). For each product having a
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nonzero value of P(pld), its feature values are given by the
product model. The user’s measures on each of these feature
values, found in the user product feature distribution 141, are
averaged to obtain a product feature score for each relevant
produet. Product feature scores are then averaged to obtain an
averall product feature score.

The cluster models 142 of clusters to which the user
belongs are applied to the document to obtain P(e(u)id). This
group model represents the average interests of all users in the
cluster. Conceptually, the cluster model is obtained from the
union of all the member users’ documents and product pur-
chases. Practically, the cluster model is computed from the
User Models by averaging the different distributions of the
individuat User Moedels, and not from the docunents ot pur-
chases themselves. Note that in a recursive way, all users have
some impact (relative to their similarity to the user under
discussion) on the user score, given that P{c(n)id)) is esti-
mated vsing P{c(c(u)}ld) as a knowledge source, and s0 on.

Finally, world knowledge (not shown) is an additional
knowiedge source that represents the interest of an average
user in the document based only on a set of predefined factors.
World knowledge factors include facts or knowledge about
the document, such as links pointing to and from the docu-
ment or metadata about the document, for example, its author,
publisher, time of publication, age, or language. Alsc
included may be the number of users who have accessed the
document, saved it in a favorites list, or been previously
interested in the document. World knowledge is represented
as a prabability between 0 and 1.

In step 124, all individua! scores are combined to obiain a
composite user score 126 for document 120. Step 124 may be
performed by training a Multilayer Perceptron using jack-
knifing and cross-validation techniques, as described in H,
Bourlard and N. Morgan, Connectionist Speech Recognition:

A Hybrid Approach, Kluwer Academic Publishers, 1994, 1t -

has been shown in J. Hertz et al,, Introduction o The Theory
of Neural Computation”, Addison-Wesley, 1991, that a Mul-
tilayer Perceptron can be trained to estimate posterior prob-
abilities.

The context of & user’s interaction can be explicitly repre-
sented in calculating the user interest in a document. It is not
feasible to update the user model afier every newly viewed
document or search, but the User Model can be updated
effectively instantaneously by incorporating the context of
user interactions. Context includes content and location of
documents viewed during the current interaction session, For
example, if the user visits ten consecutive sites pertaining to
computer security, then when the User Model estimates the
interest of the user in a document about computer secority, it
is higher than average. The probability of user interest in a
documem within the current context con is given by:

Plu, conld)

Pluld, con) = m

Tn some applications, individual scores that are combined
in step 124 are themselves useful. In particular, the probabil-
ity that a user is interested in & given product can be used to
suggesl product purchases 1o 2 user. 1f a user has previously
purchased a product, then the User Model contains a distri-
bution on the product’s features. If these features propagate
fur up the produet tree, then they can be used to cstimate the
probability that the user is interested in a different type of
product characterized by similar features. For example, if the
user purchases a digital camera that is Windows compatible,
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then the high probability of this compatibility feature value
propagates up the tree to a higher nade. Clearly, all computer-
related purchases for this user should be Windows compat-
ible. Every product that is a descendent of the node to which
the value propagated can be rated based on its compatibility,
and Windows-compatible products have a higher probability
of being of interest to the user,

The Iong-term interest of a user in products, represented by
P(phu), 1s distinct from the user’s immediatc intcrest in a
product p, represented as P(uld, product described=p). The
user’s immediate interest is the value used to recommend
products to a user. Note that P(plu) does not incorporate the
user’s distribution on feature values. For example, consider
the problem of evalvaiing a user’s interest in a particular
camera, the Nikon 320. The user has never read any docu-
ments describing the Nikon 320, and so P(Nikon 320u1)=0,
However, the user’s feature distribution for the Cameras node
indicates high user inferest in all of the feature values char-
acterizing the Nikon 320,

When a given product is evaluated by the User Model, the
following measures are combined to obtain P(uld, product
described=p): the probabilities of the product and its ancestor
nodes from the user product distribution, P{plu); an average
of prebabilities of each feature value from the user product
feature distribution, P(flu,p); a probability from the user’s
clusters’ product distributions, P{fle(w)}; and an average of
probabilities of feature values from the cluster’ product fea-
tire distributions, P(fle(u),p). The overall product score is
determined by non-linearly combining all measures. The
cluster model is particularly useful if the user does not have a
feature value distribution on products in which the user’s
interest is being estimated.

Applications

The basic function of estimalting the probability that a user
is interested in a document or product is exploited to provide
different types of personalized services to the user. In each
type of service, the user’s response to the service provided is
monitored to obtain positive and negative examples that are
used to update the User Model. Example applications are
detailed below. However, it is to be understood that all appli-
caticns employing a trainable User Model as described above
are within the scope of the present invention.

Personal Search

In this application, both the collection and filtering steps of
searching are personalized. A set of documents of interest to
the user is collected, and then used as part of the domain for
subsequent searches. The collected documents may alse be
used as part of the user documenits to update the User Model.
The collection step, referred 10 as Personal Crawler, is illus-
trated schematically in FIG- 18, A stack 170 is initialized with
documents of high interest to the user, such as documents in
the bookmarks file or documents specified by the user. If
necessary, lhe stack documents may be selecied by rating
each document in the general document index according to
the User Model. The term “stack’ refers to a pushdown stack
as described in detail in R. Sedgewick, Algorithms in C++,
Parts 1-4, Addison-Wesley, 1998,

In step 172, the crawler selects a document from the top of
the stack 1o begin crawling. The document is parsed and
analyzed {step 174) to identify any links fo other documents.
Ifthere are links to other documents, each linked document is
scored using the User Model (176). If the linked document is
of interest to the user (178), i.e., if P(uld) exceeds a threshold
level, then it is added to the stack in step 180, and the crawler
contimues crawling from the linked document (step 172), If
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the document is not of interest fo the user, then the crawler
selects the next document on the stack to continue crawling.

The subseguent searching step is illustrated in FIG. 19, In
response to a query 190, a set of search results is located from
the set contaiing all documents D and user documents
obtained during personal crawling. The results are evaluated
using the User Model {(194) and sorted in order of user interest
(196), so that the most interesting documents are listed first.
The user reaction fo each document in the search results is
monitored. Monitored reactions include whether or not a
document was viewed or ignored and the time spent viewing
the decurment. Documents to which the user responds posi-
tively are parsed and analyzed (200) and then used to update
{he User Model (202) as described above,

The role of the User Model in fillering the search results in
step 194 is based on Bayesian statistics and pattern classifi-
cation theory. According to patiern classification theory, as
detailed in R. Duda and P. Hart, Pattern Classification and
Secene Analysis, Wiley, 1973, the optimal search result is the
one with the highest postetior probabilily. That is, the optimal
result is given by:

MaaPlulg, d),

where P(ulq,d) is the posterior probability of the event thata
document d is of interest to a user u having an information
need q. This probability can be expressed as:

Plgld, WPl d)

uied=""pg1a

The term P(uld) represents the user interest in the docu-
ment regardiess of the current information need, and is cal-
culated using the User Model. The term P(qld,u) represents
the probability that a user u with an information need of d
expresses it in the form of a query g. The term P{qld) repre-
sents the probability that an average user with an information
neced of d expresses it in the form of a query q. One possible
implementation of the latter two terms uses the IMidden
Markov Model, described in Christopher 1. Manning and
Hinrich Schutze, Foundations of Statistical Natural Lan-
guage Processing, MIT Press, 1599,

Search results may also be filtered {aking into account the
context of user inferactions, such as content of a recently
viewed page or pages. When the context is included, the
relevant equation is:

Plg|d, u, comPlu| d, con)
Pig|d, con)

P g, d, cony=

0

where P(uld,con) is as described above.

The Personal Crawler is also used to collect and index
documents for product models. Collected documents are
parsed and analyzed to wpdate product models, particularly
the list of product feature values, which are extracted from
collected documents using information extraction tech-
niques.

In general, searches are performed to retrieve all doco-
ments from the set of indexed documents that maich the
search query. Alternatively, searches can be limited to prod-
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uct-related documents, based on either the user’s request, the
particular scarch query, or the user’s context. For example, a
uset is interesied in purchasing a new bicycle. In one embodi-
ment, the user selects a check-box er other graphical device to
indicate that only product-related documents shonld be
retrieved. When the box is not checked, a search query
“bicycle” returns sites of bicycle clubs and newsletters. When
the box is checked, only decuments that have a nonzero
product probabitity (P(pld))en specific products are returned.
Such documents inclode product pages from web sites of
bicycle manuvfacturers, product reviews, and discussion
group entries evaluating specific bicycle madels.

Alternatively, the search query itself is used to determine
the type of pages to retorn. For example, a query “bicycle”
again returns sites of bicycle clubs and newsletters. However,
a query “canmondale bicycle” or “cannondale” returns only
product-related pages for Cannondale bicycles. Alternatively,
the user’s context is used to determine the type of pages to
refurn. If the last ten pages viewed by the user are product-
related pages discussing Cannondale bicycles, then the query
“bicycle” returns product-related pages for all brands of
bicycles that are of interest to the user, as determined by the
User Model, In all three possible einbodiments, within the
allowable subset of documents, the entire docurment is evah-
ated by the User Model 1o estimate the probability that the
user is interested in the document.

Searches may alsa be performed for products directly, and
not for product-related documents, Results are evaluated
using only the user product distribution, user product feature
distribution, and product and feature distributions of the
user’s chusters, as explained above. In general, product
scarches are performed only at the request of the user, for
example by selecting a “product search” tab nsing a mouse or
other input device. A user enfers a product category and
particular feature values, and a list of products that are esti-
mated to be of high interest to the user is returned. The uscr is
returned some form of list of most interesting products. The
list may contain only the product name, and may include
descriptions, links to relevant documents, images, or any
other appropriate information.

Personal Browsing and Navigation

The present invention personalizes browsing and naviga-
tion in a variety of different ways. T the personal web sites
application, web sites located on third party servers are writ-
ten in a script langnage that enables dyramic tailoring of the
site 1o the user interests, Parameters of the User Model are
transfetred to the site when a user requests a particular page,
and only selected content ot links are displayed to the user. In
one embodiment, the site has differcnt content possibilities,
and each possibility is evaluated by the User Model. For
example, the CNN home page includes several potential lead
articies, and onty the one that is most interesting to the vser is
displayed. In a second embodiment, links on a page are shown
only if the page to which they link is of inlerest to the user. For
example, following the lead article on the CNN home page
are links to related articles, and only those of interest 1o the
user are shown or highlighited. One single article has a variety
of potential related articles; a story on the Microsoft trial, for
example, has related articles exploring legal, technical, and
finaneial ramifications, and only those meeting the user’s
information needs are displayed.

The personal links application is iltustrated in FIG. 20. In
this application, the lryperlinks in a document being viewed
by the user are graphically altered, e.g., in their color, 10
indicate the degree of interest of the linked documents to the
use. As a user views a document (step 210), the document is
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parsed and analyzed (212) to locate hypertinks to other docu-
menis. The linked documents are located in step 214 (but not
shown to the user), and cvaluated with the User Model (214)
1o estimate the user’s interest in each of the linked documents,
In step 216, the graphical representation of the linked docu-
ments 1s altered in accordance with the score compuied with
the User Medel. For example, the links may be color coded,
with red links being most interesting and blue links being
least interesting, changed in size, with large links being most
inieresting, or changed in transparency, with uninteresting
links being faded. If the user follows one of the interesting
links (218), then the process is repeated for the newly viewed
document (216).

The personal related papes application locates pages
related to a viewed page. Upon the user’s request (e.g., by
clicking a button with a mouse pointer), the related pages are
displayed. Related pages are selected from the sct of user
documents collected by the personal crawler, Implementation
is similar to that of the personal search application, with the
viewed page serving as the query. Tlms the relevant equation
becomes

Plpage|d, )Pu}d)

Plpage, d) = = e 1@y

)

with P(pageld,u) representing the probability that a user u
with an information need of document d expresses it in the
form of the viewed page page. P(pageld) represents the prob-
ability that an average vser with an information need of docu-
ment d expresses it in the form of the viewed page page. These
terms can be calculated using the Hidden Markov Model.

Alternatively, related pages or sites may be selected
according to the cluster model of clusters to which the user
belongs. The most likely site navigation from the viewed site,
based on the behavior of the chuster members, is displayed to
user upon request.

Related pages are particularly useful in satisfying product
information needs. For example, if the user is viewing a
product page of a specific printer on the manufacturer’s web
site, clicking the “related pages” button returns pages com-
paring this printer to other printers, relevant newsgroup dis-
cussions, or pages of comparable printers of different manu-
facturers. All returned related pages have been evalvated by
the User Model to be of interest to the user.

Find the Experts

In this application, expert users are located who meet a
particular information or product need of the user. Expert
users are users whose User Mode! indicates a high degree of
interest in the information need of the user. The information
need is expressed as a document or product that the user
identifies as representing his or her need. In this context, a
document may be a full document, & document excerpt,
including paragraphs, phrases, or words, the top result of a
search based on a user query, or an email message requesting
help with a particular subject. From the pool of potential
experts, User Models are applied to the document or preduct,
and users whase probability of interest in the document or
product exceeds a threshold level are considered expert users.

The pool of experts is specified either by the user or in the
system. For example, the pool may include all company
entployees or users who have previously agreed to help and
advise olher users. When users request expert advice about a
particular product, the expert may be chosen from the product
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manufacturer or from users who have previously purchased
the product, or from users participating it discussion groups
about the product.

A protocol for linking users and identified experts is detet-
mined, For example, the expert receives an email message
requesting that he or she contact the nserin need of assistance.
Alternatively, all user needs are organized in a taxonomy of
advice topics, and an expert searches for requests associated
with his or her topic of expertise.

Personal News

This application, also known as personal pushed informa-
tion, uses the personal crawler illustrated in FIG. 18, From all
documents collected within a recent time period by the user’s
crawler oruser’s clusters’ crawlers, the most interesting ones
are chosen according to the User Model. Collection sources
may also be documents obtained from news wires of actions
of other users. Documents are sent to the user in any suitable
manner. For example, users receive email messages contain-
ing URLs of interesting pages, or links are displayed on a
personal web page that the user visils.

Personalization Assistant

Using the User Model, the Personalization Assistant can
transform any services available on the web into personalized
services, such as shopping assistants, chatting browsets, or
malchmaking assistants.

Document Barometer

The documnent barometer, or Page-O-Meter, application,
illustrated in FIG. 21, finds (he average interest of a large
group of users in a document. The barometer can be nsed by
third parties, such as marketing or public relations groups, 1o
analyze the interest of user groups in sets of documents,
advertising, or sites, and then modify the documents or target
advertising at particular user groups. The application can
instead report a score for a single user’s inferest in a docu-
ment, allowing the user to determine whether the system is
properly evaluating his or her interest. If not, the user can
make user medification requests for individual elements of
the User Model. From individual and average scores, the
application determines a specific user or users interested in
the document.

Referring to FIG, 21, a document 220 is parsed and ana-
lyzed (222) and then evaluated according to a set of N User
Models 224 and 226 through 228. N includes any number
greater than or equal to one. Theresulting scores from all User
Models are combined and analyzed in step 230. In one
embodiment, the analysis Incates users having maximum
interest in decument 220, or interest above a threshold level,
and returns a sorted list of interested users (232). Alterna-
tively, an average score for document 220 is calculated and
returned (234). The average score may be for all users or for
users whose interest exceeds a threshold interest level, The
range of interest levels among all users in the group may also
be reported.

An analogous product barometer calculates user interest in
a product. The product barometer computes a score for an
individual user or group of users, oridentifies users having an
interest in a product that exceeds a threshold level. Third party
organizations user the product barometer to target marketing
efforts fo users whe are highly likely to be interested in
particular products.

31D Map

FIG. 22 illustrates a three-dimensional (3D) map 240 of the
present invention, in which rectangles represent documents
and Tines represent hyperlinks between documents. A user
provides a set of hyperlinked documents, and each document
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is scored according to the User Model. An image of 3D map
240 is returned to the user. 3D map 240 contains, for each
document, a score reflecting the probability of interest of the
user in the document.

Product Recommendations

A user’s online shopping experience can be personalized
by making use of the user’s overall product score described
above, P(uld, product deseribed=p). Products that are of kigh
interest to the user are suggested to him or her for purchase.
When a user requests information for a specific product or
purchases a product, related products are suggested (up-scll).
Related product categories are predetermined by a human,
but individual products within related categories are evalo-
ated by the User Model before being suggested to the user,
The related products are given to the user in a list that may
contain images, hyperdinks fo documents, or any other suit-
able information. For example, when a user purchases a
server, a list of relevant backup tapes are suggested to him or
her for purchase. Suggested products may have feature values
that are known to be of interest {o the user, or may have been
purchased by other members of the user’s cluster who also
purchased the server. Related product suggestions may be
made at any time, not only when a user purchases or requests
information about a particular product. Suggested products
may be related to any previously purchased products.

Similarly, competing or comparable products are sug-
gested to the user (cross-setl). When the user browses pages
of a particular product, or begins to purchase a product, prod-
ucls within the same product category are evaluated to esti-
mate the user’s interest in them. Products that are highly
interesting to the user are recommended, The user might
intend to purchase cne product, but be shown products that
are more useful or interesting to him or her.

It will be clear to one skilled in the art that the above
embodiments may be altered in many ways without departing
from the scope of the invention. Accordingly, the scope of the
invention should be determined by the following claims and
their legal equivalents.

‘What is claimed is:
1. A computer-implemented methed for providing person-
alized information services to a user, the method comprising;

{ransparently monitoring user interactions with data while
the user is engaged in normal use of a browser program
running on the computer;

analyzing (he monitored data to determine documents of
interest to the user;

estimating parameters of a user-specific learning machine
based at least in part on the documents of interest to the
user;

receiving a search query from the user;

redrieving a plurality of documents based on the search
query;

for each retrieved document of said plurality of retrieved
documents: identifying properties of the retrieved docu-
ment, and applying the identified properties of the
retrieved document to the user-specific Iearning
machine to estimate a probability that the retrieved
document is of inlerest to the user; and

using the estimated probabilities for the respective plural-
ity of retrieved doctments to present at least a portion of
the retrieved decuments fo the user.

2. The method of claim 1, further comprising presenting to

said user a list of said portion of the retrieved documents.
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3. The method of claim 1, wherein transparenily monitor-
ing user interactions with data comprises monitoring user
interactions with data during multiple different modes of user
interaction with network data.

4. The method of claim 3, wherein the multiple different
meodes of user interaction comprise a plurality of modes
selected from the group consisting of a network searching
mode, a network navigation mode, and a network browsing
mode,

5, Themethod of claim 1, further comprising analyzing the
monitored data to determine documents not of inferest to the
user, and wherein estimating parameters of a user-specific
learning machine further comprises estimating parameters of
a user-specific learning machine based at least in part on the
documents not of interest to the user.

6. The method of claim 1, wherein monitoring user inter-
actions with data for a doctunent comprises monitoring at
least one type of data selected from the group consisting of
information about the document, whether the user viewed the
document, information about the user’s interaction with the
document, context information, the user’s degree of interest
in the document, time spent by the user viewing the docu-
ment, whether the user followed at least one link contained in
the document, and a number of links in the document fol-
lowed by the user.

7. The methed of claim 1, wherein said plurality of
retrieved documents correspond to a respective plurality of
products.

8. The method of claim 7, wherein using the estimated
probabilities to present at least a portion of the retrieved
documents to the user comprises presenting at least a portion
of said products to the user.

9. The method of claim 1, wherein said search query per-
tains to a product of interest to the user, and wherein retrieving
said plurality of documents based on the search query com-
prises retrieving a plurality of documents pertaining o a
plurality of products related to the product of interest 1o the
user.

10, The method of claim 9, wherein applying the identified
properties of the refrieved document comprises applying the
identified properties of the retrieved document pertaining to
said related product to the user-specific learning machine to
estimate a probability that the related product is of interest to
the user.

11. The method of claim 10, whercin using the estimated
probabilities for the respective plurality of retrieved docu-
ments comprises using the estimated probabilities for the
respective plurality of retrieved documents pertaining to the
related products to present at least a portion of the related
products to the user.

12. The methed of claim 1, further comprising estimating
parameters of said user-specific learning machine based on a
set of initial parameters identified at least in part on initial
documents associated with said browser program.

13. The method of claim 12, wherein said initial decuments
are selected from the group of files consisting of favorites,
bookmarks, cached files, femporary Internet files, and brows-
ing history.

14. The method of claim 1, wherein identifying properties
of'the retrieved document comprises determining whether at
least one of said documents of interest contains a link to said
retrieved document.

15. The method of claim 1, wherein at least one of said
properties of the retrieved document is based on intermediate
documents linking from at least one of said documents of
interes! to said user towards said retrieved document.
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16, The method of claim 15, wherein identifying properties
of the refrieved document further comprises estimating a
probability that at least one of said intermediate document
linking from at least one of said documents of interest to said
user fowards said retrieved document are of interest to the
user.

17. The method of claim 1, wherein identifving properties
of the retrieved document further comprises estimating a
probability that at least one intermediate document linking
from at least one of said documents of interest to said user
towards said retricved document are of interest to the usecr.

18. The method of claim 1, wherein analyzing the moni-
tored data to determine documents of inferest 1o the user
comprises analyzing said monitored data to obiain data asso-
ciated with said monitored data selected from the group con-
sisting of fext, images, non-text media, znd formatting,

19. The method of claim 18, wherein identifying properties
of the retrieved document comprises analyzing said retrieved
document to obtain data associated with the retrieved docu-
mend said associated data selected from the group consisting
of text, images, non-text media, and formatting.

20. The method of claim 19, wherein applying the identi-
fied properties of the retrieved document to the user-specific
learning machine comprises comparing said data associated
with said retrieved document with data in said user-specific
lcaming machine having a type cotrespending thereto.

21. The method of claim 1, wherein using the estimated

probabilities for the respective plurality of retrieved doca-
ments to present at least a portion of the retrieved documents
to the wser comprises presenting 1o the user at least said
portion of the retrieved documents based on the cstimated
probability that the retrieved document is of interest to the
vser and the relevance of the retrieved document to the search
query.
22. The method of claim 1, wherein identifying properties
of the retrieved document comprises identifying properties
selected from the properties consisting of a topic associated
with the retrieved document, at least one product feature
extracted from the retrieved document, an author of the
retrieved document, an age of the retrieved document, a list of
documents linked to the retrieved document, a number of
users who have accessed the retrieved document, and a num-
ber of users who have saved the retrieved document in a
favorite document list,

23. A computer-implemented method for providing per-
sonalized information services to a user, the method compris-
ing:
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transparently monitoring vser interactions with data while
the user is engaged in normal use of a browser program
running on the computer;

analyzing the monitored data to deftermine documents of

interest to the user;

estimating parameters of a user-specific learning machine

based at least in pari on the documents of inlerest to the
user;,
collecting a phurality of documents of interest to a user;
Jor each of said plurality of collected documents: identify-
ing properties of the collected decument, and applying
the identified properties of the collected document to the
user-specific learning machine to estitate a probability
that the collected document is of interest to the user;

using the estimated probabilities for the respective plaral-
ity of codlected documents 1o select at least a portion of
the collected documents;

presenting said selected collected documents to said user.

24, The method of claim 23, wherein presenting said
selected collected doctments to said user comprises display-
ing said selected collected documents to said user on a per-
sonal web page asgsociated with the user.

25. The method of claim 23, wherein said plurality of
collected documents correspond to a respective pluralily of
products.

26. The method of claim 25, wherein using the estimated
probabilities to present at least a portion of the retrieved
documents to the user comprises presenting at least a portion
of said products to the user.

27. The method of claim 24, wherein analyzing the moni-
tored data to determine documents of interest 1o the user
comprises analyzing said monitored data to obtain data asso-
ciated with said monitored data selected from the group con-
sisting of text, images, non-text media, and formatting.

28. The method of claim 27, wherein identifying preperties
of'the collected document comprises analyzing said collected
document to obtain data associated with the collected docu-
ment said associated data selected from the group consisting
of: text, images, non-text media, and formatting.

29. The method of claim 28, wherein applying the identi-
fied properties of the collected document to the user-specific
leaming machine comprises comparing said data associated
with said collected document with data in said user-specific
learning machine having a type corresponding thereto.
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