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Executive Summary

This document represents the final report of the Computing Curricula 2001 project
(CC2001)—a joint undertaking of the Computer Society of the Institute for Electrical and

Electronic Engineers (IEEE-CS) and the Association for Computing Machinery (ACM)

to develop curricular guidelines for undergraduate programs in computing. The report
continues a long tradition of recommendations for academic programs in computing-
related fields dating back to 1965, as described in Chapter 2 of the report.

This volume of the report outlines a set of recommendations for undergraduate programs
in computer science. As described in Chapter 1, the CC2001 report will eventually
consist of several volumes containing separate recommendations for other computing
disciplines, including computer engineering, software engineering, and information
systems. Those reports are each under the control of separate committees and will be
published as they are completed.

Highlights of this report include the following:

* The CS body of knowledgé&Ve have identified a body of knowledge appropriate to
undergraduate computer science programs. Drawing on the structure of earlier
curriculum reports, we have arranged that body of knowledge hierarchically,
subdividing the field into areas, which are then broken down further into units and
individual topics. An overview of the body of knowledge appears in Chapter 5.

* The CS undergraduate cord=rom the 132 units in the body of knowledge, we have
selected 64 that represent core material, accounting for approximately 280 hours of
instruction. As noted in our statement of principles in Chapter 4, we defined the core
as the set of units for which there is a broad consensus that the material is essential to
an undergraduate degree in computer science. The philosophy behind the definition of
the core is described in more detail in Chapter 5.

» Learning objectives. For each of the units in the body of knowledge, we have
developed a set of learning objectives designed to promote assessment of student
achievement. These learning objectives appear as part of the detailed description of
the body of knowledge in Appendix A. In addition to the individual learning
objectives, Chapter 11 of the report outlines a more general set of objectives that all
computer science graduates should be able to meet.

* Curriculum models. The report identifies six approaches to introductory computer
science that have proven successful in practice, as described in Chapter 7. Building on
that foundation, Chapter 8 offers a set of four thematic approaches for presenting the
core material in intermediate-level courses. The discussion of curricular models
continues in Chapter 9, which offers several models for the curriculum as a whole.

» Course descriptionsAppendix B contains detailed course descriptions for 47 courses
that are part of the various curriculum models. In addition, we have identified over 80
additional advanced courses that would be appropriate for undergraduate programs.

The process of developing the report has been highly inclusive. More than 150 people
have been directly involved in the focus groups established to contribute to the process.
In addition, the report has been widely reviewed by academics and practitioners through a
series of three public drafts. We have also held a series of feedback sessions at
conferences and meetings, including the Special Interest Group on Computer Science
Education symposium (SIGCSE), the Frontiers in Education conference (FIE), the World
Congress on Computers and Education (WCCE), along with various smaller meetings in
Europe, Asia, and various parts of the United States. These meetings have provided us
with critically important feedback, which we have used to shape the final report.
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Chapter 1
Introduction

In the fall of 1998, the Computer Society of the Institute for Electrical and Electronic
Engineers (IEEE-CS) and the Association for Computing Machinery (ACM) established
the Joint Task Force on Computing Curricula 2001 (or CC2001 for short) to undertake a
major review of curriculum guidelines for undergraduate programs in computing. The
charter of the task force was expressed as follows:

To review the Joint ACM and IEEE/CS Computing Curricula 1991 and develop a revised
and enhanced version for the year 2001 that will match the latest developments of
computing technologies in the past decade and endure through the next decade.

As indicated in our charter, the goal of the CC2001 effort is to re®m@mputing
Curricula 1991so that it incorporates the developments of the past decade. That task has
proved much more daunting than we had originally realized. Computing has changed
dramatically over that time in ways that have a profound effect on curriculum design and
pedagogy. Moreover, the scope of what we cathputinghas broadened to the point

that it is difficult to define it as a single discipline. Past curriculum reports have
attempted to merge such disciplines as computer science, computer engineering, and
software engineering into a single report about computing education. While such an
approach may have seemed reasonable ten years ago, there is no question that computing
in the 21st century encompasses many vital disciplines with their own integrity and
pedagogical traditions.

1.1 Overall structure of the CC2001 series

In light of the broadening scope of computing—and because the feedback we received on
our initial draft strongly encouraged us to move in this direction—we have chosen to
divide the CC2001 report into several volumes. This volume focuses specifically on
computer science. To encompass the many other disciplines that are part of the overall
scope of computing and information technology, however, IEEE-CS and ACM have
created additional committees to undertake similar efforts in other areas, including
computer engineering, software engineering, and information systems.

Once the individual reports have been completed, representatives from all the disciplines
will come together to produce an overview volume that links the series together. That
overview volume will contain definitions of the various computing disciplines along with

an assessment of the commonalities that exist in the curricular approaches. The structure
of the series as a whole is illustrated in Figure 1-1.

1.2 Overview of the CC2001 process

Developing the recommendations in this volume is primarily the responsibility of the
CC2001 Task Force, the members of which are listed at the beginning of this report.
Given the scale of the CC2001 project and the scope over which it extends, it was
necessary to secure the involvement of many other people, representing a wide range of
constituencies and areas of expertise. To ensure the broad participation necessary for
success in a project of this kind, the task force established a total of 20 focus groups,
divided into two distinct categories: Knowledge Focus Groups (KFGs) and Pedagogy
Focus Groups (PFGSs).



Figure 1-1 Overall structure of the CC2001 report
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1.2.1 Knowledge focus groups (KFGSs)

Early in its history, the CC2001 Task Force identified a set of 14 areas that together
represented the body of knowledge for computer science at the undergraduate level, as
shown in Figure 1-2. For each of these areas, the task force appdiniadledge focus

group composed of people with expertise and teaching experience in that domain. The
charge to each KFG was to prepare a report on the area from which the task force could
assemble the complete CS body of knowledge. Additional details on this aspect of the
process appear in Chapter 5 and Appendix A.

1.2.2 Pedagogy focus groups

Although the knowledge area focus groups are essential in terms of defining the body of
knowledge in each subdiscipline, they are not in themselves sufficient. Because each
group looks at the field of computer science through a lens that reflects a particular
specialty area, the KFG structure does not encourage the development of a broad vision
of the curriculum that focuses on crosscutting themes common throughout the discipline.
To develop that more holistic perspective and to address a variety of questions that
transcend the boundaries of the individual subdisciplines, the CC2001 Task Force
established sipedagogy focus group® consider curricular issues across computer
science as a whole. These groups are listed, along with their specific charges, in Figure
1-3.

The pedagogy focus groups were formed later in the process than the counterpart focus
groups examining the knowledge areas. The work of the pedagogy focus groups,
moreover, proved more difficult to carry out solely through electronic communication.
With the support of a generous grant from the National Science Foundation, the CC2001
Task Force was able to convene a face-to-face meeting of the pedagogy focus groups in
June 2000, which proved extremely valuable in developing the final reports.

1.2.3 Two-Year College Task Force

Following the release in early 2001 of a draft version of CC2001, the ACM Two-Year
College Education Committee formed a joint ACM/IEEE-CS task force whose purpose
was to formulate a parallel curriculum report for the two-year college setting. This task
force undertook a very detailed examination of the draft CC2001 guidelines, focusing on
the introductory computer science topics and associated learning objectives, the
mathematics content, and electives at the introductory level. The CC2001 report was
subsequently influenced by the work of the two-year college task force, and that work
provided the basis for parallel introductory course sequences that foster greater
compatibility between two-year and four-year curricula, thereby facilitating the transfer
process.

1.3 Structure of the CC2001 computer science report

This volume of the CC2001 report looks specifically at computer science. The main
body of the report consists of 13 chapters. Chapter 2 begins with a survey and analysis of

Figure 1-2. The 14 knowledge focus groups

Discrete Structures (DS) Human-Computer Interaction (HC)
Programming Fundamentals (PF) Graphics and Visual Computing (GV)
Algorithms and Complexity (AL) Intelligent Systems (IS)

Architecture and Organization (AR) Information Management (IM)
Operating Systems (OS) Social and Professional Issues (SP)
Net-Centric Computing (NC) Software Engineering (SE)
Programming Languages (PL) Computational Science (CN)
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Figure 1-3. The six pedagogy focus groups and their charges

PFGL. Introductory topics and courses
a. ldentify the goals of the first year of study.
b. Report on the strengths and weaknesses of the traditional programming-first approach.
c. Provide a short list of alternative approaches which have credibility in terms of meeting those goals.

preparation of incoming students, do not rely on terminal service courses to discriminate among the
needs and backgrounds of students who are just beginning their undergraduate careers, and i

undergraduate students.

point (a) and that can serve as models for colleges and publishers.

PFG2. Supporting topics and courses

economics, project management, and so forth.

curriculum regardless of the nature of the institution.

c. Present suggestions for additional supporting topics beyond that minimum that may vary depending
type of institution, the populations an institution serves, and the number of courses which the institu
allowed to include in a program.

d. Develop specifications for one or more sets of non-CS courses that satisfy these goals.

courses.
PFG3. The computing core
core requirements. Each model should consist of a short list of courses (four or five courses beyd

be manageable by virtually every type of undergraduate program.

consist of cross-cutting courses focused on fundamental concepts, principles, and skills.
c. Develop at least one curricular model that has the Internet as its unifying theme.

PFG4. Professional practices
a. Report on those aspects of professional practices that our graduates have (or should have) assimilg
result of current curricula.

Report on how these needs can be integrated into courses in the curriculum.
Report on industrial and internship work and its relationship to the development of professional practiq

Pooo

relationship to the computer science curriculum.

PFG5. Advanced study and undergraduate research

a. Given the definition of the CS core, develop a specification of computer science education beyond th
that is necessary and sufficient for a undergraduate degree in computer science.

b. Develop a specification of the characteristics of graduates who have earned a four-year underg
degree.

c. Include a specification of courses in both traditional and nontraditional areas that may be importg
modern undergraduate CS curricula.

d. Report on undergraduate research, including an evaluation of various existing models.

PFG6. Computing across the curriculum
a. Articulate “the core of the core” relevant to all citizens and to various families of academic disciplines.
b. Plan and develop a proper curriculum development effort that will address rigorously the challen
computing curricula for non-CS majors, be appropriate to institutions other than traditional four
universities (such as two-year community colleges in the United States), appeal to those from
computing-related disciplines, appeal to those academic disciplines that make significant use of comp
c. Acknowledge that this is a crucial area but one for which we cannot unilaterally develop an adq
solution.
d. Acknowledge that this group’s job is not to solve the problem but rather to plan, develop, and init

d. Identify and/or develop one or more introductory course sequences that address the problem of digsimilar

arious
troduce

computer science as a mainstream discipline that forms part of the academic core for a broad populgtion of

e. Present syllabi for a short list of options for the first year of computer science study that satisfy the gpals in

a. Specify a set of educational goals outside of traditional computer science that support undergrpduate
computer science education, such as mathematics, engineering, science, technical writing, public sgeaking,

b. Identify a minimal list of supporting topics deemed essential to any undergraduate computer sgience

on the
ion is

e. Develop one or more models for satisfying some or all of these goals by integrating them into computing

a. Given the specification of the CS core as input, develop a small number of curricular models that satigfy the

nd the

introductory year of study), which would be required of every computer science graduate and which fvould

b. Develop at least one curricular model that is an alternative to the traditional approach of orgapizing
programs around artifacts (e.g., courses in compilers, operating systems, and the like). Such modgls will

ted as a

Report on what we do and do not know about supporting effective education in those professional praktices.

es.

Report on other aspects of professionalism (including ethical, social, legal and moral issues) anfl their

e core
aduate

nt for

ge of
year
other
iting.
guate

ate a

process that can and will lead to a solution.
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past reports, focusing most closely @amputing Curricula 1991 Chapter 3 outlines the
changes that have occurred in computer science since the publication of the CC1991
report and the implications that those changes have for curriculum design and pedagogy.
In Chapter 4, we articulate a set of principles that have guided the development of
CC2001 as we attempt to build on the strengths of our predecessors while avoiding some
of the problems observed in the earlier reports. Chapters 5 and 6 present overviews of the
computer science body of knowledge and the curriculum recommendations that are
examined in detail in the appendices. Chapters 7 and 8 describe the courses and
approaches we recommend at the introductory and intermediate levels of the curriculum,
respectively. Because these courses alone do not constitute a complete undergraduate
curriculum, Chapter 9 summarizes additional courses and topics that must be included as
part of the academic program. One important aspect of the complete curriculum involves
the study of professional practice, which is discussed in Chapter 10. In Chapter 11, we
outline a set of characteristics that define the successful computer science graduate.
Chapter 12 looks at the problem of teaching computer science and computing-related
skills to students in other disciplines. Finally, Chapter 13 offers strategic and tactical
suggestions for addressing the institutional challenges that affect the implementation of
this report.

The bulk of the material in the report appears in two appendices. Appendix A looks in

detail at the body of knowledge for undergraduate computer science. Appendix B

consists of full descriptions for the recommended courses that comprise the sample
curricula. We hope that providing both the body of knowledge and course descriptions
helps departments to create effective curricula more easily than using either of these
sources alone.
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Chapter 2
Lessons from Past Reports

In developing this report, the CC2001 Task Force did not have to start from scratch. We
have benefited tremendously from past curriculum studies and are indebted to the authors
of those studies for their dedicated efforts. As part of our early workomnputing
Curricula 2001,we looked carefully at the most recent curriculum studies—particulary
Computing Curricula 1994to get a sense of how those studies have influenced
computer science education. By identifying which aspects of the previous reports have
been successful and which have not, we hoped to structure the CC2001 report to
maximize its impact. This chapter offers an overview of the earlier reports and the
lessons we have taken from them.

2.1 Historical background

Efforts to design model curricula for programs in computer science and computer
engineering began in 1960s, shortly after the first departments in these areas were
established. In 1968, following on a series of earlier studies [ACM65, COSINEG7,
SACG67], the Association for Computing Machinery (ACM) publisi@driculum '68
[ACMG68], which offered detailed recommendations for academic programs in computer
science, along with a set of course descriptions and extensive bibliographies for each
topic area.

Over the next decade, computer science developed rapidly, to the point that the
recommendations i@urriculum '68became largely obsolete. During the 1970s, both the
ACM and the Computer Society of the Institute of Electrical and Electronics Engineers
(IEEE-CS) appointed committees to develop revised computer science curricula. In
1977, the Education Committee of the IEEE-CS published a report for programs in
computer science and engineering [EC77]. The Computer Society’s report was
significant in that it took a broader view of the discipline, incorporating more engineering
into the curriculum and bridging the gap between software- and hardware-oriented
programs. Responding to the pressures generated by the rapid development of the field,
the Computer Society updated its computer science and engineering curriculum in 1983
[EAB83]. The ACM Curriculum '68 report was superseded by a much more
comprehensiveCurriculum '78, which had a substantial impact on computer science
education. Among its contribution§urriculum 78 proposed a standard syllabus for a

set of courses that encompassed the core knowledge of computer science as a discipline.

In the late 1980s, the Computer Society and ACM joined forces to undertake a more
ambitious curriculum review, which was published @emputing Curricula 1991
[Tucker91], hereafter referred to as CC1991. The CC1991 report was more
comprehensive than its predecessors, but took a different approach. Cuniililum

'78 and the 1983 IEEE-CS report, each of which focused on identifying a standard
syllabus for individual courses, CC1991 divided the body of knowledge associated with
computer science into individu&nowledge units. Each knowledge unit in CC1991
corresponds to a topic that must be covered at some point during the undergraduate
curriculum, although individual institutions have considerable flexibility to assemble the
knowledge units into course structures that fit their particular needs. The appendix of the
CC1991 report included 11 sample implementations that show how the knowledge units
can be combined to form courses and programs to serve a variety of needs.
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2.2 Evaluation of previous curriculum efforts

The decision to produce a new curriculum report was driven primarily by the enormous
changes that have occurred in computer science over the past decade. At the same time,
there was also a perception among some computer science educators that CC1991 was
not as influential as some of its predecessors. Although CC1991 is certainly more
detailed, institutions have sometimes found it harder to adoptGbeiculum 78 and

the IEEE-CS model curriculum in computer science and engineering.

In order to understand both the strengths and the limitations of CC1991, the task force
undertook an informal survey of computer science educators. We developed a short
guestionnaire, which we then mailed to the chairs of all computer science departments in
the United States and Canada. We also made the questionnaire available more generally
through the World Wide Web, although the vast majority of the responses still came from
North America. A copy of the questionnaire appears in Figure 2-1.

Over 98 percent of the respondents—we received 124 responses through the web and
about 30 responses through regular mail—supported the concept of updating the CC1991
report. The survey responses also revealed the following general reactions:

» Knowledge units are often not as useful as course or curriculum desAjtisough
many respondents indicated that they liked the concept of knowledge units as a
resource, there was strong sentiment for a greater emphasis on course design along
with the knowledge units. Our survey revealed that many institutions continue to work
with the curriculum models outlined @urriculum °78, largely because it included
specific course designs.

» There is strong support for a more concrete definition of a minimal c@€1991
argues that all undergraduate programs in computer science should incorporate the
entire collection of knowledge units in the nine areas that comprise the common
requirements. If the area encompassing Introduction to a Programming Language is
included, the knowledge units in the common requirements account for 283 hours of
classroom time. As our discipline evolves, it is tempting to add new material to the
required set, thereby increasing the number of hours mandated by the curriculum. Our
survey revealed considerable support for the idea of identifying a smaller set of core
topics that would serve as a foundation for more advanced study. The areas and

Figure 2-1. Questionnaire to assess the impact of Computing Curricula 1991

1. Did you use CC1991 in any way in the past?

2. If you are a college or university teacher, do you know if your department ever
looked at or used CC1991?

3. If you answered yes to either question, how was it used, and what features of it were
helpful?

4. Do you think there is a need to create CC2001? Why?

5. CC1991 had 10 main content areas. Do you think any new areas should bg added?
Any existing area deleted? Any existing area updated?
6. Do you believe CC2001 should provide guidelines about a minimal core? | If so,
what would that core include?

7. Do you have any suggestion about the format? CC1991 was designed in terms of
knowledge units along with possible model curricula in terms of those knowledge
units.

8. Have you any other comments or suggestions for updating CC1991?
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structure of the more advanced courses could vary markedly depending on the nature
of the institution, the academic program, and the needs and interests of individual
students.

» Curriculum reports should pay greater attention to accreditation criteria for computer
science programsAccreditation was an important issue for many survey respondents
in the United States. It is important to note, however, that the structure of accreditation
has changed markedly with the new criteria proposed by the Accreditation Board for
Engineering and Technology (ABET) and the Computing Sciences Accreditation
Board (CSAB) [ABET2000, CSAB2000]. Under the new guidelines, programs will be
allowed much greater flexibility than they have enjoyed in the past but must provide a
coherent rationale for their curriculum and demonstrate that it meets its stated goals.
This report is designed not only to help institutions design their computer science
curriculum but also to assist them in the preparation of the underlying rationale they
need to meet the new accreditation criteria. We also hope that this report will prove
useful to accreditation bodies in other parts of the world.
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Chapter 3
Changes in the Computer Science Discipline

As we enter the new millennium, computer science is an enormously vibrant field. From
its inception just half a century ago, computing has become the defining technology of
our age. Computers are integral to modern culture and are the primary engine behind
much of the world’s economic growth. The field, moreover, continues to evolve at an
astonishing pace. New technologies are introduced continually, and existing ones
become obsolete almost as soon as they appear.

The rapid evolution of the discipline has a profound effect on computer science
education, affecting both content and pedagogy. When CC1991 was published, for
example, networking was not seen as a major topic area, accounting for only six hours in
the common requirements. The lack of emphasis on networking is not particularly
surprising. After all, networking was not yet a mass-market phenomenon, and the World
Wide Web was little more than an idea in the minds of its creators. Today, networking
and the web have become the underpinning for much of our economy. They have
become critical foundations of computer science, and it is impossible to imagine that
undergraduate programs would not devote significantly more time to this topic. At the
same time, the existence of the web has changed the nature of the educational process
itself. Modern networking technology enhances everyone’s ability to communicate and
gives people throughout the world unprecedented access to information. In most
academic programs today—not only in computer science but in other fields as well—
networking technology has become an essential pedagogical tool.

The charter of the CC2001 Task Force requires us to “review the Joint ACM and
IEEE/CS Computing Curricula 1991 and develop a revised and enhanced version for the
year 2001 that will match the latest developments of computing technologies.” To do so,
we felt it was important to spend part of our effort getting a sense of what aspects of
computer science had changed over the last decade. We believe that these changes fall
into two categories—technical and cultural—each of which have a significant effect on
computer science education. The major changes in each of these categories are described
in the individual sections that follow.

3.1 Technical changes

Much of the change that affects computer science comes from advances in technology.
Many of these advances are part of a ongoing evolutionary process that has continued for
many years. Moore’'s Law—the 1965 prediction by Intel founder Gordon Moore that
microprocessor chip density would double every eighteen months—continues to hold
true. As a result, we have seen exponential increases in available computing power that
have made it possible to solve problems that would have been out of reach just a few
short years ago. Other changes in the discipline, such as the rapid growth of networking
after the appearance of the World Wide Web, are more dramatic, suggesting that change
also occurs in revolutionary steps. Both evolutionary and revolutionary change affects
the body of knowledge required for computer science and the educational process.

Technical advances over the past decade has increased the importance of many curricular
topics, such as the following:

* The World Wide Web and its applications
* Networking technologies, particularly those based on TCP/IP
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» Graphics and multimedia

* Embedded systems

* Relational databases

* Interoperability

* Object-oriented programming

» The use of sophisticated application programmer interfaces (APIs)
* Human-computer interaction

» Software safety

» Security and cryptography

» Application domains

As these topics increase in prominence, it is tempting to include them as undergraduate
requirements. Unfortunately, the restrictions of most degree programs make it difficult to
add new topics without taking others away. It is often impossible to cover new areas
without reducing the amount of time devoted to more traditional topics whose importance
has arguably faded with time. The CC2001 Task Force has therefore sought to reduce the
required level of coverage in most areas so as to make room for new areas. This point is
discussed further in Chapter 4.

3.2 Cultural changes

Computing education is also affected by changes in the cultural and sociological context
in which it occurs. The following changes, for example, have all had an influence on the
nature of the educational process:

» Changes in pedagogy enabled by new technolodié® technical changes that have
driven the recent expansion of computing have direct implications on the culture of
education. Computer networks, for example, make distance education much more
feasible, leading to enormous growth in this area. Those networks also make it much
easier to share curricular resources among widely distributed institutions. Technology
also affects the nature of pedagogy. Demonstration software, computer projection, and
individual laboratory stations have made a significant difference in the way computer
science is taught. The design of computer science curricula must take into account
those changing technologies.

* The dramatic growth of computing throughout the worfdomputing has expanded
enormously over the last decade. For example, in 1990, few households—even in the
United States—were connected to the Internet. A U.S. Department of Commerce
study [NTIA99] revealed that by 1999 over a third of all Americans had Internet
access from some location. Similar growth patterns have occurred in most other
countries as well. The explosion in the access to computing brings with it many
changes that affect education, including a general increase in the familiarity of students
with computing and its applications along with a widening gap between the skill levels
of those that have had access and those who have not.

» The growing economic influence of computing technolofjye dramatic excitement
surrounding high-tech industry, as evidenced by the Internet startup fever of the past
five years, has significant effects on education and its available resources. The
enormous demand for computing expertise and the vision of large fortunes to be made
has attracted many more students to the field, including some who have little intrinsic
interest in the material. At the same time, the demand from industry has made it
harder for most institutions to attract and retain faculty, imposing significant limits on
the capacity of those institutions to meet the demand.
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» Greater acceptance of computer science as an academic discipliries. early years,
computer science had to struggle for legitimacy in many institutions. It was, after all, a
new discipline without the historical foundations that support most academic fields.
To some extent, this problem persisted through the creation of CC1991, which was
closely associated with ti@omputing as a Disciplineeport [Denning89]. Partly as a
result of the entry of computing technology into the cultural and economic
mainstream, the battle for legitimacy has largely been won. On many campuses,
computer science has become one of the largest and most active disciplines. There is
no longer any need to defend the inclusion of computer science education within the
academy. The problem today is to find ways to meet the demand.

» Broadening of the disciplineAs our discipline has grown and gained legitimacy, it
has also broadened in scope. In its early years, computing was primarily focused on
computer science. Over the years, an increasing number of fields have become part of
a much larger, more encompassing discipline of computing. Our CC2001 Task Force
believes that understanding how those specialties fit together and how the broadening
of the discipline affects computer science education must be a critical component of
our work.
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Chapter 4
Principles

Based on our analysis of past curriculum reports and the changes in our discipline
outlined in the preceding chapters, the CC2001 Task Force has articulated the following
principles to guide our work:

1.

Computing is a broad field that extends well beyond the boundaries of computer
science. A single report that covers only computer science cannot address the full
range of issue that colleges and universities must consider as they seek to address
their computing curricula. Additional reports in this series will be required to cover
other computing disciplines.

Computer science draws its foundations from a wide variety of disciplines.
Undergraduate study of computer science requires students to utilize concepts from
many different fields. All computer science students must learn to integrate theory
and practice, to recognize the importance of abstraction, and to appreciate the value
of good engineering design.

. The rapid evolution of computer science requires an ongoing review of the

corresponding curriculum.Given the pace of change in our discipline, the process

of updating the curriculum once a decade has become unworkable. The professional
associations in this discipline must establish an ongoing review process that allows
individual components of the curriculum recommendations to be updated on a

recurring basis.

Development of a computer science curriculum must be sensitive to changes in
technology, new developments in pedagogy, and the importance of lifelong learning.
In a field that evolves as rapidly as computer science, educational institutions must
adopt explicit strategies for responding to change. Institutions, for example, must

recognize the importance of remaining abreast of progress in both technology and
pedagogy, subject to the constraints of available resources. Computer science
education, moreover, must seek to prepare students for lifelong learning that will

enable them to move beyond today’s technology to meet the challenges of the
future.

CC2001 must go beyond knowledge units to offer significant guidance in terms of
individual course design.Although the knowledge-unit structure used in CC1991
can serve as a useful framework, most institutions need more detailed guidance. For
such institutions, CC2001 will be effective only to the extent that it defines a small
set of alternative models—preferably between two and four—that assemble the
knowledge units into reasonable, easily implemented courses. Articulating a set of
well-defined models will make it easier for institutions to share pedagogical
strategies and tools. It will also provide a framework for publishers who provide the
textbooks and other materials for those courses.

CC2001 should seek to identify the fundamental skills and knowledge that all
computing students must possesBespite the enormous breadth of computer
science, there are nonetheless concepts and skills that are common to computing as a
whole. CC2001 must attempt to define the common themes of the discipline and
make sure that all undergraduate programs include this material.

. The required body of knowledge must be made as small as posagleomputer

science has grown, the number of topics required in the undergraduate curriculum
has grown as well. Over the last decade, computer science has expanded to such an
extent that it is no longer possible simply to add new topics without taking others



CC2001 Computer Science volume -13-
Final Report (December 15, 2001)

away. We believe that the best strategic approachredtaethe number of topics

in the required core so that it consists only of those topics for which there is a broad
consensus that the topic is essential to undergraduate degrees. Coverage of the core
is not limited to introductory courses, but will extend throughout the curriculum. At

the same time, it is important to recognize that this core does not constitute a
complete undergraduate curriculum, but must be supplemented by additional
courses that may vary by institution, degree program, or individual student.

8. CC2001 must strive to be international in scopespite the fact that curricular
requirements differ from country to country, CC2001 is intended to be useful to
computing educators throughout the world. Although it will be strongly influenced
by educational practice in the United States, we will make every effort to ensure that
the curriculum recommendations are sensitive to national and cultural differences so
that they will be widely applicable throughout the world.

9. The development of CC2001 must be broadly ba3edbe successful, the process
of creating the CC2001 recommendations must include participation from many
different constituencies including industry, government, and the full range of higher
educational institutions involved in computer science education.

10. CC2001 must include professional practice as an integral component of the
undergraduate curriculum.These practices encompass a wide range of activites
including management, ethics and values, written and oral communication, working
as part of a team, and remaining current in a rapidly changing discipline. We further
endorse the position articulated in the CC1991 report that “mastery of the discipline
includes not only an understanding of basic subject matter, but also an
understanding of the applicability of the concepts to real-world problems.”

11. CC2001 must include discussions of strategies and tactics for implementation along
with high-level recommendation#lthough it is important for Computing Curricula
2001 to articulate a broad vision of computing education, the success of any
curriculum depends heavily on implementation details. CC2001 must provide
institutions with advice on the practical concerns of setting up a curriculum by
including sections on strategy and tactics along with technical descriptions of the
curricular material.

As one would expect in any project of this scale, it is clear in retrospect that the CC2001
Task Force has been more successful in implementing some of these principles than we
have in others. We have, for example, been less successful in terms of producing an
international document than we had hoped. The structure of undergraduate degrees
varies enormously around the world, to the point that it is impossible to articulate a single
set of recommendations that would work throughout the world. Although we have
included in Chapter 9 examples of curricular implementations designed for use in other
countries, the structure of computing education in the United States has had a profound
impact on the report. Similarly, we were unable to get as much feedback and
involvement as we would like from industry. We do, however, see curriculum
development as an ongoing process and hope that companies can become more engaged
in the curriculum-development process with individual institutions.

At the same time, we believe that we have maintained our commitment to keeping the
size of the core to a manageable level that nonetheless ensures that graduates have a solid
foundation in the field. Moreover, we are confident that the material in Appendix A and
Appendix B will provide enough detail about the underlying material and the structure of
appropriate courses to be of value to curriculum planners throughout the world.
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Chapter 5
Overview of the CS Body of Knowledge

In developing a curriculum for undergraduate study in computer science, one of the first
steps is to identify and organize the material that would be appropriate for that level. As
noted in Chapter 1, the CC2001 Task Force sought to accomplish this goal by convening
a set of knowledge focus groups, assigning to each one the responsibility of defining the
body of knowledge associated with one of the following areas:

Discrete Structures (DS)
Programming Fundamentals (PF)
Algorithms and Complexity (AL)
Architecture and Organization (AR)
Operating Systems (OS)

Net-Centric Computing (NC)
Programming Languages (PL)
Human-Computer Interaction (HC)
Graphics and Visual Computing (GV)
Intelligent Systems (IS)

Information Management (IM)

Social and Professional Issues (SP)
Software Engineering (SE)
Computational Science and Numerical Methods (CN)

Each of the knowledge focus groups submitted a report to the CC2001 Task Force, which
reviewed those reports to determine whether the recommendations made by that group
was appropriate in the context of the curriculum as a whole.

5.1 Structure of the body of knowledge

The CS body of knowledge is organized hierarchically into three levels. The highest
level of the hierarchy is tharea, which represents a particular disciplinary subfield.
Each area is identified by a two-letter abbreviation, such as Qspévating systemer

PL for programming languagesThe areas are broken down into smaller divisions called
units, which represent individual thematic modules within an area. Each unit is
identified by adding a numeric suffix to the area name; as an example, OS3 is a unit on
concurrency Each unit is further subdivided into a settapics, which are the lowest

level of the hierarchy.

5.1.1 Core and elective units

As discussed in Chapter 4, one of our goals in proposing curricular recommendations is
to keep the required component of the body of knowledge as small as possible. To
implement this principle, the CC2001 Task Force has defined a miogr&tonsisting

of those units for which there is a broad consensus that the corresponding material is
essential to anyone obtaining an undergraduate degree in this field. Units that are taught
as part of an undergraduate program but which fall outside the core are considered to be
elective.
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In discussing the CC2001 recommendations during their development, we have found
that it helps to emphasize the following points:

» The core refers to those units required of all students in all computer science degree
programs. Several topics that are important in the education of many students are not
included in the core. This lack of inclusion in the core does not imply a negative
judgment about the value, importance, or relevance of those topics. Rather, it simply
means that there was not a broad consensus that the topic should be requezy of
student ineverycomputer science degree program.

» The core is not a complete curriculurBecause the core is defined as minimal, it does
not, by itself, constitute a complete undergraduate curriculum.

* The core must be supplemented by additional mateEakry undergraduate program
must include additional elective topics from the body of knowledge. The CC2001
report does not define what those topics must be, as this additional work can and
should vary based on institutional mission, the areas of concentration offered by a
given institution, and individual student choice.

» Core units are not necessarily those taken in a set of introductory courses early in the
undergraduate curriculum.Although many of the units defined as core are indeed
introductory, there are also some core units that clearly must be covered only after
students have developed significant background in the field. For example, the task
force believes that all students must develop a significant application as some point
during their undergraduate program. The material that is essential to successful
management of projects at this scale is therefore part of the core, since it is required of
all students. At the same time, the project course experience is very likely to come
toward the end of a student’s undergraduate program. Similarly, introductory courses
may include elective units alongside the coverage of core material. The designation
core simply meansequiredand says nothing about the level of the course in which it
appears.

5.1.2 Assessing the time required to cover a unit

To give readers a sense of the time required to cover a particular unit, the CC2001 report
must define a metric that establishes a standard of measurement. Choosing such a metric
has proven difficult, because no standard measure is recognized throughout the world.
For consistency with the earlier curriculum reports, the task force has chosen to express
time in hours, corresponding to the in-class time required to present the material in a
traditional lecture-oriented format. To dispel any potential confusion, however, it is
important to underscore the following observations about the use of lecture hours as a
measure:

» The task force does not seek to endorse the lecture foiwnan though we have used
a metric with its roots in a classical, lecture-oriented form, the task force believes that
there are other styles—particularly given recent improvements in educational
technology—that can be at least as effective. For some of these styles, the notion of
hoursmay be difficult to apply. Even so, the time specifications should at least serve
as a comparative measure, in the sense that a 5-hour unit will presumably take roughly
five times as much time to cover as a 1-hour unit, independent of the teaching style.

» The hours specified do not include time spent outside of cldss.time assigned to a
unit does not include the instructor’'s preparation time or the time students spend
outside of class. As a general guideline, the amount of out-of-class work is
approximately three times the in-class time. Thus, a unit that is listed as requiring 3
hours will typically entail a total of 12 hours (3 in class and 9 outside).
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* The hours listed for a unit represent a minumum level of coverafee time
measurements we have assigned for each unit should be interpretedrasirtnen
amount of time necessary to enable a student to achieve the learning objectives for that
unit. It is always appropriate to spend more time on a unit than the mandated
minimum.

5.1.3 Packaging units into courses

The structure and format of courses vary significantly from institution to institution and
from country to country. Even within the United States, some colleges and universities
use a semester system while others follow a shorter quarter system. Under either system,
there can be differences in the number of weeks in a semester, the number of lectures in a
week, and the number of minutes in a lecture.

For the purposes of this report, we assume tltatuase meets three times a week over

the course of a 15-week semester and that the individual class meetings run somewhere
between 50 minutes and an hour. This schedule is typical for a 3-credit semester course
in the United States. Given that some of the available time will be taken up with
examinations and other activities, we have assumed that 40 hours of lecture are available
over the semester. In addition, students are expected to devote three hours of time
outside of class for each in-class hour, which means that the total time that each student is
expected to invest 160 hours in each course. Other countries use different metrics for
expressing the expected level of work. In the United Kingdom, for example, a course
described in this report would correspond to 15-16 points under the Credit Accumulation
and Transfer Scheme (CATS).

5.2 Summary of the CS body of knowledge

A summary of the body of knowledge—showing the areas, units, which units are core,
and the minimum time required for each—appears as Figure 5-1. The details of the body
of knowledge appear in Appendix A.



CC2001 Computer Science volume
Final Report (December 15, 2001)

- 17 -

Figure 5-1. Computer science body of knowledge with core topics underlined

DS. Discrete Structures (43 core hours)
DS1. Functions, relations, and s}
DS2. Basic logi€10)
DS3. Proof techniqued2)
DS4. Basics of countingb)
DS5. Graphs and treé4)
DS6. Discrete probability(6)

PF. Programming Fundamentals (38 core hours)
PF1. Fundamental programming constré)s
PF2. Algorithms and problem-solving6)
PF3. Fundamental data structurés4)
PF4. Recursiol(5)
PF5. Event-driven programmir{g)

AL. Algorithms and Complexity (31 core hours)
AL1. Basic algorithmic analysig})
AL2. Algorithmic strategies(6)
AL3. Fundamental computing algorithr(is?)
ALA4. Distributed algorithms (3)
ALS5. Basic computability (6)
AL6. The complexity classes P and NP
AL7. Automata theory
AL8. Advanced algorithmic analysis
AL9. Cryptographic algorithms
AL10. Geometric algorithms
AL11. Parallel algorithms

AR. Architecture and Organization (36 core hours)

ARL1. Digital logic and digital systen{§)

AR2. Machine level representation of dé@&

AR3. Assembly level machine organizati®)

AR4. Memory system organization and architec(@)e
ARS. Interfacing and communication3)

ARG6. Functional organizatiof¥)

AR7. Multiprocessing and alternative architectui@s
ARS8. Performance enhancements

AR9. Architecture for networks and distributed systems

OS. Operating S;/stems (18 core hours)
OS1. Overview of operating systeif®y
OS2. Operating system principlé®
0S3. Concurrencyb)
0S4. Scheduling and dispat(3)

OS5. Memory management5)

0S6. Device management

OS7. Security and protection

0S8. File systems

0S9. Real-time and embedded systems
0S10. Fault tolerance

0S11. System performance evaluation
0S12. Scripting

NC Net Centric Computing (15 core hours)
1. Introduction to net-centric computi(2)
NCZ. Communication and networkitfg)
NC3. Network security3)
NC4. The web as an example of client-server comp#hg
NC5. Building web applications
NC6. Network management
NC7. Compression and decompression
NC8. Multimedia data technologies
NC9. Wireless and mobile computing

PL. Programming Languages (21 core hours)
PL1. Overview of programming language3
PL2. Virtual machine$l)

PL3. Introduction to language translati(®)
PL4. Declarations and typ¢3)

PL5. Abstraction mechanisng3)

PL6. Object-oriented programmirf#j0)
PL7. Functional programming

PL8. Language translation systems

PL9. Type systems

PL10. Programming language semantics
PL11. Programming language design

HC Human -Computer Interaction (8 core hours)

1. Foundations of human-computer interact@n
HC2. Building a simple graphical user interfd2¢
HC3. Human-centered software evaluation
HC4. Human-centered software development
HCS5. Graphical user-interface design
HC6. Graphical user-interface programming
HC7. HCI aspects of multimedia systems
HC8. HCI aspects of collaboration and communication

GV. Graphics and Visual Computlng (3 core hours)

GV1. Fundamental techniques in grapHi2)
GV2. Graphic systemg1)
GV3. Graphic communication
GV4. Geometric modeling
GV5. Basic rendering

GV6. Advanced rendering
GV7. Advanced techniques
GV8. Computer animation
GV9. Visualization

GV10. Virtual reality

GV11. Computer vision

. Intelligent Systems (10 core hours)

IS1. Fundamental issues in intelligent systéins
I1S2. Search and constraint satisfact{n

IS3. Knowledge representation and reasonidy

IS4. Advanced search

IS5. Advanced knowledge representation and reasoning
IS6. Agents

IS7. Natural language processing

IS8. Machine learning and neural networks

IS9. Al planning systems

IS10. Robotics

IM. Information Management (10 core hours)

IM1. Information models and system)

IM2. Database systen(8)

IM3. Data modelind4)

IM4. Relational databases

IM5. Database query languages

IM6. Relational database design

IM7. Transaction processing

IM8. Distributed databases

IM9. Physical database design

IM10. Data mining

IM11. Information storage and retrieval
IM12. Hypertext and hypermedia
IM13. Multimedia information and systems
IM14. Digital libraries

SP. Somal and Professional Issues (16 core hours)

1. History of computin¢f)
SPZ. Social context of computiiid)
SP3. Methods and tools of analy&$
SP4. Professional and ethical responsibili¢@s
SP5. Risks and liabilities of computer-based syst@ns
SP6. Intellectual property(3)
SP7. Privacy and civil libertieq2)
SP8. Computer crime
SP9. Economic issues in computing
SP10. Philosophical frameworks

SE. Software Engineering (31 core hours)

SE1. Software desigf8)

SE2. Using APIs (5)

SE3. Software tools and environmen(3)
SE4. Software process(®)

SES5. Software requirements and specificati@)s
SE6. Software validatio(8)

SE7. Software evolution(3)

SEB8. Software project managemés)
SE9. Component-based computing
SE10. Formal methods

SE11. Software reliability

SE12. Specialized systems development

CN. Computational Science (no core hours)

CN1. Numerical analysis

Note: The numbers in parentheses represent the minimum CN2. Operations research

number of hours required to cover this material in a lecture

format. It is always appropriate to include more.

CN3. Modeling and simulation
CN4. High-performance computing
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Chapter 6
Overview of the Curricular Models

The body of knowledge presented in Chapter 5 does not by itself constitute a curriculum.
To be useful, the CC2001 report must also define detailed course implementations and
strategies for assembling the individual courses into a complete undergraduate
curriculum. This chapter presents a brief description of the overall philosophy behind the

proposed curricular models. The descriptions of the courses themselves appear in
Appendix B.

6.1 Overall structure of the model curricula

The courses described in this report are divided into three categories according to the
level at which they occur in the curriculum. Courses designatedtrasluctory are
typically entry-level courses offered in the first or second year of a college or university
curriculum. Courses listed agermediateare usually second- or third-year courses and
build a foundation for further study in the field. Courses designatedhamncedare

taken in later years and focus on those topics that require significant preparation in terms
of earlier coursework.

While these distinctions are easy to understand in their own right, it is important to
recognize that there is no necessary relationship between the level of the course and the
notions of core and elective, which apply only to units in the body of knowledge.
Although introductory and intermediate courses will certainly concentrate on core
material, it is perfectly reasonable to include some elective material even in the earliest
courses. Similarly, advanced courses will sometimes include some core material. These
designations are independent and should not be confused.

6.2 Overview of the implementation strategies

The point of establishing the distinction among introductory, intermediate, and advanced
courses is to provide natural boundaries for selecting implementation strategies. This
report, for example, defines six distinct instantiations of the introductory curriculum and
four thematic approaches to the intermediate courses. These implementations and their
relationship in the structure of the curriculum as a whole are illustrated in Figure 6-1.
The idea behind this structure is to offer greater flexibility by making it possible to start
with any of the introductory approaches and then follow up that introduction with any of
the intermediate approaches.

Figure 6-1. Course levels and implementation strategies

Introductory | Imperative Objects Functional Breadth || Algorithms|| Hardware
courses first first first first first first
Intermediate Topic-based Compressed Systems-based Web-based
courses approach approach approach approach
Advanced Additional d lete the undergrad
courses itional courses used to complete the undergraduate program
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6.3 Managing the transition between different strategies

Given that the implementation strategies adopt different approaches and cover different
material, it is difficult to make the various tracks directly interchangeable. To offer
institutions as much flexibility as possible, we have tried to eliminate significant
transition problems by adopting the following policies:

* We have established a set of expectations for the introductory approaches in the form
of a set of units and topics that each of those approaches must cover. The details of
this coverage are outlined in Chapter 7. Given these guidelines for the introductory
coverage, intermediate courses can always depend on a certain level of preparation for
students emerging from any of the introductory tracks. This definition of a common
background at the end of a student’s introductory work should also make it easier for
institutions to meet the needs of students transferring from other programs.

* Where possible, we have left unscheduled time in each course syllabus, both to give
instructors flexibility and to allow for the inclusion of transitional material.

* We have allowed the material covered at the various levels of the curriculum to
overlap to a certain extent. If an intermediate or advanced course depends on material
that is covered by some but not all of the introductory tracks, we have included explicit
coverage of that material in the follow-on course to ensure that all possible
combinations of strategies can be made to work.

6.4 Covering the core

As illustrated in Figure 6-1, a complete undergraduate curriculum consists of an
introductory phase to establish basic foundations for further study, an intermediate phase
to cover most of the core units in the body of knowledge, and additional advanced
courses to round out the curriculum. Institutions that adopt the CC2001 model will
typically begin by choosing an implementation for the introductory phase and an
implementation for the intermediate phase. In most cases, institutions will then adapt
each of these implementations to fit the particular characteristics of the institution, the
preferences of the faculty, and the needs of the students. In doing so, it is important to
ensure that the curriculum that results includes at least the minimum coverage specified
in the core of the body of knowledge. If specific core units are not included in the
introductory and intermediate phase, the institution must then ensure that students acquire
this material in advanced courses and set the requirements for graduation accordingly.
Beyond the coverage of the computer science core, institutions must ensure that students
acquire the necessary background in other areas, as described in Chapter 9.

Figures 6-2 and 6-3 show two examples of how to combine the courses from Appendix B
so that they cover the computer science core. The model in Figure 6-2 uses the
imperative-first implementation for the introductory phase and a traditional topics-based
model for the intermediate courses; the model in Figure 6-3 uses an objects-first
introductory strategy and the compressed approach for the intermediate level. Other
combinations will work as well. To help potential adopters determine whether a set of
courses covers the core, the CC2001 web site includes a curriculum worksheet
implemented as a Java applet.

The tables shown in Figures 6-2 and 6-3 also illustrate the importance of redundant
coverage in ensuring that the individual models are interchangeable. The final column in
each table shows the number of additional hours allocated to the various units under that
combination. The entry for PL3 (Introduction to language translation) in Figure 6-2, for
example, indicates that the two core hours assigned to this unit are included in both
CS112 and CS210. Adopters choosing this pair of strategies could either leave the
coverage out of one of the courses, thereby making time for additional topics, or include
it in both to reinforce the students’ understanding of the material.



CC2001 Computer Science volume
Final Report (December 15, 2001)

Figure 6-2. Coverage of core units
Imperative-first introduction
Traditional topic-based approach

DS1. Functions, relations, and sets

DS2. Basic logic

DS3. Proof technigues

DS4. Basics of counting

DS5. Graphs and trees

DS6. Discrete probability

PF1. Fundamental programming constructs

PF2. Algorithms and problem-solving

PF3. Fundamental data structures

PF4. Recursion

PF5. Event-driven programming

AL1. Basic algorithmic analysis

AL2. Algorithmic strategies

AL3. Fundamental computing algorithms

AL4. Distributed algorithms

ALS. Basic computability

ARL. Digital logic and digital systems

AR2. Machine level representation of data

ARS3. Assembly level machine organization
AR4. Memory system organization and architecture

ARS. Interfacing and communication

ARG6. Functional organization
AR7. Multiprocessing and alternative architectures

OS1. Overview of operating systems

0S2. Operating system principles

0S3. Concurrency

0S4. Scheduling and dispatch

0S5. Memory management

NC1. Introduction to net-centric computing

NC2. Communication and networking

NC3. Network security
NC4. The web as an example of client-server computing

PL1. Overview of programming languages

PL2. Virtual machines

PL3. Introduction to language translation

PLA4. Declarations and types

PL5. Abstraction mechanisms

PL6. Object-oriented programming
HC1. Foundations of human-computer interaction

HC2. Building a simple graphical user interface

GVL1. Fundamental techniques in graphics

GV2. Graphic systems
IS1. Fundamental issues in intelligent systems

1S2. Search and constraint satisfaction

1S3. Knowledge representation and reasoning

IM1. Information models and systems

IM2. Database systems

IM3. Data modeling

SP1. History of computing

SP2. Social context of computing

SP3. Methods and tools of analysis

SP4. Professional and ethical responsibilities

SP5. Risks and liabilities of computer-based systems

SP6. Intellectual property

SP7. Privacy and civil liberties

SE1. Software design

SE2. Using APIs

SE3. Software tools and environments

SEA4. Software processes

SES. Software requirements and specifications

SEG6. Software validation

SE7. Software evolution

SES8. Software project management
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Figure 6-3. Coverage of core units £
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Chapter 7
Introductory Courses

This chapter looks at the introductory phase of the undergraduate curriculum, when
students receive their first college-level exposure to computer science. Section 7.1
outlines our overall philosophy concerning the introductory curriculum. Sections 7.2,
7.3, and 7.4 then look at three topics that are central to the design of introductory courses:
the role of programming, the length of the introductory sequence, and strategies for
integrating discrete mathematics. Section 7.5 goes on to enumerate the set of concepts,
knowledge, and skills that we believe should be part of an ideal introductory sequence.
Finally, section 7.6 enumerates a set of six introductory strategies that have proven
successful in practice. This section also provides critiques of each approach as an aid to
help faculty make informed decisions about which of the alternatives best address the
needs of their students, their department, their institution, and their community.

7.1 Overall philosophy

Throughout the history of computer science education, the structure of the introductory
computer science course has been the subject of intense debate. Many strategies have
been proposed over the years, most of which have strong proponents and equally strong
detractors. Like the problem of selecting an implementation language, recommending a
strategy for the introductory year of a computer science curriculum all too often takes on
the character of a religious war that generates far more heat than light.

In the interest of promoting peace among the warring factions, the CC2001 Task Force
has chosen not to recommend any single approach. The truth is that no ideal strategy has
yet been found, and that every approach has strengths and weaknesses. Given the current
state of the art in this area, we are convinced that no one-size-fits-all approach will
succeed at all institutions. Because introductory programs differ so dramatically in their
goals, structure, resources, and intended audience, we need a range of strategies that have
been validated by practice. Moreover, we must encourage institutions and individual
faculty members to continue experimentation in this area. Given a field that changes as
rapidly as computer science, pedagogical innovation is necessary for continued success.

7.2 Where does programming fit in the introductory curriculum

One of the most hotly debated questions in computer science education is the role of
programming in the introductory curriculum. Throughout the history of the discipline,
most introductory computer science courses have focused primarily on the development
of programming skills. The adoption of a programming-first introduction arises from a
number of practical and historical factors, including the following:

* Programming is an essential skill that must be mastered by anyone studying computer
science. Placing it early in the curriculum ensures that students have the necessary
facility with programming when they enroll in intermediate and advanced courses.

» Computer science did not become an academic discipline until after most institutions
had already developed a set of introductory programming courses to serve a much
wider audience. By the time our predecessors began to develop computer science
curricula, the antecedents of our introductory courses had already evolved explicitly as
“skills courses” dating from a time in which programming was regarded primarily as a
tool. Thus, computer science curricula were often built on top of existing
programming courses, which never had the opportunity to evolve into a more broadly
based introduction to computer science as a field.
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The programming-first model was implicitly endorsed by the early curriculum reports
through the design of their recommended courses. Curriculum '68 [ACMG68], for
example, begins with a course entitled “Introduction to Computing” in which the
overwhelming majority of the topics are programming-related. The centrality of
programming in introductory courses was further reinforced by the definitions of CS1
and CS2 in Curriculum '78 [ACM78], which defined these courses as an “Introduction
to Programming” sequence.

The programming-first approach, however, has several shortcomings. The most
commonly cited objections to this approach are the following:

Focusing on programming to the exclusion of other topics gives students a limited
sense of the discipline, thereby reinforcing the common misperception that “computer
science equals programming.”

Theoretical topics that would enhance the students’ understanding of the practical
material are deferred to later points in the curriculum, when they no longer have the
same immediate relevance. This limitation has implications for both majors and

nonmajors. Nonmajors who take only introductory courses are deprived of any

exposure to the conceptual and intellectual foundations that underlie the revolutionary
technological developments driving change throughout society. For majors, the fact
that theory is not introduced in the early courses fuels the bias of many students who
conclude that theory is irrelevant their educational and professional needs.

Programming courses often focus on syntax and the particular characteristics of a
programming language, leading students to concentrate on these relatively unimportant
details rather than the underlying algorithmic skills. This focus on details means that
many students fail to comprehend the essential algorithmic model that transcends
particular programming languages. Moreover, concentrating on the mechanistic
details of programming constructs often leaves students to figure out the essential
character of programming through ad hocprocess of trial and error. Such courses
thus risk leaving students who are at the very beginning of their academic careers to
flounder on their own with respect to the complex activity of programming.

Introductory programming courses often oversimplify the programming process to
make it accessible to beginning students, giving too little weight to design, analysis,
and testing relative to the conceptually simpler process of coding. Thus, the
superficial impression students take from their mastery of programming skills masks
fundamental shortcomings that will limit their ability to adapt to different kinds of
problems and problem-solving contexts in the future.

Programming-intensive courses disadvantage students who have no prior exposure to
computers while giving the illusion to those who have previously used computers that
they know more than they really do. As a result, students who are new to computing
are often overwhelmed, while students who have a prior background often simply
continue bad habits.

Programming-first approaches can lead students to believe that writing a program is
the only viable approach to solving problems using a computer. The power and
versatility of application programs have increased substantially in recent years, and it
is important for students to recognize that such applications can be extremely effective
as a problem-solving tool without the need for classical programming. This concern is
particularly relevant to nonmajors, whose problem-solving abilities and sense of
empowerment can be significantly increased through a knowledge of modern
applications.

Despite these shortcomings, however, the programming-first model has proven to be
extraordinarily durable. Even though the Computing Curricula 1991 report argued
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strongly for a broader introduction to the discipline, the majority of institutions continue
to focus on programming in their introductory sequence. It is important to recognize that
the programming-first model has some strengths that have led to its longevity. Of these,
the most important are the following:

* In most institutions (at least in the United States), the primary audience of the
introductory computer science course consists of students outside of computer science
who are seeking to acquire programming skills. Departments that adopt a
programming-first strategy can use a single course for computer science majors and
nonmajors alike. If an institution adopts an alternative strategy that serves only its
majors—even if it is arguably superior pedagogically—that institution may then need
to offer additional programming courses to satisfy the demand from other departments.

* Programming is a prerequisite for many advanced courses in computer science.
Curricular strategies that delay mastery of fundamental programming skills make it
harder for students to take as many advanced courses as they would like, since they do
not have the necessary background until a later point in their studies.

» Students often like programming more than other aspects of the field. Programming-
based courses therefore tend to attract more students to computer science.

* Programming courses offer skills and training that meets many of the needs expressed
by students, their near-term employers, and non-CS faculty.

The members of the CC2001 Task Force believe that the programming-first model is
likely to remain dominant for the foreseeable future. It is therefore incumbent on the task
force to provide guidance as to how to make that structure work. In addition, we
acknowledge that there appear to be serious problems inherent in that approach. To date,
no adequate resolution has emerged. Thus, it is imperative that we encourage continued
innovation and experimentation with alternative models aimed at addressing these
problems. Alternative approaches that seek to challenge the dominance of the
programming-first model, however, will have to take into account the pragmatic demands
for applicable computing skills.

In section 7.6, we offer three implementations of a programming-first model and three
that adopt an alternative paradigm. The programming-first implementations are an
imperative-first approach that uses the traditional imperative paradigm, an objects-first
approach that emphasizes early use of objects and object-oriented design, and a
functional-first approach that introduces algorithmic concepts in a language with a simple
functional syntax, such as Scheme. In each case, we have sought to identify curricular
models that minimize the weaknesses of the programming-first approach by focusing on
algorithmic and problem-solving concepts rather than the vagaries of language syntax.
The three alternative models are a breadth-first approach that begins with a general
overview of the discipline, an algorithms-first strategy that focuses on algorithms over
syntax, and a hardware-first model that begins with circuits and then builds up through
increasingly sophisticated layers in the abstract machine hierarchy.

7.3 The length of the introductory sequence

Although the philosophy and structure of introductory courses have varied widely over
the years, one aspect of the computer science curriculum has remained surprisingly
constant: the length of the introductory sequence. For several decades, the vast majority
of institutions have used a two-course sequence to introduce students to computer
science. In the computer science education community, these two courses are generally
known as CS1 and CS2, following the lead of Curriculum 78 [ACM78]. While the
content of these courses has evolved over time in response to changes in technology and
pedagogical approach, the length of the sequence has remained the same.
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We believe the time is right to question this two-course assumption. The number and
complexity of topics that entering students must understand have increased substantially,
just as the problems we ask them to solve and the tools they must use have become more
sophisticated. An increasing number of institutions are finding that a two-course
sequence is no longer sufficient to cover the fundamental concepts of programming,
particularly when those same courses seek to offer a broader vision of the field.
Expanding the introductory sequence to three courses makes it far easier to cover the
growing body of knowledge in a way that gives students adequate time to assimilate the
material.

The CC2001 Task Force strongly endorses the concept of moving to a three-course
introductory sequence and believes that this option will prove optimal for a relatively
wide range of institutions. At the same time, the three-course approach will not be right
for everyone. The fact that the traditional two-course approach fits into a single year of
study at semester-based institutions often makes it easier to fit the introductory material
into the whole of the curriculum without interfering with the scheduling of sophomore-
level courses. Similarly, the task of assigning credit for courses taken at other
institutions, including advanced placement programs in secondary schools, becomes more
complicated if one institution follows a two-semester calendar while the other covers the
introductory material in three.

To support both two- and three-course introductions, the CC2001 Task Force has
developed both options for three of the introductory tracks—imperative-first, objects-
first, and breadth-first—for which the three-course model seems to have the greatest
advantages. Similar extensions could be developed for the other three approaches, but
are not included in this report. For each of the tracks, the two- and three-course variants
are distinguished using the course numbering system. The three-course sequences for
each track use the numbers 101, 102, and 103; the two-course sequences use 111 and
112.

7.4 Integrating discrete mathematics into the introductory curriculum

As we discuss in Chapter 9, the CC2001 Task Force believes it is important for computer
science students to study discrete mathematics early in their academic program,
preferably in the first year. There are at least two workable strategies for accomplishing
this goal:

1. Require computer science students to take courses in discrete mathematics
concurrently with the introductory sequence. The course descriptions in Appendix B
include two implementations of a discrete mathematics course: a one-term course
(CS115) that covers the bulk of the material in the Discrete Structures (DS) area of
the body of knowledge in an intensive way, and a two-term sequence (CS105 and
CS106) that covers the required material, together with some useful elective topics, at
a slower pace that encourages greater thoroughness of coverage.

2. Integrate at least part of the material on discrete mathematics directly into the
introductory computer science sequence so that students can more easily appreciate
how these mathematical tools apply in practical contexts. While it is certainly
advantageous to adopt this approach for certain topics, it is important to ensure that
students have sufficient exposure to discrete mathematics to provide the necessary
mastery of the material. Given the size of the Discrete Structures (DS) area in the
body of knowledge, it is impossible to incorporate all the required topics into the
introductory sequence without adding an additional course to the introductory
sequence. Typical implementations will therefore incorporate some material into the
computer science sequence but retain a one-term course in discrete structures to
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complete the coverage. The three-course implementation of the breadth-first
approach (CS1@11023/103) adopts this model of integrating the mathematical
material directly into the introductory courses.

7.5 Expectations of the introductory curriculum

Despite the ongoing debates over pedagogical approaches, there are many values that
virtually all advocates of computer science education share. In this section, we outline
what we believe constitutes a general consensus about a minimal set of goals for an
introductory curriculum. Each individual strategy articulated in section 7.6 seeks to
accomplish much more than what we describe here, but each will cover a common set of
topics that can serve as a base for intermediate course structures.

In today’s world, computers are ubiquitous. Because of the importance of computer
systems and the wide applicability of computer-based skills, introductory computer
science experience should certainly expose students to the design, construction, and
application of computer systems and offer them training in skills that have demonstrated
utility. At the same time, introductory computer science courses must also introduce
students to some of the central intellectual aspects of the discipline. When we view
computer science as a discipline, it is important to look beyond its popular conception as
a tool to consider its conceptual foundations. Upon what principles does it stand? What
new concepts does it bring to the realm of knowledge? What kinds of questions do
computer scientists ask? What modes of thought and mental disciplines do they bring to
bear on problems?

We believe it is possible to develop an introductory computer science experience that
accomplishes each of the following goals:

 Introduces students to a set of fundamental computer science concepts
» Facilitates the development of cognitive models for these concepts
» Encourages students to develop the skills necessary to apply the conceptual knowledge

» Facilitates transfer by students from two-year colleges into four-year programs by
establishing clearly defined outcomes and content equivalencies

To this end, Figure 7-1 presents a set of concepts, knowledge, and skills that we believe
should be a part of each introductory curriculum. While the order of presentation and
level of emphasis will vary among individual computer science programs, we expect that
all introductory programs will seek to meet these goals. Figure 7-2 expresses similar
guidelines in terms of units and topics from the body of knowledge introduced in
Chapter 5.
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Figure 7-1. Concepts covered in the introductory curriculum
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Figure 7-2. Units covered by all six of the introductory tracks

Units for which all topics must be covered:

DS1. Functions, relations, and sets

DS2. Basic logic

DS4. Basics of counting

DS6. Discrete probability

PF1. Fundamental programming constructs
PF4. Recursion

PL1. Overview of programming languages
PL2. Virtual machines

PL4. Declarations and types

PL5. Abstraction mechanisms

SP1. History of computing

Units for which only a subset of the topics must be covered:
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DS3. Proof techniques: The structure of formal proofs; proof techniques: direct, counterexample,
contraposition, contradiction; mathematical induction

PF2. Algorithms and problem-solving: Problem-solving strategies; the role of algorithms |n the
problem-solving process; the concept and properties of algorithms; debugging strategjes

PF3. Fundamental data structures: Primitive types; arrays; records; strings and string pro¢essing;
data representation in memory; static, stack, and heap allocation; runtime $torage
management; pointers and references; linked structures

AL1. Basic algorithmic analysis: Big O notation; standard complexity classes; empirical
measurements of performance; time and space tradeoffs in algorithms

AL3. Fundamental computing algorithms: Simple numerical algorithms; sequential and |binary
search algorithms; quadratic and O(N log N) sorting algorithms; hashing; binary search trees

AR1. Digital logic and digital systems: Logic gates; logic expressions

PL6. Object-oriented programming: Object-oriented design; encapsulation and infornation-
hiding; separation of behavior and implementation; classes, subclasses, and inhgritance;
polymorphism; class hierarchies

SE1. Software design: Fundamental design concepts and principles; object-oriented analysis and
design; design for reuse

SE2. Using APIs: API programming; class browsers and related tools; programming by exhmple;
debugging in the APl environment

SE3. Software tools and environments: Programming environments; testing tools

SE5. Software requirements and specifications: Importance of specification in the sofftware
process

SE6. Software validation: Testing fundamentals; test case generation

7.6 Implementation strategies for introductory computer science
This section describes six implementations of the introductory curriculum that the

CC2001 Task Force feels have achieved a level of success that allows them to serve as
models of best practices. Determining whether an approach has been successful,
however, is more difficult than it might appear. Albert Shanker, the former president of
the American Federation of Teachers, wrote that “educational experiments are doomed to
succeed,” in part because the energy their creators bring to the experiment creates an
excitement that encourages success. Given enough enthusiasm, almost any pedagogical
approach will succeed as long as its proponents remain committed to that vision. The
real test is whether the initial success can be sustained when the approach is adopted by
others.

In choosing our set of models for the first year, we have insisted that each strategy be
endorsed by peoplather than the creatowho have used the approach successfully. By
doing so, we hope to limit our attention to those strategies that already have a track record
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of successful adoption. The six models identified in the sections that follow have each
met the criterion of having a successful track record when taught by faculty other than the
original designer. At the same time, it is important to note that only the underlying
approaches have been subjected to this level of validation and not the specific course
designs included in Appendix B. In particular, we did not find existing models for the
three-semester implementations we have proposed under the imperative-first, objects-
first, and breadth-first approaches. The approaches themselves have proven successful in
the more traditional two-semester packaging, and we believe that there is good reason to
believe that the three-semester implementations will achieve similar levels of success.

7.6.1 Imperative-first

The imperative-first approach is the most traditional of the models we have included in

this report. As noted in section 7.3, we have proposed two implementations of the

imperative-first model, one that covers the material in three semesters and one that
completes the presentation in two, as follows:

CS101. Programming Fundamentals
CS102. The Object-Oriented Paradigm
CS103. Data Structures and Algorithms

CS111. Introduction to Programming
CS112. Data Abstraction

The two-semester model is the traditional implementation. G®ifets an introduction

to programming in an imperative style, using a structure similar to that in CS1 as defined

in Curriculum ’78 [ACM78, Koffman84]. CS112hen extends this base by presenting
much of the material from the traditional CS2 course [Koffman85], but with an explicit
focus on programming in the object-oriented paradigm. The three-semester
implementation (CS10M02/103) expands the coverage of most topics to ensure that
students are able to master these fundamental concepts before moving on. These courses
also offer space for additional topics that will give students a wider conception of the
discipline.

It is important to note that first course in either sequence—G®1@S111—may well

use an object-oriented language for its programming examples and exercises. What
distinguishes this approach from the objects-first model is the emphasis and ordering of
the early topics. Even if it is taught using an object-oriented language, the first course

focuses on the imperative aspects of that language: expressions, control structures,
procedures and functions, and other central elements of the traditional procedural model.
The techniques of object-oriented design are deferred to the follow-on course.

The imperative-first strategy is subject to the disadvantages—as well as the advantages—
of any programming-first implementation, as outlined in section 7.2. In addition,
adopting the imperative-first strategy means that students will get less exposure to the
techniques of object-oriented programming than they would if the curriculum followed
the objects-first model. Given the centrality of object-oriented programming in the
curriculum requirements and the difficulty students have learning to program in an
object-oriented style, the fact that the introduction of this material is delayed to the
second course is clearly a weakness in this approach. At the same time, students do need
exposure to the traditional imperative style of programming, which remains in
widespread use and which is an integral part of any object-oriented languages. Opinion
in the community is divided as to which model should be presented first. Some argue
that students who have learned the imperative model first have more trouble adopting an
object-oriented approach. Others counter that students who have grown used to working



CC2001 Computer Science volume -30-
Final Report (December 15, 2001)

in an object-oriented language will chafe at the idea of learning to work without those
features that makes object-oriented programming so powerful.

In any event, institutions adopting the imperative-first model will need to include
additional coverage of object-oriented design principles at the intermediate level.

7.6.2 Objects-first

The objects-first model also focuses on programming, but emphasizes the principles of
object-oriented programming and design from the very beginning. As with the
imperative model, we propose both a two- and three-semester implementation in this
report, as follows:

CS10b. Introduction to Object-Oriented Programming
CS102. Objects and Data Abstraction
CS10%. Algorithms and Data Structures

CS11Db. Object-Oriented Programming
CS112. Object-Oriented Design and Methodology

The first course in either sequence begins immediately with the notions of objects and
inheritance, giving students early exposure to these ideas. After experimenting with these
ideas in the context of simple interactive programs, the course then goes on to introduce
more traditional control structures, but always in the context of an overarching focus on
object-oriented design. The follow-on courses then go on to cover algorithms,
fundamental data structures, and software engineering issues in more detail.

The principal advantage in the objects-first strategy is the early exposure to object-
oriented programming, which has become increasingly important in both academia and
industry. The December 2000 announcement by the College Board that they plan to
introduce a more object-oriented approach in the Advanced Placement curriculum
underscores the importance of this approach [AP2000]. At the same time, the objects-
first model does not specifically address many of the disadvantages common to
programming-first approaches, as described in section 7.2. In fact, the problems of the
programming-first approach can be exacerbated in the objects-first model because many
of the languages used for object-oriented programming in industry—particularly C++, but
to a certain extent Java as well—are significantly more complex than classical languages.
Unless instructors take special care to introduce the material in a way that limits this
complexity, such details can easily overwhelm introductory students.

7.6.3 Functional-first

The functional-first style was pioneered at MIT in the 1980s [Abelson85] and is
characterized by using a simple functional language, such as Scheme, in the first course.
Compared to the other programming-first implementations, this approach has the
following advantages:

» Using a language outside the professional mainstream reduces the effect of diversity in
background, since relatively few students coming into college will already have
experience programming in this paradigm.

* The minimalist syntax of functional languages means that courses can focus on more
fundamental issues.

» Several important ideas—maost notably recursion, linked data structures, and functions
as first-class data objects—occur naturally in this domain and can be covered much
earlier in the curriculum.
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There are, however, some dangers in this approach. The first is that students may react
skeptically to learning a language that they see as outside of the mainstream. For
students who are already committed to computer science, it is possible to overcome this
objection by exploiting the expressive power of these languages and showing how much
students can accomplish using these tools. For students who are taking an introductory
computer science course to test the waters before jumping in, and particularly for students
who see the course as a way to learn some practical programming skills, functional
languages are a much harder sell. The second danger is that this approach typically
requires students to think much more abstractly at an early stage than is true with more
traditional programming languages. While forcing students to think in this way is
certainly valuable and needs to be part of the curriculum at some point, placing it so early
can discourage some students with less experience in that style of thought.

To cover the material that is essential in the first year, an introductory course that follows
the functional-first strategy must be followed by an intensive course that covers object-
oriented programming and design. The sample courses that implement this strategy are

CS11E. Introduction to Functional Programming
CS112. Objects and Algorithms

7.6.4 Breadth-first

For many years, there has been concern in the computer science education community
that the traditional “programming-oriented” introduction to computer science gives
students a limited view of the discipline. Computer science, after all, is an ever-
expanding field that includes many activities beyond programming. Courses that
emphasize only this one aspect fail to let students experience the many other areas and
styles of thought that are part of computer science as a whole.

To provide that more holistic view of the discipline, many computer science educators
have argued for a “breadth-first” approach in which the first course considers a much
broader range of topics. This approach was recommended strongly i@diofiuting
Curricula 1991and the earlier “Computing as a Discipline” report, which envisioned a
curriculum in which “the first courses in computer science would not only introduce
programming, algorithms, and data structures, but introduce material from all the other
subdisciplines as well,” making sure that “mathematics and other theory would be well
integrated into the lectures at appropriate points” [Denning89].

Developing a successful breadth-first implementation, however, has proven to be
difficult. In our surveys, the most common implementation of the breadth-first idea was
to create an introductory “breadth-first” course that introduces the field to majors and
nonmajors alike. Such a course gives students exposure to a range of interesting and
important topics rather than plunging them immediately into the details of one specific
area. Students who are interested in learning more about the field can then begin a
“regular” one-year introductory sequence. Thus, most existing models involve the
addition of a single breadth-first introductory course as the entry point into the discipline
for all students. Students who complete such a course can then move on to any of the
other introductory sequences with a much stronger perspective on the field.

The advantage of offering the breadth-first model as a lead-in to a more conventional
programming sequence is that doing so gives students an immediate appreciation for the
breadth of computer science, allowing them to more easily decide whether this is a field
they do or do not wish to study in depth. The primary disadvantage of this approach,
however, is that it adds one course to the size of the major and delays by a term the
completion of the introductory sequence.
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In our discussions, the CC2001 Task Force saw no reason why it would not be possible to
create a successful breadth-first sequence, particularly if one abandons the view that the
introductory sequence must be two semesters long. The basic idea is to take the material
in the first-year courses—the introductory programming sequence and the discrete
mathematics courses—and reassemble them in a way that provides early exposure to the
breadth of the field. Unfortunately, we have not been able to identify any such models
that meet our acceptance criterion of successful implementation by faculty other than the
originator. We therefore have presented two separate implementations of a breadth-first
approach:

* A one-semester course (CSgPQ@hat serves as a prerequisite to a more traditional
programming sequence

* A preliminary implementation of a breadth-first introductory sequence
(CS10B/1028/1038) that seeks to accomplish in three semesters what has proven to be
so difficult in two

Another approach to providing breadth in the curriculum is to offer a survey of the field
after the completion of the introductory programming sequence. This “breadth-second”
approach means that students begin with a programming-based introduction to make sure
they have the necessary implementation skills but then have an early chance to appreciate
the range of topics that are all part of computer science. While we feel that such an
approach is worth pursuing as an experiment, we have not yet found models that meet our
criterion for acceptance.

7.6.5 Algorithms-first

In this approach, the basic concepts of computer science are introduced using pseudocode
instead of an executable language. By introducing students to basic algorithmic concepts
and constructs apart from any particular executable language, this approach minimizes
the preoccupation with syntactic detail that demands for successful program execution
typically engender among students. Instead, it requires that students reason about and
explain the algorithms they construct, tracing them by hand and mind. It permits students
to work with a range of data and control structures without having to contend with the
various peculiarities that popular programming languages inevitably introduce.
Moreover, because students are freed from the need to execute their programs, this
approach permits students to experience the range of such constructs more rapidly. Once
students have a solid grasp of the algorithmic foundations and the range of data and
control structures used in the pseudocode, they can then move on to a more conventional
language, either partway through the first course or, at the latest, the beginning of the
second course. Because students have experienced a wider range of both data and control
structures early, their later progress through conventional programming work can occur
more rapidly and class time can be more explicitly focused on issues of effective
programming practices and systematic debugging skills.

By eliminating some of the time spent on syntax and the details of a particular
programming environment, an introductory course that follows the algorithms-first

approach can include additional theoretical topics, such as estimations of efficiency and
the rudiments of computability. Doing so appears to be useful in two respects:

1. For non-majors, it permits some access to the “science” of computer science.

2. For computer science majors, it permits them to encounter appropriate aspects of
theory from the very beginning of their course of study, minimizing the risk that they
will later experience coursework in theory as an irrelevant curricular appendage.
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At the same time, the algorithms-first approach has several critical weaknesses. For one
thing, students at the introductory level want to experience the power and satisfaction that
comes from making computers actuallp something. Courses focused only on
constructing algorithms in pseudocode frustrate this motivation and desire. It is therefore
useful to combine the algorithms-first approach with laboratory-based exposure to
modern application software that provides students with applied computing experience.
This strategy helps students develop a practical skill set that may be of greater relevance
to nonmajors than conventional programming. By synchronizing the laboratory-and-
project agenda in software applications with the lecture-and-homework coverage of
algorithms, students experience the relevance of, for example, data structures in the
context of database work, control structures in the context of spreadsheet development,
and high-level design in the context of web page creation.

Relying on pseudocode, however, also has the effect of freeing students from the need to
demonstrate that their algorithms work in the context of a functioning implementation.
While the process of getting a program to compile and execute correctly is sometimes
frustrating, it is also a critical skill that students must master early in their education. The
process of debugging in the pseudocode environment is quite different from the process
of debugging an executable program. The former is characterized by desk-checking and
reasoning about the algorithm; the latter is usually more of function of interpreting
symptoms and learning to do the detective work associated with finding programming
errors. Both skills are important, and it is difficult to assess how the algorithms-first
approach affects the students’ facility with the debugging process.

The final concern about the algorithms-first approach is that it requires substantial
grading effort. While it is certainly inappropriate to assess introductory programming
assignments solely on successful execution in a set of test cases, being able to make such
tests helps graders identify algorithmic errors much more easily. Evaluating pseudocode
for correctness is a much harder challenge that typically requires extensive use of course
assistants.

In this report, the algorithms-first approach is illustrated by the following courses:

CS11A. Introduction to Algorithms and Applications
CS112. Programming Methodology

The first course focuses on algorithms and applications early, and then goes on to offer an
introduction to object-oriented programming towards the end. The second course
provides intensive coverage of object-oriented programming to ensure that students are
up to speed on these techniques.

7.6.6 Hardware-first

The hardware-first approach teaches the basics of computer science beginning at the
machine level and building up toward more abstract concepts. The basic philosophy
behind this strategy is for students to learn about computing in a step-by-step fashion that
requires as little mystification as possible. The syllabus begins with switching circuits,
uses those to make simple registers and arithmetic units, and then embeds those in a
simple von Neumann machine. Only after establishing the hardware foundation, does the
course go on to consider programming in a higher-level language.

The courses that comprise this model are

CS11H. Introduction to the Computer
CS112. Object-Oriented Programming Techniques
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The first course in the sequence covers the computer from the bottom up; the second uses
that foundation to build up the programming skills of the students and to give them a
solid introduction to object-oriented techniques.

Such an approach works well for students who prefer to understand the process of
computation in all of its reductionist detail. It is less effective at encouraging students to

see the holistic concepts beyond the mechanics of implementation. The hardware-first
approach is also somewhat at odds with the growing centrality of software and the

tendency of increasingly sophisticated virtual machines to separate the programming
process from the underlying hardware. At the same time, we believe that such a course
might be particularly viable in a computing engineering program, where early exposure to

hardware issues is essential.
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Chapter 8
Intermediate Courses

The intermediate courses in the curriculum are designed to provide a solid foundation that
serves as a base for more advanced study of particular topics. At the same time, it is
important to keep in mind that the introductory courses of Chapter 7 and the intermediate
courses described here together dot constitute a complete curriculum. All
undergraduate programs will include a significant amount of additional elective material
of the type described in Chapter 9. In this chapter, we propose four implementations for
the intermediate level of the curriculum, as follows:

» A traditional approach in which each course addresses a single topic

» A compressed approach that organises courses around broader themes
* An intensive systems-based approach

» A web-based approach that uses networking as its organizing principle

These implementations are presented as representative models rather than as prescriptive
standards. In each case, there are many other workable options that apply similar
philosophies to develop a somewhat different set of courses. Moreover, it is often
possible to create hybrid approaches by combining elements from different models, as
discussed in section 8.3. The most important consideration is simply whether a particular
implementation ensures that all students encounter the units in the required core at some
point in the curriculum.

8.1 Issues in the design of the intermediate courses

As with the introductory courses, individual faculty and institutions have crafted many
different approaches to the intermediate level courses. This level of variety and the
pedagogical experimentation that makes it possible are healthy signs attesting to the
vitality of education in our discipline. The members of the CC2001 Task Force,
however, are concerned that most of the existing models focus on relatively
compartmentalized topics, with only a few seeking to build a curriculum around more
abstract themes that cut across the discipline. In a 1992 article entitled “We can teach
software better” [Shaw92], Mary Shaw expressed this point as follows:

Let's organize our courses around ideas rather than around artifacts. This helps
make the objectives of the course clear to both students and faculty.
Engineering schools don't teach boiler design—they teach thermodynamics.
Yet two of the mainstay software courses—“‘compiler construction” and
“operating systems”"—are system-artifact dinosaurs.

We believe that this advice remains both applicable and insightful. In existing computer
science curricula, many of the courses continue to be focused around artifacts. We
believe it is important for both curriculum designers and individual instructors to break
away from this legacy and experiment with alternative models.

Several past reports have sought to focus on broad themes that unify the practice of
computer science. Computing Curricula 1991, for example, identified three broad
processes and twelve recurring concepts that permeate the study of computer science, as
shown in Figure 8-1. Similarly, the ACM model curriculum for a liberal arts degree in
computer science [Gibbs86, Walker96] organized its intermediate-level courses on four
central themes of computer science—hardware, software, algorithms, and theory—
leading to a course in each area.
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Figure 8-1. Processes and themes from Computing Curricula 1991
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At the very least, we believe it is important to recognize that even the artifact-based
approaches need to remain sensitive to the technologies of the time. As Mary Shaw
observed, the traditional curriculum includes courses about operating systems and
compilers, which are no longer as central to the discipline as they once were. In today’s
world, networks and component-based systems are far more important to the practice of

the field.

In a rapidly changing field like computer science, focusing too narrowly on

specific applications, vendors, or implementations leaves students vulnerable to the

problem of obsolescence.

8.2 Sample approaches for the intermediate level

The subsections that follow describe the four intermediate tracks—topic-based,
compressed, systems-based, and web-based—that are articulated in this report, along with
an additional section describing hybrid approaches. To make it easier to see which 200-
level courses go together, the descriptions in these sections use the subsgripand

w to identify a course with its model.

For example, the discussion of the topic-based

approach uses the designation CS2@20refer to the intermediate course in architecture.
The description of the compressed approach refers to €S220act, these two courses

are the same. At the 200-level, the course number uniquely identifies the material, and
the subscripts are used only to identify which track or tracks include that course. In the
actual course description in Appendix B, the header line identifies all the tracks that use
the approach. In this case, the header line is

CS22Qc,s,13. Computer Architecture

which shows that the compressed, systems-based, and topic-based approaches all include
this course.

8.2.1 A traditional topic-based approach

The most common approach to the intermediate courses is simply to apportion the
material into units based on the traditional divisions of the field. Thus, in this approach,
students take separate courses in each of the core areas: a course in architecture, a course
in operating systems, a course in algorithms, and so on. It is not necessary, however, to
require separate courses in every area covered by the body of knowlege. Some areas with
relatively few core units, such as graphics, can be integrated into the introductory
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curriculum; others, such as human-computer interaction, can be incorporated into
advanced courses that explore the nature of professional practice in the discipline.

As a sample implementation of this model, we propose the following set of courses:

CS21a. Algorithm Design and Analysis
CS22@G. Computer Architecture
CS225. Operating Systems

CS23a. Net-centric Computing
CS26a. Artificial Intelligence

CS27G. Databases

CS28a. Social and Professional Issues
CS29a. Software Development
CS490. Capstone Project

This model is close to what many departments and programs currently do, so it has the
advantage of being well tested. The classes will generally be familiar to most faculty,
and instructional resources—such as syllabi, texts, and problem sets—are readily
available.

At the same time, this model is highly susceptible to the problem of “artifact-based
courses” described in section 8.1. In addition, some institutions may have problems with
the size of this model. Students must complete nine intermediate courses, along with one
of the introductory sequences described in Chapter 7. For large schools, offering nine
intermediate courses may not be a problem. However, for schools with limited space in
their major, nine intermediate courses may be beyond what their program can support.
The compressed approach described in the following section offers one approach to
reducing the size of the curriculum, as do the hybrid approaches in section 8.3.

8.2.2 A compressed approach

For the most part, the topic-based approach devotes a full course to each of the major
areas in the body of knowledge. Most of these areas, however, do not include 40 hours of
core material, which means that the intermediate courses in the topic-based approach
cover additional topics beyond what is required for the core. For institutions that need to

reduce the number of intermediate courses, the most straightforward approach is to
combine individual topics intthematic coursethat integrate material from related areas

of computer science. In addition to making the core smaller, this strategy also begins to
address the problem of classes that focus too narrowly on “software artifacts.”

As an example, it is certainly possible to combine the material on artificial intelligence
from CS260 with the material on databases from CS2#0create an integrated course

that looks at these ideas together. Similarly, it is possible to merge the core topics in
software engineering with those in the social and professional area. Our compressed
model represents a particularly aggressive approach to combining topics that reduces the
nine courses proposed in the traditional model to the following set of five courses:

CS21@. Algorithm Design and Analysis

CS22@. Computer Architecture

CS22&. Operating Systems and Networking

CS262. Information and Knowledge Management
CS29z. Software Development and Professional Practice

This implementation covers the required core units but saves four courses over the topic-
based approach. As a result, this approach may prove useful in environments where it is
important to keep the number of intermediate courses to a minimum. Such pressures may
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exist in small colleges with few faculty members or in any institution that has been
unable to recruit sufficient faculty to teach a larger curriculum.

It is not necessary, of course, to go quite so far in terms of reducing the number of
intermediate courses as the compressed model does. Section 8.3 outlines a humber of
hybrid approaches that adopt some of the strategies from the compressed model to create
intermediate course sequences that are intermediate in size between the five-course
compressed model and the nine-course traditional model. At the same time, it is
important to avoid being too aggressive in seeking to reduce the number of courses. We
strongly recommend against trying to pack the required units into the theoretical
minimum of seven courses implied by the fact that the core contains 280 hours of
material. Overpacking the curriculum creates courses that lack coherent themes and
leaves too little time for individual instructors to adapt and enhance the material.

8.2.3 A systems-based approach

Ultimately, the theories and practices of computer science find expression in the
development of high-quality computer systems. This section defines a computer science
curriculum that uses systems development as a unifying theme. It includes more
technical and professional material than the other models, while retaining a reasonable
level of coverage of the theoretical topics. Computer science theory remains essential,
both as a foundation for understanding practice and to provide students with a lasting
base of knowledge that remains valid despite changes in technology.

A minimal implementation of the systems-based approach consists of the following
courses beyond the introductory sequence:

CS120. Introduction to Computer Organization

CS21G. Algorithm Design and Analysis

CS223. Computer Architecture

CS226. Operating Systems and Networking

CS246. Programming Language Translation

CS255%. Computer Graphics

CS266. Artificial Intelligence

CS27&. Information Management

CS29%k. Software Development and Systems Programming
CS490. Capstone Project

Although their titles suggest that these courses focus on single areas, it is important to use
the encompassing notion of a system as a unifying theme. This system perspective must
permeate all aspects of the curriculum and include a combination of theory, practice,
application, and attitudes.

8.2.4 A web-based approach

This model has grown out of a grass-roots demand for curricular structures that focus
more attention on the Internet and the World-Wide Web, using these domains to serve as
a common foundation for the curriculum as a whole. The following courses represent

one attempt to develop such a model:

CS130. Introduction to the World-Wide Web

CS21Qv. Algorithm Design and Analysis

CS221v. Architecture and Operating Systems

CS222v. Architectures for Networking and Communication
CS23Q@v. Net-centric Computing

CS25@v. Human-Computer Interaction
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CS255v. Computer Graphics
CS261. Al and Information
CS292v. Software Development and Professional Practice

8.3 Hybrid approaches

As noted in the introduction to this chapter, the four intermediate approaches outlined in
this report—the traditional approach, the compressed approach, the systems-based
approach, and the web-based approach—should be viewed as representative models that
represent only a few of the possibilities available. In many cases, it is possible to
combine elements of two or more approaches to create a new hybrid curriculum that may
meet more effectively the needs of a particular institution. In creating such a hybrid,
however, it is important to ensure that the resulting curriculum in fact covers the required
core topics.

Figure 8-2 outlines three hybrid approaches that meet the condition of covering the full
set of core topics when used in conjunction with any of the introductory sequences
described in Chapter 7. Other combinations are possible as well.

All of the approaches described in this chapter—the four specific models and the various
hybrids—all have a common goal: to present the fundamental ideas and enduring
concepts of computer science that every student must learn to work successfully in the
field. In doing so, these intermediate courses lay the foundation for more advanced work
in computer science.

Figure 8-2. Hybrid approaches

An eight-course hybrid that adds one cross-cutting course to a traditional model:
CS21a. Algorithm Design and Analysis
CS22@. Computer Architecture
CS226:. Operating Systems and Networking
CS26a. Artificial Intelligence
CS27@. Databases
CS28a@. Social and Professional Issues
CS29@. Software Development
CS490. Capstone Project

A seven-course hybrid that mixes the web-based and the compressed approach:
CS130. Introduction to the World-Wide Web
CS21@v. Algorithm Design and Analysis
CS221w. Architecture and Operating Systems
CS222v. Operating Systems
CS23@v. Net-centric Computing
CS262. Information and Knowledge Management
CS292. Software Development and Professional Practice

A six-course hybrid that mixes the traditional and the compressed approach:
CS216G. Algorithm Design and Analysis
CS22@. Computer Architecture
CS225. Operating Systems
CS23a. Net-centric Computing
CS262. Information and Knowledge Management
CS292. Software Development and Professional Practice
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Chapter 9
Completing the Curriculum

The primary purpose of Chapters 7 and 8 is to outline a variety of approaches for
covering the core units in the body of knowledge. As we have emphasized on several
occasions in this report, the computer science core does not in itself constitute a complete
curriculum. To complete the curriculum, computer science programs must also ensure
that students have the background knowledge and skills they need to succeed as well as
the chance to do advanced work that goes beyond the boundaries of the core. This
chapter offers strategies and guidelines in each of these areas. Section 9.1 describes a set
of general requirements that support the broad education of computer science students.
Section 9.2 outlines a set of advanced courses to provide depth in the curriculum, which
is followed by a discussion of project courses in section 9.3. Finally, section 9.4 provides
an overview of a few curricular models that address these goals for a variety of
institutions.

9.1 General requirements

A successful computer science graduate needs many skills beyond the technical ones
found in the CS body of knowledge. For example, computer science students must have
a certain level of mathematical sophistication, familiarity with the methods of science, a
sense of how computing is applied in practice, effective communication skills, and the
ability to work productively in teams. This chapter outlines several general
recommendations for computer science programs seeking to meet these goals.

9.1.1 Mathematical rigor

Mathematics techniques and formal mathematical reasoning are integral to most areas of
computer science. The Computing Curricula 1991 report identified theory as one of the
three primary foundations of computer science, and we believe strongly that the same
principle holds true today. Computer science depends on mathematics for many of its
fundamental definitions, axioms, theorems, and proof techniques. In addition,
mathematics provides a language for working with ideas relevant to computer science,
specific tools for analysis and verification, and a theoretical framework for understanding
important computing ideas. For example, functional programming and problem solving
draw directly upon the mathematical concepts and notations for functions; algorithmic
analysis depends heavily on the mathematical topics of counting, permutations and
combinations, and probability; discussions of concurrency and deadlock draw heavily
from graph theory; and both program verification and computability build upon formal
logic and deduction. Thus, it is critical for computer science programs to include enough
mathematics so that students understand the theoretical underpinnings of the discipline.

Given the pervasive role of mathematics within computer science, the CS curriculum
must include mathematical concepts early and often. Basic mathematical concepts
should be introduced early within a student’s course work, and later courses should use
these concepts regularly. While different colleges and universities will need to adjust
their prerequisite structure to reflect local needs and opportunities, it is important for
upper-level computer science courses to make use of the mathematical content developed
in earlier courses. This dependency, moreover, should be reflected in the formal
prerequisite structure.

In developing these recommendations, the CC2001 Task Force has concluded that
computer science programs must take responsibility for ensuring that students get the
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mathematics they need, especially in terms of discrete mathematics. To this end, the
CC2001 report defines a new knowledge area consisting of the discrete mathematics
required for an undergraduate program. That area—Discrete Structures (DS)—specifies
the units and topics that we believe are essential to every undergraduate program. The
material on discrete structures can be presented in separate courses or integrated more
directly into the curriculum by presenting the mathematical material together with the
computer science topics that depend on it. In either case, it is essential to make sure that
the curriculum emphasizes the use of discrete mathematical techniques throughout the
undergraduate program.

The CC2001 Task Force makes the following recommendations with respect to the
mathematical content of the computer science curriculum:

» Discrete mathematicsAll students need exposure to the tools of discrete mathematics.
When possible, it is best for students to take more than one course in this area, but all
programs should include enough exposure to this area to cover the core topics in the
DS area. Strategies for integrating discrete mathematics into the introductory
curriculum are discussed in section 7.4.

» Additional mathematicsStudents should take additional mathematics to develop their
sophistication in this area. That mathematics might consist of courses in any number
of areas including statistics, calculus, linear algebra, numerical methods, number
theory, geometry, or symbolic logic. The choice should depend on program
objectives, institutional requirements, and the needs of the individual student.

9.1.2 The scientific method

As noted in Computing Curricula 1991, the process of abstraction (data collection,
hypothesis formation and testing, experimentation, analysis) represents a vital component
of logical thought within the field of computer science. The scientific method represents
a basis methodology for much of the discipline of computer science, and students should
have a solid exposure to this methodology.

To develop a firm understanding of the scientific method, students must have direct
hands-on experience with hypothesis formulation, experimental design, hypothesis
testing, and data analysis. While a curriculum may provide this experience in various
ways, it is vital that students must “do science”—not just “read about science.”

The CC2001 Task Force therefore makes the following recommendations about science:

» Students must develop an understanding of the scientific method and experience this
mode of inquiry in courses that provide some exposure to laboratory work.

» Students may acquire their scientific perspective in a variety of domains, depending on
program objectives and their area of interest.

9.1.3 Familiarity with applications

With the broad range of applications of computing in today’s society, computer scientists
must be able to work effectively with people from other disciplines. To this end, the
CC2001 Task Force recommends that all computer science students should:

» Engage in an in-depth study of some subject that uses computing in a substantive way.

Computing students have a wide range of interests and professional goals. For many
students, study of computing together with an application area will be extremely useful.

Such work might be accomplished in several ways. One approach is to integrate case
studies into computer science courses in a way that emphasizes the importance of
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understanding the application domain. Other approaches might include an extended
internship experience or the equivalent of a full semester’s work that would count toward
a major in that discipline. Such opportunities certainly exist in such fields as psychology,
sociology, economics, biology, business, or any of the science or engineering disciplines.
With some creativity, it is also possible to find applications to areas that might be
considered farther afield, often through innovative approaches beyond the scope of a
standard computer science curriculum.

9.1.4 Communications skills

A widely-heard theme among employers is that computer scientists must be able to
communicate effectively with colleagues and clients. Because of the importance of good
communication skills in nearly all computing careers, computer science students must
sharpen their oral and writing skills in a variety of contexts—both inside and outside of
computer science courses. In particular, students in computer science programs should be
able to:

» Communicate ideas effectively in written form
* Make effective oral presentations, both formally and informally
» Understand and offer constructive critiques of the presentations of others

While institutions may adopt different strategies to accomplish these goals, the program
of each computer science student must include numerous occasions for improving writing
and practicing oral communication in a way that emphasizes both speaking and active
listening skills.

At a minimum, a computer science curriculum should require:

» Course work that emphasizes the mechanics and process of writing
» At least one formal oral presentation to a group
» The opportunity to critique at least one oral presentation

Furthermore, the computer science curriculum should integrate writing and verbal
discussion consistently in substantive ways ways. Communication skills should not be
seen as separate but should instead be fully incorporated into the computer science
curriculum and its requirements.

9.1.5 Working in teams

Few computer professionals can expect to work in isolation for very much of the time.
Software projects are usually implemented by groups of people working together as a
team. Computer science students therefore need to learn about the mechanics and
dynamics of effective team participation as part of their undergraduate education.
Moreover, because the value of working in teams (as well as the difficulties that arise)
does not become evident in small-scale projects, students need to engage in team-oriented
projects that extend over a reasonably long period of time, possibly a full semester or a
significant fraction thereof.

To ensure that students have the opportunity to acquire these skills as undergraduates, the
CC2001 Task Force recommends that all computer science programs include the
following:

» Opportunities to work in teams beginning relatively early in the curriculum.

» A significant project that involves a complex implementation task in which both the
design and implementation are undertaken by a small student team. This project is
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often scheduled for the last year of undergraduate study, where it can serve as a
capstone for the undergraduate experience. Strategies for structuring this project
experience are discussed in section 9.3 later in this chapter.

The experience that students derive from a significant team project can be enhanced
further by using teams that cross disciplinary boundaries. As an example, computer
science students can be paired with students in biology to conduct a project in the
emerging area of biocomputation. Such a project will require expertise from both
disciplines, along with strategies to support effective communication across the
disciplinary boundary. The ABET 2000 report [ABET2000] specifically endorses the
concept of interdisciplinary team projects, and the CC2001 Task Force agrees that such
projects can provide a rich and valuable experience for students, both inside and outside
of computer science.

9.1.6 The complementary curriculum

Particularly in times of intense demand for computer science graduates, institutions feel
pressured to ensure that graduates have specific skills to meet the needs of employers.
On the one hand, the goal of producing graduates with the skills necessary for
employment is certainly a positive one. On the other hand, it is important to keep in mind
that students are best served not by mastering specific skills that may soon be obsolete,
but instead by gaining an enduring understanding of theory and practice that will allow
them to maintain their currency over the long term. The best way to think about this
aspect of student preparation is that both employers and the students themselves should
see computer science graduates as agents of change capable of moving into employment
with skills and expectations that prove of enduring value to those organizations.

To empower students in this way, the curriculum must encourage them to develop a set of
transferable skills that enhance their overall efficacy. To some extent, these skills include
those listed in the preceding sections. But they also include skills that are not typically
developed through coursework, such as the ability to write an effective résumé, manage
time effectively, conduct library research, maintain professional responsibility, remain up
to date, engage in life-long learning, and so on. This constellation of skills has been
identified as theomplementary curriculum

One way to ensure that students develop these skills is to weave them into the fabric of
the traditional curriculum. There is, however, always a danger that elements of the
complementary curriculum absorb so much time that they overwhelm the technical
material. There are delicate issues of balance here, and curriculum and course designers
must find the proper mix.

9.2 Advanced courses

We use the termdvanced cours® mean courses whose content is substantially beyond
the material of the core. The units in the body of knowledge give testimony to the rich
set of possibilities that exist for such courses, but few if any institutions will be able to
offer courses covering every unit in detail. Institutions will wish to orient such courses to
their own areas of expertise, guided by the needs of students, the expertise of faculty
members, and the needs of the wider community.

The CC2001 Task Force has benefited from the work of one of its pedagogy focus
groups, which produced a set of advanced courses using the framework provided by the
body of knowledge. A set of potential course titles for each knowledge area appears in
Figure 9-1. We have, however, decided not to include in the printed report full
descriptions of the advanced courses unless those courses are part of one of the curricular



CC2001 Computer Science volume —44 —
Final Report (December 15, 2001)

Figure 9-1. Advanced courses by area
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CS301. Combinatorics CS351. Graphical User Interf
CS302. Probability and Statistics - Graphica’ User Intertaces

CS352. Multimedia Systems Development

CS303. Coding and Information Theory CS353. Interactive Systems Development

Computational Science (CN) CS354. Computer-Supported Cooperative Work
CS304. Computational Science . . .
CS305. Numerical Analysis Graphics and Visual Computing (GV)
CS306. Operations Research CS355. Advanced Computer Graphics
CS307. Simulation and Modeling CS356. Computer Animation
CS308. Scientific Computing CS357. Visualization
CS309. Computational Biology CS358. Virtual Reality

Algorith qc lexity (AL) CS359. Genetic Algorithms
gorithms and Complexity .
CS310. Advanced Algorithmic Analysis Intelligent Systems (1S)

CS360. Intelligent Systems
CS311. Automata and Language Theory .
CS312. Cryptography CS361. Automated Reasoning

CS313. Geometric Algorithms ggggg I\K/lnov%/]edgLe-Baged Systems
: . Machine Learning

CS314. Parallel Algorithms CS364. Planning Systems
Architecture and Organization (AR) CS365. Natural Language Processing

CS320. Advanced Computer Architecture CS366. Agents

CS321. Parallel Architectures CS367. Robotics

CS322. System on a Chip CS368. Symbolic Computation

CS323. VLSI Development CS369. Genetic Algorithms

CS324. Device Development Information Management (IM)
Operating Systems (OS) CS370. Advanced Database Systems

CS325. Advanced Operating Systems CS371. Database Design

CS326. Concurrent and Distributed Systems CS372. Transaction Processing

CS327. Dependable Computing CS373. Distributed and Object Databases

CS328. Fault Tolerance CS374. Data Mining

CS329. Real-Time Systems CS375. Data Warehousing

CS376. Multimedia Information Systems

Net-Centric Computing (NC) CS377. Digital Libraries

CS330. Advanced Computer Networks
CS331. Distributed Systems

CS332. Wireless and Mobile Computing
CS333. Cluster Computing

CS334. Data Compression

CS335. Network Management

CS336. Network Security

CS337. Enterprise Networking

CS338. Programming for the World-Wide Web

Social and Professional Issues (SP)
CS380. Professional Practice
CS38L1. Social Context of Computing
CS382. Computers and Ethics
CS383. Computing Economics
CS384. Computer Law
CS385. Intellectual Property
CS386. Privacy and Civil Liberties

Software Engineering (SE)

Programming Languages (PL) CS390. Advanced Software Development
CS340. Compiler Construction CS391. Software Engineering
CS341. Programm@ng Language Design _ CS392. Software Design
CS342. Programming Language Semantics CS393. Software Engineering and Formal Specificafion
CS343. Programming Paradigms CS394. Empirical Software Engineering
CS344. Functional Programming CS395. Software Process Improvement
CS345. Logic Programming CS396. Component-Based Computing

CS346. Scripting Languages CS397. Programming Environments
CS398. Safety-Critical Systems

tracks described in Chapter 8. Instead, we plan to create web pages for these courses,
which will be accessible from the CC2001 web page. By doing so, we will reduce the
size of the printed document and, at the same time, allow the documentation associated
with each advanced course to remain more up to date.
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9.3 Project courses

As discussed in section 9.1.5, the CC2001 Task Force believes it is essential for all
undergraduates to complete a significant team project that encompasses both design and
implementation. Depending on the structure of the institution, there are several workable
strategies for providing this type of practical experience. In some cases, it may be
possible to work with local companies to create internships in which students have the
opportunity to engage in projects in an industry setting. More often, however, computer
science departments will need to offer this type of project experience through the
curricular structure.

The course descriptions in Appendix B offer several models for including project work in
the curriculum. The first strategy is simply to include a project component as part of the
required intermediate or advanced course that covers the core material on software
engineering. This strategy is illustrated by the course

CS292c,wy. Software Development and Professional Practice

which includes a team project along with a significant amount of additional material. As
long as students have sufficient time to undertake the design and implementation of a
significant project, this approach is workable. The projects in such courses, however,
tend to be relatively small in scale, simply because the time taken up by the software
engineering material cuts into the time available for the project.

As an alternative, the CC2001 Task Force recommends that curricula include a capstone
project that allows students to bring together all the skills and concepts that they have
previously learned during their undergraduate courses. Such a course might include a
small amount of additional material, but the major focus must be on the project.
Appendix B includes both

CS490. Capstone Project
which provides a one-semester capstone and the two-semester sequence

CS491. Capstone Project |
CS492. Capstone Project Il

The two-semester version offers students much more time to complete a large project, but
may not be feasible given the time constraints of the undergraduate program in the United
States.

9.4 Sample curricula

One of the great difficulties in designing curriculum guidelines is the enormous variation
that exists between programs at different types of universities and colleges. Given the
range of expectations for degree programs—particularly internationally but also within
the United States—it is impossible to come up with a single model that fits all
institutions. Chapters 7 and 8 offer several different approaches for the introductory and
intermediate levels of the curriculum that can presumably be adapted to many different
institutions. The purpose of this section is to illustrate how the complete curriculum
could be embedded into degree programs at a range of institutional types.

Perhaps the most significant variable among academic programs is the number of
computer science courses required for an undergraduate degree. In institutions outside
the United States, university students typically focus on a single subject, with perhaps a
few additional courses in closely related fields. Under this type of educational system, a
student might take 3-4 computer science courses in the first year, 4-5 in the second, and
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5-6 in each of the third and fourth years. An undergraduate at such an institution would
therefore complete 17-21 computer science courses in a four-year degree. In the United
States, this level of concentration is extremely rare. At universities, for example, students
typically take 12-15 computer science courses as undergraduates, filling out their
programs with general education requirements and electives. Students at liberal-arts
colleges take 9-12 computer science courses, rounding out their education with a strong
liberal-arts experience and often a second major or minor in another field of study. Thus,
the number of computer science courses that constitute an undergraduate degree can vary
by as much as a factor of two.

It is important to realize that a smaller curriculum donesmean a weaker curriculum.

Any curriculum that follows the guidelines proposed in this report must provide a
rigorous grounding in the fundamentals of computer science. Regardless of the
characteristics and expectations of the educational institution, every curriculum must

» Cover all 280 hours of core material in the CS body of knowledge

* Require sufficient advanced coursework to provide depth in at least one area of
computer science

* Include an appropriate level of supporting mathematics

» Offer students exposure to “real world” professional skills such as research experience,
teamwork, technical writing, and project development

The next three sections describe curricular models designed to fit the needs of the
following broad classes of institution:

1. Aresearch-oriented university in the United States

2. A university in which undergraduate education is focused on a single discipline, as is
typically the case in countries outside North America

3. An institution, such as a liberal-arts college in the United States, with a small
computer science department

9.4.1 Curriculum model for a research university in the United States

The purpose of this model is to show the correspondence between CC2001 and what is
typically done in undergraduate programs in U.S. research universities. These programs
typically have a fairly large faculty capable of providing considerable depth and breadth
in computer science. It is often an implicit goal that all students will have sufficient
depth for both graduate study and work in industry. For many of these schools, another
goal is for their students to have a smooth path between taking the first two years of the
degree at a two-year institution, such as a community college in the United States, and the
rest of the degree at the university.

In designing a university curriculum, any combination of an introductory track described

in Chapter 7 with either the traditional, systems, or web-based intermediate curriculum
from Chapter 8 can be made to work. The most common choices of introductory
sequences in such settings are the two- and three-course versions of the imperative and
objects-first introductions, described in sections 7.6.1 and 7.6.2, respectively. It is
important to note, however, that these implementations are not simply an instantiation of
current practice. Each of these sequences puts a significant amount of modern material in
such areas as networking and databases into the required introductory and intermediate
courses. In many research universities today, that material is found only in advanced
elective courses, which may therefore be missing from some student programs.
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Figure 9-2. University model (US)

semester 1 semester 2
‘1 CS101. Programming Fundamentals CS102. The Object-Oriented Paradigm
Year 2 calculus | CS115. Discrete Structures for Computer Science
Calculus 1l
CS103. Data Structures and Algorithms CS120. Introduction to Computer Organization
year2| Science course | Science course ||
Probability and Statistics
car 3 CS21a. Algorithm Design and Analysis CS225. Operating Systems
Y CS22@. Computer Architecture CS28a. Social and Professional Issues
Advanced mathematics elective CS elective
Undergraduate research project
. CS230a. Net-centric Computing CS490. Capstone Project
64T % Cs262. Information and Knowledge Management CS elective
CS29a. Software Development CS elective
Undergraduate research project

Figure 9-2 outlines the structure of a curriculum designed for a U.S. research university.
The sections that follow offer additional notes on the design decisions that affect the
overall structure of the model.

Introductory and intermediate courses

As noted in the preceding section, any of the introductory sequences followed by
anything other than the highly compressed model is appropriate for the research
university setting. The curriculum outlined in Figure 9-2, for example, uses a three-
course imperative introductory sequence and the traditional approach to the intermediate
level, with the following modifications:

1. We have added the optional course CS120(Introduction to Computer Organization),
as outlined in the discussion of the systems-based approach.

2. We have replaced the pair of “traditional” courses in artificial intelligence and
databases, CS260 and CS270, with the combined course CS262 (Information and
Knowledge Management), as outlined in the discussion of the compressed approach.

CS120 is optional in that all of its core units are covered in other courses. If CS120 is
included, the later courses will be able to go into greater depth. If it is not, it might be
replaced by another CS elective or simply deleted from the curriculum. CS120 is
included in this example because such programs often desire earlier and deeper coverage
of systems material than the pure traditional approach offers, and also because CS120 is a
course that can be easily offered at two-year colleges.

One of the great strengths of the CC2001 core is the requirement of material in
information management and intelligent systems. Many schools have put almost all such
material into elective courses. For this curriculum, we suggest one required course
combining the two, with the expectation that many schools would additionally continue
to run advanced electives in both.

Science and mathematics

A deep grounding in science and mathematics is one of the usual goals of research
university computer science programs. We therefore require two semesters of science.
In keeping with the desire for mathematical depth and maturity, we require the following
courses in mathematics:
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* One semester of discrete structures, represented by Discrete Structures for Computer
Science. Institutions that wish to offer a more thorough grounding in this material
could easily expand this coverage by implementing the two-semester sequence
Discrete Structures I-Discrete Structures |l.

* An introduction to calculus at the level necessary to take advanced math electives such
as logic, linear algebra, and abstract algebra. Depending on the institution, the calculus
requirement might range from a one-semester course to a sequence with three or more
courses. On the whole, we believe that it is often more appropriate for computer
science students to take less calculus and more courses in discrete mathematics or
other material more directly relevant to the practice of computer science. In many
institutions, however, the structure of the mathematics curriculum may be outside the
control of the computer science program, leaving relatively little flexibility for the
department.

* One semester of probability and statistics.
+ At least one additional semester of advanced mathematics taken as an elective.

Completing the curriculum

To complete their degree programs, students must be exposed to additional material
beyond what exists in the required core. In many institutions, it makes sense to allow
students to determine what areas they would like to pursue. Thus, one approach to the
problem of completing the curriculum is simply to require students to include some
number of elective courses in their program. Departments, however, have the option to
achieve more specific educational objectives by adjusting the degree requirements. For
example, a program may ensure breadth by requiring the electives to be in different areas.
Conversely, a program may seem to ensure depth in a subfield by requiring students to
take a sequence of advanced courses in the same area. Depending on local strengths and
interests, some schools may choose to require one or more advanced courses explicitly.
As an example, schools that are particularly concerned with mathematical foundations
may require CS310 (Advanced Algorithmic Analysis).

In addition to the advanced material, a undergraduate program must also expose students
to the issues involved in programming large-scale systems. Implementing such a
requirement allows for wide variations in strategy. Students might gain their experience
with programming in the large through either a one-semester capstone project (CS490), a
two-semester capstone project (CS491-CS492), or an advanced software development
course (CS390).

For undergraduates, one of the great strengths of a research university is that the faculty
are actively engaged in the process of extending the frontiers of the discipline. For many
students, however, that aspect of the academic mission is largely invisible, because
relatively few have the opportunity to participate in research projects during their
undergraduate years. Students who have the chance to participate gain significantly from
that experience in the following ways:

* They get to experience firsthand the excitement associated with creative research.

» They develop a strong connection to a faculty member who can serve as a mentor.

» They establish a track record of project experience that will prove useful to them, both
in industry and in securing admission to graduate programs.

9.4.2 A discipline-based model

In the United States and Canada, students at a university generally take a large fraction of
their course worloutsidetheir area of specialization. In other countries, this generalist
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approach to university education is rare. Instead, students are expected to concentrate on
a single field of study, possibly augmented by a few courses in closely related disciplines.
We refer to such curricula alscipline based The discipline-based approach is typical

of computer science curricula in England, for example, where such programs have a
three-year duration. Other countries often use a four-year model, but it is relatively easy
to tailor the basic discipline-based model to fit local conditions.

Discipline-based curricula typically offer some level of flexibility at all levels of the
program. In the first year, for example, the flexibility comes from the opportunity
students have to widen their perspective through the choice of electives. Those electives
may address some interesting application area, for example, and so enhance or broaden
the student’s overall education. Those electives may also be used to provide
opportunities for exploration if the student is unsure of the intended nature of the final
degree. The precise details here will vary from institution to institution and depend on
matters such as the entry qualifications for the specific program of study. For instance,
some institutions may require that applicants already hold a relatively advanced
qualification in mathematics, or even in computer science itself. Then the details of the
program need to be adjusted to reflect such considerations.

Another opportunity for flexibility occurs in the final year where optional advanced
classes allow a student to specialize, often with a view to exploring or enhancing career
prospects in a particular direction. By this stage it is expected that courses are leading
students to the frontiers of their subject, at least when viewed from the perspective on an
undergraduate education.

A three-year implementation of a discipline-based curriculum appears in Figure 9-3. This
curriculum reflects the following design decisions beyond the general guidelines
proposed in this report:

* Programming is difficult to teach and requires considerable time and attention in the
curriculum. The courses that provide students with a foundation in programming are
critical to the curriculum. Students must have frequent and repeated opportunities to
practice their programming skills throughout their degree program in a way that allows
later courses to build on the work of earlier ones.

» The overall program must include extensive opportunities for students to develop
practical skills. Most courses in a computer science program must include a
laboratory component that requires students to develop their technical skills and
acquire an understanding of effective professional practice. Students must not be
allowed to pass a course without demonstrating an appropriate level of mastery of the
associated practice.

 The sample curriculum does not include a specific course in science but instead
assumes that this material can be integrated into the elective structiiee
experimental method can be addressed in the context of a course on Human Computer
Interaction, for example; teaching such material in the setting of computer science is
far preferable to teaching it in isolation.

» Insofar as possible, it is important to teach supporting material in the context of its
application to computer scienceThe comment in the previous point about teaching
material in context applies broadly in the curriculum. Much of the supporting
material—including mathematics, certain transferable skills, professional practice, and
S0 on—can be taught more effectively in context.
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Figure 9-3. Discipline-based model

semester 1 semester 2
CS10b. Introduction to Object-OrientgdCS102. Objects and Data Abstraction
vearll programming CS106. Discrete Structures I
CS105. Discrete Structures | Probability and statistics
CS120. Introduction to Computer Organization
CS103. Algorithms and Data Structures CS226. Operating Systems and Networking
vear2| ©521@. Algorithm Design and Analysis CS246. Programming Language Translation
CS22@. Computer Architecture CS25%. Computer Graphics
CS275. Information Management CS29k. Software Development and Systemp
Programming
CS266. Artificial Intelligence CS326. Concurrent and Distributed Systems
vear3| ©s380. Professional Practice CS393. Software  Engineering and  Forfnal
CS elective Specification
CS491. Capstone Project | CS elective
CS492. Capstone Project Il

9.4.3 A small department model

This curriculum model is designed for computer science programs in small departments.
We use the term “small department” in an informal way, since what is considered “small”

at one school may be thought of as “rather large” at another. In general, the following
model would be appropriate for departments with fewer than five or six faculty, but may

nonetheless be attractive to larger departments as well.

The primary effect of a small faculty on the design of the curriculum is that the number of
computer science courses in the program will be less than that typically found at larger
schools. For example, the university model for U.S. universities described in section
9.4.1 contains 15 computer science courses; the discipline-based model from section
9.4.2 contains 21. Offering this many courses would not be possible in a department with
five or six faculty members. A major in a small department might typically include 9-11
computer science courses, along with supporting mathematics classes and a project.

The small-department model is illustrated in Figure 9-4, which specifies a total of 14
courses, organized into the following groups:

1. Supporting mathematics courses 3
2. Introductory computer science courses 2
3. Intermediate computer science courses 5
4. Advanced computer science electives 3
5

Capstone project 1
Total courses 14

The courses in each of these groupings are described in more detail in the sections that
follow.

Supporting mathematics courses

The number of supporting mathematics courses often depends on how much space is
available in the curriculum. While four or five supporting courses is certainly desirable,

it may not be possible to require that level of mathematics and satisfy all the other
requirements of an undergraduate degree. We therefore recommend the following
minimummathematics requirement, with the caveat that, if room is available, additional
mathematics courses would be a desirable addition:
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Figure 9-4. Small department model

semester 1 semester 2

1 CS11Db. Object-Oriented Programming CS112. Object-Oriented Design and Methodolog
Yea" Y ©s105. Discrete Structures | CS106. Discrete Structures I

) CS21@. Algorithm Design and Analysis CS22&. Operating Systems and Networking
Y632l ©s22@. Computer Architecture Mathematics elective

3 CS262. Information and Knowledge Management CS292. Software Development and Professidngl
Vea 3l s elective Practice

CS elective
CS elective CS490. Capstone Project

year 4

CS105. Discrete Structures |

CS106. Discrete Structures Il

A minimum of one additional mathematics elective, chosen to support the
interests of the student and the advanced electives that are used to complete
the program

We have specified the two-semester approach to discrete mathematics because the topics
covered in these courses are the most important area of mathematics for computer science
majors. Currently, most schools offer a one-semester course. However, there is now so
much material to be covered that a two-semester sequence can be far more effective than
a single course.

The third required mathematics course is not specified. Instead, it should be selected in
conjunction with the student’s advisor based on the interests of the student and the
advanced courses they plan on taking. It might include more advanced calculus, linear
algebra, mathematical logic, mathematical modeling, or numerical analysis.

Introductory computer science courses

For the introductory computer science courses, we recommend either of the following
two-course sequences described in Chapter 7:

CS11Db. Object-Oriented Programming
CS112. Object-Oriented Design and Methodology

or

CS11E. Introduction to Functional Programming
CS112. Objects and Algorithms

Both of these introductory sequences focus on important conceptual issues, such as
problem solving, design specifications, and language paradigms, rather than the syntactic
details of a specific programming language. Either sequence would be a good fit with a

small department curriculum because they both introduce students to many fundamental
ideas and enduring concepts in a small number of classes.

Intermediate computer science courses

For the intermediate course sequence, we selected the compressed approach presented in
Section 8.2.2. This model contains five required courses that cover all 280 hours of
required core material. These five courses are:
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CS21@. Algorithm Design and Analysis

CS22@. Computer Architecture

CS22&. Operating Systems and Networking

CS262. Information and Knowledge Management
CS29z2. Software Development and Professional Practice

There are several reasons why this intermediate course sequence is appropriate for a
small program. First, the core has been compressed into five courses. This compression
allows the full 280 hours to be covered by a program with limited room in its major.
Even small programs should be able to offer a five-course core. Second, and perhaps
even more important, this sequence of courses is quite different from a typical “artifacts
based” core that offers a separate class for various software artifacts, such as compilers,
operating systems, data bases, networks, graphics, and the World-Wide Web. Instead,
this model includes a number of “crosscutting” courses that integrate related material
from different areas of computer science. For example, CSP6Pormation and
Knowledge Management) incorporates material from both artificial intelligence and
databases, along with such algorithm-oriented topics as data compression and encryption.
Finally, the issues of ethics and professionalism have not been relegated to a single
course independent of and unrelated to the rest of the curriculum. This important
material has instead been incorporated into many intermediate courses. For example,
CS26z treats the ownership of intellectual property, while C$293oftware
Development and Professional Practice) includes modules on the social context of
computing, ethical and professional responsibilities, and risks and liabilities in software
development.

Advanced computer science electives
Advanced courses serves three purposes, as follows:

1. Exposing the student to advanced material beyond the core
2. Demonstrating applications of fundamental concepts presented in the core courses

3. Providing students with a depth of knowledge in at least one subarea of computer
science

As with the number of required mathematics courses, the exact number of electives in a
given program will typically be a function of how much room is available in the
curriculum, as well as college distribution requirements. However, the number of
electives should be large enough to provide depth in at least one subarea of computer
science. We propose a minimum of three advanced electives, while realizing that some
schools may enlarge or decrease this number based on local conditions. We feel that
three elective courses can provide sufficient opportunity for depth of study while keeping
the overall program to a manageable size.

To ensure that students develop a reasonable level of depth in at least one subarea, it
makes sense to require that a minimum of two out of three electives be chosen from a
single area within the body of knowledge. The advanced courses are listed by area in
Figure 9-1.

Capstone project

The final component of this curriculum model is CS490, Capstone Project. This course
provides students with opportunities to enhance skills that may not be easy to accomplish
in the traditional classroom setting, such as working in teams, interacting with users,
developing formal problem specifications, reviewing the research journals, building
prototypes, scientific writing, and making oral presentations.
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The most popular model for a capstone is a team-oriented, software engineering effort in
which students design a solution to an information-based problem and work in teams to
implement that solution. However, there is another model that might be more attractive
to outstanding students who are thinking about graduate study and research, as opposed
to private-sector employment. For these students, an alternative capstone format is a
research experience that includes some original work, a review of the scientific literature,
and an investigation of a proposed solution, followed by a scientific paper and/or an oral
presentation of the results. It is important to remember that these are undergraduates and
be realistic about the amount and quality of research expected. Even so, it may be more
worthwhile to expose outstanding students to the challenges of research than to have
them design and build yet another program.

Finally, each school must determine how long the capstone project will last. To truly get
the most out of it (especially a research-based capstone) a year-long project is extremely
beneficial. However, the resources available to a small department may constrain the
project experience to a single semester.

9.4.4 Programs for two-year colleges

In the United States, a large fraction of computer science students begin their studies in
two-year colleges rather than at four-year institutions. As a result, computer science
programs in these institutions are a critical target audience for the Computing Curricula
2001 project. Because two-year colleges have specific characteristics and concerns that
are in some respects different from those of four-year programs, the CC2001 Task
Force—in conjunction with the Two-Year College Committee of the ACM and its newly
formed counterpart in IEEE-CS—has decided to publish a separate report that offers
more specific recommendations for the two-year college community.

Even though the recommendations for two-year colleges are included in a separate report,
there are several aspects of the two-year college model that are important for U.S. four-
year institutions as well. The central concern that links the programs in two- and four-
year institutions is that drticulation, which refers to the process of determining how
two-year college students can make an effective transition to a four-year model to
complete their undergraduate study. The issue of articulation is extremely important for
four-year institutions that accept students from the two-year schools and is therefore
worth some discussion in this report.

Programs at two-year colleges generally fall into one of two categories—career or
transfer—depending on the nature of the institution and the needs of local industry. A
career program typically provides a broad educational foundation as well as the specific
knowledge, skills, and abilities needed to proceed directly into the work environment.
Students graduating from a two-year career program typically enter the work force
immediately. Once they have gained work experience, some graduates of career-oriented
programs may return to a four-year institution to complete their undergraduate degree,
and some may move immediately in that direction. In a transfer-oriented program, most
students are expected to transfer to a four-year program. Unless the two-year curriculum
was specifically designed to enable such transfers, however, students will often need to
take additional courses at the introductory or early intermediate levels.

Careful articulation of courses and programs between two- and four-year institutions
greatly facilitates the transfer of students from one institution to the other. The overall
goal of articulation is to make that transfer process as seamless as possible. Efficient and
effective articulation requires accurate assessment of courses and programs as well as
meaningful communication and cooperation. That articulation process, however, is
complex for the following reasons:
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1. Students at two-year colleges are likely to come from outside the traditional student
population and therefore have a greater variety of experiences then their four-year
counterparts.

2. Because many two-year college curricula offer internship or coop programs, the
background of students from two-year colleges often contains a blend of theory and
practical skills that may be difficult to map into a traditional four-year program.

3. Courses do not always correspond on a one-to-one basis in the two-year and four-year
programs. Even so, it is often possible to identify a sequence of courses in one
institution that matches a sequence in the other, even though the number of courses in
the two sequences may differ.

In light of this complexity, it is important for institutions to view the articulation process
as a negotiated exercise that must be carried out in an ongoing fashion.

Faculty of both institutions must ensure that programs are clearly defined, that program
objectives are followed responsibly, and that students are evaluated effectively against
these defined standards. When program exit points are specified in an articulation
agreement, faculty at the two-year institution must cover sufficient material to prepare
students to pursue further academic work at least as well as students at the four-year
institution.

A fully articulated transfer program typically provides a path into a four-year program
and sufficient coursework to prepare the students to take advanced courses in the four-
year program. As a result, transfer student are able to enter the four-year program as
juniors, right along with their counterparts who started at the four-year school. We
believe that institutions that base their early curricula on the models presented in Chapters
7 and 8 will be well positioned to design effective articulation programs that enable such
smooth transitions.
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Chapter 10
Professional Practice

As we enter the 21st century, an unprecedented opportunity exists to make professional
practice a seamless part of the curriculum in computer science and other computing
disciplines. Understanding professional practice is critical for most computer science
students since the vast majority will enter the workforce upon graduation. In this chapter,
we explore various strategies for incorporating professional practice into the computer
science curriculum. The individual sections review the underlying rationale, current
practice in education, support for professional practice from both the private and public
sector, techniques for incorporating professional practice into a curriculum, and strategies
for assessing the effectiveness of those techniques.

10.1 Rationale

The need to incorporate professional practice into the curriculum is based upon real-
world issues, such as the needs of the public and private sector, the public’s demand for
higher quality products, the increasing number of software liability cases, and the need to
promote life-long learning after graduation. In most cases, students enter school without
a complete knowledge or appreciation for these issues, which is a source of frustration
both for those who teach these students and for those who hire them. Indeed, as students
learn more about professional practice and the underlying issues, they become more
interested in their studies and how they can work well with others. Incorporating
professional practice into the curriculum can therefore serve as a catalyst to awaken and
broaden a student’s interest in computing.

Both the private and public sectors have a vested interest in students learning professional
practice. They find that students who have experience with the realities of professional
work understand the value of interpersonal skills in collaborating with team members and
clients, maintain their focus on producing high-quality work, contribute their time and
talents to worthy outside causes, engage in life-long learning, and participate in
improvements in their firm. Each year, for example, the National Association of Colleges
and Employers conducts a survey to determine what qualities employers consider most
important in applicants seeking employment [NACE2001]. In 2001, the top ten factors
were

=

Communication skills (verbal and written)
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That employers are candidates with these general qualities underscores the importance of
making professional practice a central component of the curriculum.
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The growing demand for better, less defect-ridden products has also increased the
pressure to incorporate professional practice into the curriculum. Haphazard software
engineering techniques are widely recognized as a significant factor in producing
software with a high number of defects. As a result, clients are demanding proof of
sound software processes before they will sign a contract with a software provider. In
particular, after losing millions of dollars on unworkable or undelivered software, U.S.
Government bodies, such as the Department of Defense, require all government
contractors to operate at Level 3 of the Software Engineering Institute’s Capability
Maturity Model [Paulk95]. To meet these guidelines, contractors must have a solid,
sound, organization-wide, and reliable process in place to develop software. Unsatisfied
clients, particularly those who do not know their software providers well, are taking their
software providers into court to recover their costs, force completion of software, or seek
compensation for damages. Students therefore need to understand the value of
establishing face-to-face relationships with clients, agreeing to requirements that can be
implemented, and producing the highest quality software possible.

Both the IEEE and the ACM promote the development of professional responsibility in
several ways.

» They develop and promote codes of ethics [ACM2001, IEEE2001, SEEPP98] to which
members are expected to adhere. These codes, in general, promote honesty, integrity,
maintenance of high standards of quality, leadership, support of the public interest, and
life-long learning.

* They sponsor established subgroups—the Society on Social Implications of
Technology (SSIT) and the Special Interest Group on Computers and Society
(SIGCAS)—that focus directly on ethical and professional issues.

* They develop and refine curricular guidelines, such as the ones in this report and its
predecessors.

» They participate in the development of accreditation guidelines that ensure the
inclusion of professional practice in the curriculum [ABET2000, CSAB2000].

» They support the formation of student chapters which encouraged students to develop
a mature attitude toward professional practice.

» They provide opportunities for lifelong professional development through technical
publications, conferences, and tutorials.

Both students and society must be educated as to what they can and should expect from
people professionally trained in the computing discipline. Students, for example, need to
understand the importance of professional conduct on the job and the ramifications of
negligence. They also need to recognize that the professional societies, through their
codes of ethics and established subgroups emphasizing professional practice, can provide
a support network that enables them to stand up for what is ethically right. By laying the
groundwork for this support network as part of an undergraduate program, students can
avoid the sense of isolation that young professionals often feel and be well equipped to
practice their profession in a mature and ethical way.

10.2 Current practice in education

Many strategies currently exist for incorporating professional practice into the
curriculum. One of the most common characteristics of these strategies are courses that
help students strengthen their communication, problem-solving, and technical skills.
These skills may be fostered in computing courses or, alternatively, in courses outside the
computer science department, such as a speech class in a communication department or a
technical writing class in an English department. Accreditation bodies, however, usually
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require not only that studentscquirghese skills—either through general education
requirements or through courses required specifically for computer science—but also that
studentsapplythese skills in their later courses.

The level of coverage assigned to professional practice varies depending on institutional
commitment, departmental resources, and faculty interest. For example, in 1999, Laurie
King (Department of Mathematics and Computer Science at Holy Cross College)
conducted an informal survey concerning the inclusion of ethics in curricula through the
ACM SIGCSE list. Of the 74 schools that reported back, 40 schools had enough
coverage of ethics that would meet CSAB Criteria 2000 [CSAB2000]. Although many
schools clearly did not consider this material to be essential, it is encouraging that more
than half of the schools did. With the growing emphasis on professionalism in
accreditation criteria, it is likely that other schools will strengthen their commitment to
teaching professional practice.

The following list outlines several potential mechanisms for incorporating additional
material on professional practice:

» Senior capstone coursesThese courses typically form a one- to a two-semester
sequence during the student’s last year. Usually, students must work in teams to
design and implement projects, where those projects must involve consideration of
real-world issues including cost, safety, efficiency, and suitability for the intended
user. The projects may be developed solely for the class, but may also involve other
on- or off-campus clients. Although the emphasis of the course is on project work and
student presentations, some material on intellectual property rights, copyrights,
patents, law, and ethics may be included.

* Professionalism, ethics, and law courseBhese courses are one semester long and
expose students to issues of professional practice, ethical behavior, and computer law.
Topics included may be history of computing, impact of computers on society,
computing careers, legal and ethical responsibilities, and the computing profession.

* Practicum/internship/co-op programs. These programs are sponsored by the
institution (preferably) or department to allow students to have the opportunity to work
in industry full- or part-time before graduation. At least one to two coordinators
should be hired to oversee the program and it is helpful to have one coordinator at the
college level as well as to have a part-time coordinator within a department. Students
typically work during the summers and/or from one to three nonconsecutive semesters
while they are engaged in their undergraduate degree. The students who do a co-op or
internship generally do so off-campus and so may interrupt their education for a
summer or a semester. Students are usually paid for their work, but in some cases may
also be allowed course credit.

» Team-based implementation coursesThese courses emphasize the process of
software development and typically include a team project. Course topics include
software processes, software management, economics, risk management, requirements
engineering, design, implementation, maintenance, software retirement, software
guality assurance, ethics, and teamwork. Topic coverage is usually broad rather than
in-depth.

Many courses outside the computer science department can also help students to develop
stronger professional practice. Such courses include, but are not limited to, philosophical
ethics, psychology, business management, economics, technical communications, and
engineering design.
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10.3 Supporting professional practice

Support for including more professional practice in the curriculum can come from many
sources. The sections that follow look at the responsibilities of the public and private
sectors; the relationship between academic preparation and the work environment; and
the roles of university administrations, faculty, and students in making professional
practice an educational priority.

10.3.1 The private and public sectors

Most students graduating from universities go on to employment in the private or public
sector. In their role as the primary consumer of graduating students, industry and
government play an important role in helping educational institutions promote
professional practice. As an example, students who take advantage of industrial co-ops
or government internships may mature faster in their problem-solving skills and become
more serious about their education. Such internships may also help the institutions that
offer them, in that a student who has an internship with a company may choose to work
there again after graduation. With private/public sector support, professional practice
coverage is given a necessary augmentation both inside and outside the classroom.

One of the most important ways that the private and public sectors can support the
education process is to encourage their employees to play a greater role in helping to train
students. These employees can offer support in a number of ways:

» They can function in the role of mentors to students working on projects.

» They can give special presentations to classes for telling students and faculty about
their firm, their work, and their development processes.

* They can take part-time positions as adjunct instructors to strengthen a university’s
course offerings.

* They can provide in-house training materials and/or classes to faculty and students in
specialized research, process, or software tool areas.

» They can serve on industrial advisory boards, which allows them to provide valuable
feedback to the department and institution about the strengths and weaknesses of the
students.

In each of these ways, institutions in the private and public sectors can establish
important lines of communication with the educational institutions that provide them with
their future employees.

In addition to the various opportunities that take place on campus, industry and
government also contribute to the development of strong professional practice by
bringing students and faculty into environments outside of academia. Students and
faculty may take field trips to local firms and begin to establish better relationships. Over
a longer term, co-op, practicum, and internship opportunities give students a better
understanding of what life on the job will be like. In addition, students may become
more interested in their studies and use that renewed interest to increase their marketable
potential. Students may also form a bond with particular employers and be more likely to
return to that firm after graduation. For faculty, consulting opportunities establish a
higher level of trust between the faculty member and the company. As a result of these
initiatives, employers, students, and faculty know more about each other and are more
willing to promote each other’s welfare.

In what remains one of the most important forms of support, private and public sectors
may also make donations or grants to educational institutions and professional societies
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in the form of hardware, software, product discounts, money, time, and the like. Often,
these donations and grants are critical in providing updated resources, such as lab
hardware and software, and in funding student scholarships/awards as well as faculty
teaching/research awards. They serve to sponsor student programming, design, and
educational contests. Grants can enable more research and projects to be accomplished.
At this level, private/public sectors help to ensure the viability/progress of future
education and advances in the computing field.

Through patience, long-term commitment, understanding of each other’s constraints, and
learning each other’s value systems, private/public sectors and education can work

together to produce students skilled in professional practice and behaviors. Their

cooperative agreement is essential for producing students who value a high ethical

standard and the safety of the people who use the products the students will develop as
professionals.

10.3.2 Modeling local and international work environments

Just as industry representatives increasingly seek graduates who are “job ready,” most
students expect to practice computing in the workplace upon graduation without
significant additional training. Although the educational experience differs from that of
the workplace, educators need to ease the transition from academia to the business world
by:

» Mimicking the computing resources of the work environment

» Teaching students how to work in teams
» Providing significant project experiences

Introducing these points into the curriculum makes it possible to model significant issues
in the local and international work environment. Faculty can discuss and have students
apply international, intercultural, and workplace issues within the context of computing
resources, teamwork, and projects.

Because computing environments change rapidly and several different ones exist, it is not
possible to predict the exact environment that students will use upon graduation. As a
result, it is not advisable to focus attention in the curriculum on a particular set of tools.
Exposure to a wide variety of computing platforms and software tools provides good
preparation for professional work, resulting in flexible learners rather than students who
immaturely cling to their one familiar environment.

Learning how to work in teams is not a natural process for many students, but it is

nonetheless extremely important. Students should learn to work in both small and large
teams so that they acquire planning, budgeting, organizational, and interpersonal skills.
Ample course material should support the students in their teamwork. The lecture

material may include project scheduling, communication skills, the characteristics of

well-functioning and malfunctioning teams, and sources of stress for team environments.
Assessment can be based on the result of the team’s work, the individual work of the
members, or some combination thereof. Team member behavior may also play a factor
in the assessment.

Significant project experiences can enhance the problem-solving skills of students by
exposing them to problems that are not well defined or that do not have straightforward
solutions. Such projects may be a controlled, in-class experience or have a certain
amount of unpredictability that occurs with an outside client. The project should serve to
stretch the student beyond the typical one-person assignments that exercise basic skills in
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a knowledge area. Beyond that, projects can also cut across several knowledge areas,
thereby helping students to bring all their basic skills together.

10.3.3 Administration, faculty, and student roles

At the highest institutional level, the administration must support faculty professional and
departmental development activities. Such activities may include consulting work,
professional society and community service, summer fellowships, obtaining certifications
and professional licensure, achieving accreditation, forming industrial advisory boards
with appropriate charters, establishing co-op/internship/practicum programs for course
credit, and creating more liaisons with the private and public sectors. Such activities can
be extremely time-consuming. They are, however, enormously valuable to both the
individual and the institution, which must take these activities into account in decisions of
promotion and tenure.

Faculty and students can work together by jointly adopting, promoting, and enforcing
professional society ethical and professional behavior guidelines. Faculty should join
professional societies and help to establish student chapters of those societies at their
institutions.  Through the student chapters, awards may be given for significant
achievement in course work, service to the community, or related professional activities.
In addition, student chapters may provide a forum for working with potential employers
and be instrumental in obtaining donations, speakers, and mentors from outside the
institution.

10.4 Incorporating professional practice into the curriculum

The incorporation of professional practice must be a conscious and proactive effort
because much of the material must be interwoven into the fabric of existing curricula.
For example, the introductory courses in the major can include discussion and
assignments on the impact of computing on society and the importance of professional
practice. As students progress into their sophomore-level courses, they can start to keep
records of their work as a professional might do in the form of requirements, design, and
test documents.

Additional material, such as computer history, techniques for tackling ill-defined
problems, teamwork with individual accountability, real-life ethics issues, standards and
guidelines, and the philosophical basis for ethical arguments, may also be covered either
in a dedicated course or distributed throughout the curriculum. The distributed approach
has the advantage of presenting this material in the context of a real application area. On
the other hand, the distributed approach can be problematical in that professional practice
is often minimized in the scramble to find adequate time for the technical material.
Projects, however, may provide a natural outlet for much of this material particularly if
faculty can recruit external clients needing non-critical systems. When they engage in
service-learning projects in the community or work with external clients, students begin
to see the necessity for ethical behavior in very different terms. As a result, those
students learn much more effectively how to meet the needs of the client’s ill-defined
problem. No matter how professional practice is integrated into the curriculum, however,
it is critical that this material be reinforced with exercises, projects, and exams.

For departments with adequate faculty and resources, courses dedicated to teaching
professional practice may be appropriate. These courses include those in professional
practice, ethics, and computer law, as well as senior capstone and other appropriate
courses. More advanced courses on software economics, quality, safety, and security
may be included as well. As noted at the end of section 10.2, these courses may be from
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disciplines outside of computer science and still have a profound effect on the
professional development of students.

10.5 Assessing professional practice work

Faculty can promote the positive assessment of professional practice work by establishing
an infrastructure where student work is evaluated under common standards and where
professional completion of assigned work is actively encouraged. The infrastructure may
be built upon the following:

e Qutcomes-based assessment

* Reviewing assignments, projects, and exams for appropriate inclusion of professional
practice material

 Critically reviewing and establishing sound measurements on student work to show
student progress and improvement

» Getting students involved in the review and assessment process so that they get a better
sense of the assessment process

» Employing professionals in the private and public sectors to help in assessing student
project work

* Using standardized tests to measure overall student progress

» Taking post-graduation surveys of alumni to see how well alumni thought their
education prepared them for their careers

* Obtaining accreditation to demonstrate that certain education standards for
professional practice have been met

The assessment process should encourage students to employ good technical practice and
high standards of integrity. It should discourage students from attempting to complete
work without giving themselves enough time or in a haphazard manner, such as starting
and barely completing work the night before an assignment is due. The assessment
process should hold students accountable on an individual basis even if they work
collectively in a team. It should have a consistent set of measurements so that students
become accustomed to using them and learn how to associate them with progress or lack
thereof.
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Chapter 11
Characteristics of CS Graduates

While consideration of the body of knowledge is one major issue in determining whether

a specific program meets the necessary requirements to be called a computer science
degree, other issues must also be addressed. Typically, these issues are concerned with
the overall nature of the discipline, the breadth and depth of a program, plus other factors
relating to practical, personal, and transferable skills.

In general terms, institutions are expected to define outcomes and objectives that
characterize their particular programs and indicate that their curricula are at the level of a
undergraduate degree in computer science. Degree programs in computer science can
take various forms, each of which could prepare students for different but valid careers.
At one extreme, a degree program might provide opportunities for students to take
courses on a wide range of topics spanning the entire area of computer science.
Graduates from such programs would have great flexibility and might be of particular
value either in emerging areas where specialist courses may not be established or in
contexts where their ability to span the field would be useful. At another extreme, a
program might take one very specific aspect of computer science and cover it in great
depth. The graduates from such programs would typically tend to seek opportunities in
the area of specialization they have studied, whether it be the development of multimedia
systems, network design, formal verification for safety-critical systems, electronic
commerce, or other specialities that emerge and become important. Despite such
differences in emphasis and content, however, there are certain minimal characteristics
that are expected of any graduate in computer science. The purpose of this chapter is to
explore what those characteristics should be.

The material in this chapter draws heavily on a report designed to identify the desired
characteristics of computer science graduates in the United Kingdom [QAA2000]. Its
purpose is to define standard thresholds that all graduates of computer science programs
are expected to achieve. To a large extent, the characteristics for graduates outlined in
the chapter cover the same ground as the curricular objectives outlined in the earlier
chapters. The difference is primarily one of perspective. Looking at the objectives of an
academic program in terms of the characteristics of its graduates makes it easier to design
assessment measures that ensure that those objectives are being met.

11.1 General characteristics of computer science graduates

While the characteristics that one expects of graduates are related to the learning
objectives associated with the core units, the expectations one assigns to those who
complete an undergraduate degree in computer science reflect a more global level of
student achievement. The learning objectives detailed in Appendix A specify what a
student must know at the conclusion of any particular unit. In this section, the goal is to
identify the characteristics that a successful graduate should possess. At a broad level,
these characteristics can be expressed as follows:

» System-level perspectivelhe objectives associated with individual units in the body
of knowledge tend to emphasize isolated concepts and skills that can lead to a
fragmented view of the discipline. Graduates of a computer science program must
develop a high-level understanding of systems as a whole. This understanding must
transcend the implementation details of the various components to encompass an
appreciation for the structure of computer systems and the processes involved in their
construction and analysis.
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» Appreciation of the interplay between theory and practiéefundamental aspect of
computer science is the balance between theory and practice and the essential link
between them. Graduates of a computer science program must understand not only the
theoretical underpinnings of the discipline but also how that theory influences practice.

* Familiarity with common themes.In the course of an undergraduate program in
computer science, students will encounter many recurring themes such as abstraction,
complexity, and evolutionary change. Graduates should recognize that these themes
have broad application to the field of computer science and must not compartmentalize
them as relevant only to the domains in which they were introduced.

» Significant project experienceTo ensure that graduates can successfully apply the
knowledge they have gained, all students in computer science programs must be
involved in at least one substantial software project. Such a project demonstrates the
practical application of principles learned in different courses and forces students to
integrate material learned at different stages of the curriculum.

» Adaptability. One of the essential characteristics of computer science over its
relatively brief history has been an enormous pace of change. Graduates of a computer
science program must possess a solid foundation that allows them to maintain their
skills as the field evolves. Strategies for achieving this adaptability are described in
section 11.3.

11.2 Capabilities and skills

Students of computer science must develop a wide range of capabilities and skills. Some
of those skills are specific to degrees in computer science; others are more generic and
would be expected of any graduate of a technical discipline. These capabilities and skills
may be divided into three general categories:

» Cognitive capabilities relating to intellectual tasks specific to computer science
» Practical skills relating to computer science

» Additional transferable skills that may be developed in the context of computer science
but which are of a general nature and applicable in many other contexts as well

The required capabilities and skills are outlined in Figure 11-1. In each case, the
institution must ensure that the skills in each of these categories—cognitive, practical,
and general—receive sufficient coverage in the curriculum that all students will have had
the necessary background prior to graduation.

11.3 Coping with change

An essential requirement of any computer science degree is that it should enable
graduates to cope with—and even benefit from—the rapid change that is a continuing
feature of the computing field. But how does one achieve this goal in practice? At one
level, the pace of change represents a challenge to academic staff who must continually
update courses and equipment. At another level, however, it suggests a shift in pedagogy
away from the transmission of specific material, which will quickly become dated,
toward modes of instruction that encourage students to acquire knowledge and skills on
their own.

Fundamentally, teaching students to cope with change requires instilling in those students
an attitude that promotes continued study throughout a career. To this end, a computer
science curriculum must strive to meet the following challenges:

» Adopt a teaching methodology that emphasizes learning as opposed to teaching, with
students continually being challenged to think independently.
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Figure 11-1. Capabilities and skills for computer science graduates
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» Assign challenging and imaginative exercises that encourage student initiative.

* Present a sound framework with appropriate theory that ensures that the education is
sustainable.

» Ensure that equipment and teaching materials remain up to date.

* Make students aware of information resources and appropriate strategies for staying
current in the field.

 Encourage cooperative learning and the use of communication technologies to promote
group interaction.

» Convince students of the need for continuing professional development to promote
lifelong learning.

11.4 Benchmarking standards

In seeking to define an appropriate set of objectives for computer science graduates, the
authors of the UK benchmarking report [QAA2000] recognized that establishing a
minimum standard may discourage both faculty and students from pushing for excellence
beyond that minimum. To avoid this danger, the UK report provides benchmarking
standards to assess various levels of achievement. At the lowest level, the report
identifies athreshold standara@onsisting of a set of objectives that any graduate must be
able to meet. The report goes on to identify a somembadtl standardcorresponding

to the expected level of the average student.

Defining objectives for the threshold and modal standards represents a valuable
opportunity for a department engaged in undergraduate computer science education.
Setting such objectives makes it easier to understand the overall impact of the curriculum
and makes it possible to assess the effectiveness of the educational process. While these
objectives will certainly vary by the type of program and the characteristics of individual
institutions, the objectives shown in Figure 11-2, which are adapted from the UK
benchmarking report, may provide a useful model for local implementations.

Even though these benchmarking standards are defined only for the minimum and the
average, it is nevertheless important for programs in computer science to provide
opportunities for students of the highest caliber to achieve their full potential. Such
students will be creative and innovative in their application of the principles covered in
the curriculum; they will be able to contribute significantly to the analysis, design, and
development of systems which are complex, and fit for purpose; and they will be able to
exercise critical evaluation and review of both their own work and the work of others.
Inasmuch as human ingenuity and creativity have fostered the rapid development of the
discipline of computer science in the past, programs in computer science should not limit
those who will lead the development of the discipline in the future.
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Figure 11-2. Standards for achievement

Threshold standard representing the minimum level

Modal standard representing the average level

Demonstrate a requisite understanding of the main body of knowledge and theories
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Chapter 12
Computing across the Curriculum

As we describe in Chapter 1, the CC2001 Task Force appointed a set of pedagogy focus
groups to look at the curriculum from a broad perspective that would supplement the
perspective provided by the body of knowledge. By adopting a more holistic approach,
the pedagogy focus groups sought to identify unifying themes among the different areas
that might well be missed in a strictly bottom-up, area-based assessment of the discipline.

Most of the pedagogy focus groups were charged with making recommendations
regarding specific aspects of the undergraduate computer science curriculum. The focus
group on “Computing across the curriculum” had a more inclusive charge, which
consisted in part of articulating those aspects of computer science relevant to all citizens
and academic disciplines and proposing guidelines for the role computer science can play
in helping students achieve that knowledge.

This chapter consists of the report of that group, which addresses the responsibilities of
computer science departments to the college and university community as a whole. In its
report, the pedagogy focus groups interpreted the phrase “computing across the
curriculum” to describe curricula (i.e., courses and/or course modules) targeted at
students other than computer science majors. While computer science students might
enroll in such courses, they are designed primarily to meet the needs of students outside
computing. These courses represent one of the ways that computer science is attempting
to address the issues of the expanding nature of the discipline.

This chapter is organized into three parts. In section 12.1, we discuss the important role
that general-education courses play within the academic community and argue that
developing and teaching these courses must be viewed as part of the mission of a
computer science department. In section 12.2, we outline the process of course
specification, design, implementation, and assessment. This section also includes
guestions to facilitate the design process; the set of questions is not complete but can act
as a starting point for identifying essential educational goals. In section 12.3, we identify

and describe three distinct courses formats that computer science departments might
choose to offer.

12.1 Goals and rationale

Computer science departments exist within the broader context of a college or university
setting, which typically includes such divisions as social sciences, humanities, and fine
arts. Earlier chapters in this report have documented the dramatic growth of computing
and the enormous impact that computing is making on virtually every field of study.
Today, computer science is not only an area of study in its own right but an important
supporting area for many other disciplines. The urban planner constructing a
demographic database, the graphics designer utilizing CAD/CAM software, and the
economist creating computer models are all examples of people exploiting important
developments in computing to assist them with their professional work. The
pervasiveness of computing and information technology creates both an opportunity and
a responsibility to provide high-quality classroom instruction for an audience that reaches
well beyond our own students. While we must, of course, make sure that we provide a
solid educational program for our majors, we must not lose sight of the important
academic services we also provide to students in other fields.
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When financial resources are tight or when there may not be enough personnel to meet
the needs within computer science itself, departments will feel pressure to focus their
limited resources on their own students by reducing the offerings to students outside the
department. We believe that such a policy—while understandable from the departmental
perspective—is inappropriate for the university as a whole. Given the impact of
computing on all aspects of society, every university has a responsibility to offer courses
in computer science for all students. Because such courses are most effectively taught by
computer science departments, universities must make sure that those departments have
the resources to (1) educate students in the discipline of computer science, and (2) help
students from other disciplines understand and use computing and information
technology. Both missions are vitally important.

12.2 Process questions

A useful model for the course development process is, appropriately enough, the software
development process. As with software, the course development process can be divided
into four phases: specification, design, implementation, and assessment. We elaborate on
each of the phases in the sections that follow.

12.2.1 Course specification

The design of a general-education course entails asking and answering a number of
important questions. But to whom should these questions be addressed? Who should
have the primary responsibility for specifying the goals and content of a general-
education course in computer science? While computing faculty must, of course, be fully
involved in helping to formulate specifications, we must be careful not to dictate them. It

is important that an in-depth discussion of course goals occurirstie and outside
computer science to ensure that course design is driven by curricular needs and not
simply by a desire to teach a certain type of class. In the past, mathematics departments
have been criticized for creating introductory courses that focus almost exclusively on
pure mathematics, even though many students are interested in and need more applied
topics. Computer science should not repeat this mistake. While we should offer
assistance during course design, we must also listen carefully to the needs of students and
faculty from other departments and be responsive to these needs.

There are four possible goals of a general-education course in computing:

1. To satisfy general student interest in learning more about computing

2. To meet institutional distribution requirements in the physical and/or mathematical
sciences

3. To give students knowledge of and experience with the effective use of computing
technology in their own discipline

4. To provide a broader understanding of information technology required for effective
participation in society

Such courses may be taught to a wide audience of students from throughout the college or
to a narrow group of students for a more specific purpose. For example, many
institutions have a general education requirement relating to computer literacy. On the
other hand, a computer science department might teach a computer graphics course only
for art students. It is relatively easy to agree that when a course is designed for a specific
subset of students the faculty in the targeted discipline must provide significant input
about the concepts and skills to be covered. We believe that the same is true even when a
course is designed for a much broader range of students.
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The first step in developing new general-education courses is identifying a curricular
need that is not currently being met. This may be done either reactively or proactively.
Computing departments should certainly respond to requests from faculty or industry
representatives for a new course that could be quite useful to their students or employees.
Alternately, computer science can approach other departments with a proposal for a new
course that covers material not included in the existing curriculum. Regardless of how a
need is identified, if there is interest expressed by all parties the next step is to identify
the target audience and seek input from everyone with a stake in the course’s content and
structure. A number of questions are appropriate to pose at this time:

» What need will this course meet that is not currently being met by existing courses in
the curriculum?

* Who is the target audience for this course? Which departments and programs within
the university are likely stakeholders in the course? What type of student will enroll?
Do we have some way to measure the interest and demand for such a course? Will the
students we are trying to reach have room for this new course within their existing
program?

* How will teaching the course affect our own department? Will it have an adverse
Impact on our ability to teach computer science majors?

 How will credit be awarded? Will the course count for general education or
distribution credit, major or minor credit in some program(s), or university elective?
Will the course, instead, be offered only as training or continuing education credit?

* Who will teach the course? Will it be team-taught? Who receives credit for developing
and teaching it? Do we have sufficient faculty to teach this course even when people
are on leave? If not, how can we retrain existing faculty or hire additional faculty with
the necessary skills?

In addition to reviewing the responses to these, and similar, questions, departments
should carefully read and examine the National Research Council Bgiog Fluent

with Information TechnologyCSTB99]. This report addresses the fundamental goals
and purposes of general-education courses in computing, and it lays an excellent
foundation for understanding the issue of computing across the curriculum. This report,
along with the responses of client departments to the above questions, will provide the
input needed for a detailed course design.

12.2.2 Course design

Once a curricular need has been clearly identified and all departments support the
development of a course to meet this need, the next step is course design. Course design
involves identifying explicit educational goals and objectives by specifying the technical
skills and concepts to be included in the course syllabus and the educational outcomes
that we want our students to have. To do so, it is important to pose these basic questions:

» What specific computing skills should be included in the course, and are these skills
important and current to the field of study? What level of expertise in these skills do
we want our students to achieve?

* What fundamental and enduring computing concepts should be included in the course,
and how do these concepts relate to and support the computing skills being taught?

* What, if any, social and ethical issues should be included in the course to complement
the technical material being presented?

As in the discussion of course specification in the preceding section, we recommend that
departments use the National Research Council’'s (NRC) Fluency Report [CSTB99] as a
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guide. This report identifies three distinct types of knowledge that are appropriate to
consider for inclusion in a general-education course:

» Computer-specific skills. This class of knowledge refers to the ability to use
contemporary computing applications and includes such skills as word processing,
browsing the World Wide Web, and MatLab programming. These skills need to be
clearly identified and included during course design. However, as they may be short-
lived, the specific set of skills needs to be periodically re-examined and updated if
necessatry.

* Fundamental and enduring computing conceps mentioned in the NRC Fluency
Report, “Concepts explain the how and why of information technology, and they give
insight into its opportunities and limitations. Concepts are the raw material for
understanding new information technology as it evolves.” Enduring computing
concepts includes ideas that transcend any specific vendor, package, or skill set.
Examples might include algorithms, complexity, machine organization, information
representations, modeling, and abstraction. Understanding these fundamental concepts
is essential to the effective use of computer-specific skills. While skills are fleeting,
fundamental concepts are enduring and provide long-lasting benefits to students,
critically important in a rapidly changing discipline.

* General intellectual capabilities. This class of knowledge consists of broad
intellectual skills important in virtually every area of study, not simply computer
science. These skills allow students to apply information technology to complex tasks
in effective and useful ways. Examples include problem solving, debugging, logical
reasoning, and effective oral and written communication skills. These capabilities are
beneficial to all students and help to develop and improve a student’s overall
intellectual ability.

The NRC report gives specific examples of all three types of knowledge, and it stresses
that a well designed class must include ideas from all three. A course that focuses only
on skills acquisition may be useful in the short-run but will quickly become dated and of
little benefit to those who take it. Similarly, a class that addresses only abstract ideas and
general concepts may not provide the skills that students needs to make effective use of
computing technology. The NRC report emphasizes that effective course design involves
the appropriate balance of material among these three types of knowledge.

12.2.3 Course implementation

Once the general course content and goals have been established, developers can turn
their attention to implementation-specific details about how the proposed course will be
structured by asking themselves the following questions:

» Should the class be taught using a large lecture format or small discussion sections?
Should it include a formal laboratory? Informal laboratory? No laboratory?

* What learning activities are most useful for developing specific technical skills?
Should there be few large projects? More smaller projects? Team assignments? What
about written papers and/or oral presentations to improve communication skills?

e How can we best evaluate students’ learning? What types of projects and/or
examinations will be most effective at measuring student success in meeting course
goals?

* What instructor expertise is necessary for teaching the course? Do we have such
expertise in one individual or would it be better to use a team-teaching approach?

» Do we have adequate educational resources (e.g., computers, laboratories) to offer this
course?
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» Will there be sufficient student interest to generate adequate enrolilment? How often
should the course be offered? How many credits should the course be and how many
times a week will it meet?

The answers to these and other implementation questions will often be determined not by
lofty academic goals but by local concerns and resource constraints that are beyond the
scope of this report. These factors could include such issues as enrollment pressures,
financial considerations, student populations, college distribution requirements, faculty
interests, space limitations, and the working relationship between computer science and
other departments. But, regardless of how they may be answered, a department should be
able, based on responses to these questions, to implement a general-education course that
goes a long way toward meeting the desired goals.

12.2.4 Course assessment

Following implementation, a department is ready to offer the new general-education
course to the college community. This leaves only the final step in the course
development process—assessment. After the course has been offered once or twice, its
design and implementation should be carefully reviewed and evaluated. The data needed
for assessment can be collected in a number of ways: written student evaluations, in-
class observations, and personal interviews with students and faculty from the client
departments. Once the course has been taught for a few years it is also a good idea to
interview graduates regarding the value of this course to their professional work
environment.

Some of the questions that should be asked during course assessment include the
following:

» Does this course meet its stated goals? If not, should we redesign it or simply
eliminate it from the program and consider an alternative approach?

* Has any important topic been omitted? Is anything unnecessarily included?

* Based on examination results and course evaluations, do students completing the
course possess the desired skills, knowledge, and capabilities?

* Is the client department satisfied with our course offering? If not, what can we do to
improve their satisfaction?

The design and implementation of a general-education course is not a one-time process
but rather a “work in progress” that must be updated and modified as we gain additional
experience. Course design must include regular reviews and redesign, just as in the
software development process. Such reviews are especially important in light of the
rapidly changing nature of our field.

12.3 Course models

We have identified three types of courses that can be offered by a computer science
department: general fluency, area-wide, and single discipline. These three approaches are
described in the following sections.

12.3.1 General fluency

These courses address skills and concepts that are appropriate for all students at an
institution, regardless of their specific field of study. General fluency courses are not
concerned with providing specific computer-related skills to a particular discipline.
Instead, they are meant to satisfy general student interests in computing, to meet college
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distribution requirements, and to help produce more informed citizens with respect to
information technology.

One popular general fluency course involves a broad overview of the discipline of
computer science, much like the breadth-first course G5dé8cribed in Appendix B.
Another possibility is a broad-based introduction to networking and communications—
including both conceptual and technical issues as well as discussions of the applications
and uses of networks, and the positive and negative impacts of communications
technology on society. Another example might be a course entitled “Computing and
Ethics” that examines the social, legal, moral, and ethical issues of computing—certainly
something of importance to virtually all students.

12.3.2 Area-wide or multidisciplinary courses

Area-wide courses serve several departments that share a common need for particular
computing skills and concepts. They share the characteristic that most, if not all,
prerequisite material comes from outside computing. Examples probably best illustrate
this category.

» A computational science course offered for science majors

A computational modeling course for economics, finance, management, and business
majors

* An artificial intelligence course for cognitive psychology, linguistics, and philosophy
majors

« A computer graphics course for art and graphic design students and other fine arts
majors

The NRC Fluency Report also includes a number of examples of this type of area-wide

course. For example, the report describes a class on the applications of information

technology to social research, including computerized databases, Web searching,
sampling, data analysis, and statistical software. Such a course has obvious appeal to
many of the social sciences including sociology, anthropology, and political science.

Computer science may work with other departments to identify this type of specialized
need, or the impetus may come from one or more of the affected departments. Computer
science may be asked to teach such a course because only its faculty have the necessary
technical expertise. Alternately, it may be team taught using one faculty member from
computer science and another from a client department.

At schools with limited enrollments, such as private liberal arts colleges and smaller state
colleges, there is a better chance of success with a general-education course that is
attractive to many departments rather than just one. For example, a course in
Computational Physics might be difficult to justify at a small institution with few physics
majors. However, an area-wide course entitled something like Computational Science
would not only appeal to physicists but biologists, chemists, geologists, and economists
as well, significantly increasing the likelihood of its success.

12.3.3 Single-discipline courses

These courses are narrower in focus than those discussed in the two preceding sections,
and they are generally offered to a homogeneous group of students majoring in a single
department. For example, many of us are familiar with a course in discrete mathematics
offered by mathematics essentially for computer science. This type of course would fit
into the single-discipline category.
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Examples of such courses are the Computational Physics course described in the
preceding section or a course in Computational Biology. The NRC Fluency Report
describes a course offered to economics students that uses spreadsheets and simulation
packages to create models of economic problems or historical events to demonstrate the
factors contributing to the outcome. In each case, such a course could be offered jointly
by computer science and the relevant department to ensure that both the computer science
aspects and the domain-specific aspects received the appropriate level of coverage.
While much of the technical material in such a class comes from the department
supplying the domain expertise, it is important to remember that the course remains a
general-education class, and therefore should include fundamental and enduring computer
concepts, in addition to specific computational skills.

12.4 Summary

In this chapter, we have argued the fundamental importance of well-crafted general-
education courses; provided guidelines for the design, implementation, and assessment of
these service courses; and, finally, presented examples of three distinct types of courses
that departments may want to consider. When designing and developing these courses,
computer science faculty must always be mindful of the needs of the intended audience
and carefully design a course to meet those needs. We must not do this in a vacuum but,
instead, seek out the advice of colleagues outside our department when developing the
goals, content, learning activities, and outcomes of these courses.

Most nonmajors will take only a single course in computer science. Thus, it is important
that we carefully design these courses to make them as useful as possible. We must
present both computer-specific skills as well as broad fundamental concepts that together
allows students to develop a rich, full, and long-lasting understanding of the material.
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Chapter 13
Institutional Challenges

This report is designed primarily as a resource for colleges and universities seeking to
develop or improve undergraduate programs in computer science. To this end, the
appendices to this report offer an extensive analysis of the structure and scope of
computer science knowledge along with a detailed set of course descriptions that
represent viable approaches to the undergraduate curriculum. Implementing a curriculum
successfully, however, requires each institution to consider broad strategic and tactical
issues that transcend such details. The purpose of this chapter is to enumerate some of
these issues and illustrate how addressing those concerns affects curriculum design.

13.1 The need for local adaptation

The task of designing a computer science curriculum is a difficult one in part because so
much depends on the characteristics of the individual institution. Even if every

institution could agree on a common set of knowledge and skills for undergraduate
education, there would nonetheless be many additional factors that would influence
curriculum design. These factors include the following:

» The type of institution and the expectations for its degree progr&smsve discuss in
section 9.3, institutions vary enormously in the structure and scope of undergraduate
degree requirements. The number of courses that institutions require of computer
science majors can vary by almost a factor of two depending on the institution type. A
curriculum that works well at a liberal-arts college in the United States may be
completely inappropriate for a research university elsewhere in the world.

* The range of postgraduate options that students pursastitutions whose primary
purpose is to prepare a skilled workforce for the information technology profession
presumably have different curricular goals than those seeking to prepare research
students for graduate study. Individual schools must ensure that the curriculum they
offer gives students the necessary preparation for their eventual academic and career
paths.

* The preparation and background of entering student§&tudents at different
institutions—and often within a single institution—vary substantially in their level of
preparation. As a result, computer science departments often need to tailor their
iIntroductory offerings so that they meet the needs of their students.

» The faculty resources available to an institutiofhe number of faculty in a computer
science department may vary from as little as three or four at a small college or a
private liberal-arts college to 40 or 50 at a large research university. The flexibility
and options available in these smaller programs is obviously a great deal less.
Therefore, faculty in smaller departments need to set priorities for how they will use
their limited resources.

» The interests and expertise of the facultydividual curricula often vary according to
the specific interests and knowledge base of the department, particularly at smaller
Institutions where expertise is concentrated in particular areas.

Creating a workable curriculum requires finding an appropriate balance among these
factors, which will require different choices at every institution. There can be no single
curriculum that works for everyone. Every college and university will need to consider
the various models proposed in this document and design an implementation that meets
the need of that environment.
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13.2 Principles for curriculum design

Despite the fact that curriculum design requires significant local adaptation, curriculum
designers can draw on several key principles to help in the decision-making process.
These principles include the following:

The curriculum must reflect the integrity and character of computer science as an
independent discipline. Computer science is a discipline in it own right. That
discipline, moreover, is characterized by a combination of theory, practice, knowledge,
and skills. Any computer science curriculum should therefore ensure that practice is
guided both by theory and a spirit of professionalism.

The curriculum must respond to rapid technical change and encourage students to do
the same. Computer science is a vibrant and fast-changing discipline. As we discuss

in Chapter 3, the enormous pace of change means that computer science programs
must update their curricula on a regular basis. Equally importantly, the curriculum
must teach students to respond to change as well. Computer science graduates must
keep up to date with modern developments and should indeed be excited by the
prospect of doing so. One of the most important goals of a computer science program
should be to produce students who are life-long learners.

Curriculum design must be guided by the outcomes you hope to achiienaighout

the process of defining a computer science curriculum, it is essential to consider the
goals of the program and the specific capabilities students must have at its conclusion.
These goals—and the associated techniques for determining whether the goals are
met—provide the foundation for the entire curriculum. In the United States and
elsewhere, accreditation bodies have focused increasing attention on the definition of
goals and assessment strategies. Programs that seek to defend their effectiveness must
be able to demonstrate that their curricula in fact accomplish what they intend.

The curriculum as a whole should maintain a consistent ethos that promotes
innovation, creativity, and professionalism.Students respond best when they
understand what it is expected of them. It is unfair to students to encourage particular
modes of behavior in early courses, only to discourage that same behavior in later
courses. Throughout the entire curriculum, students should be encouraged to use their
initiative and imagination to go beyond the minimal requirements. At the same time,
students must be encouraged from the very beginning to maintain a professional and
responsible attitude toward their work.

Ensure that the curriculum is accessible to a wide range of studéiikgoo often,
computer science programs attract a homogeneous population that includes relatively
few women or students whose ethic, social, or economic background are not those of
the dominant culture. Although many of the factors that lead to this imbalance lie
outside the university, every institution should seek to ensure greater diversity, both by
eliminating bias in the curriculum and by actively encouraging a broader group of
students to take part.

The curriculum must provide students with a capstone experience that gives them a
chance to apply their skills and knowledge to solve a challenging probléne
culmination of an undergraduate computer science degree should include a final-year
project that requires students to use a range of practices and techniques in solving a
substantial problem. There are aspects of the computer science discipline that cannot
be presented adequately in the formal classroom setting. These skills can be learned
only in the framework of an independent capstone experience.
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13.3 The need for adequate computing resources

Higher education is, of course, always subject to resource limitations of various kinds. At
some level, all educational programs must take costs into account and cannot do
everything that they might wish to do if they were somehow freed from economic
constraints. In many respects, those limitations are no more intense in computer science
than they are in other academic fields. It is, for example, no longer the case that adequate
computing hardware lies outside the reach of academic institutions, as it did in the early
days of the discipline. Over the last twenty years, computers have become commodity
items, which makes the hardware far more affordable.

At the same time, it is essential for institutions to recognize that computing costs are real.
These costs, moreover, are by no means limited to the hardware. Software also
represents a substantial fraction of the overall cost of computing, particularly if one
includes the development costs of courseware. Providing adequate support staff to
maintain the computing facilities represents another large expense. To be successful,
computer science programs must receive adequate funding to support the computing
needs of both faculty and students.

Over the last few years, computer science has become—Ilike biology, chemistry, and
physics—a laboratory science with formal, scheduled laboratories included in many of its
courses. The laboratory component leads to an increased need for staff to assist in both
the development of materials and the teaching of laboratory sections. This development
will add to the academic support costs of a high-quality computer science program.

To a certain extent, the costs of courseware and other academic resources can be reduced
by taking advantage of the tremendous range of resources available from the World-Wide
Web. A list of the major existing courseware repositories is maintained on the ACM
Special Interest Group in Computer Science Education (SIGCSE) home page at
http://ww. acm or g/ si gcse/ .

13.4 Attracting and retaining faculty

One of the most daunting problems that computer science departments face is the
problem of attracting faculty. In most academic fields, the number of faculty applicants
is much larger than the number of available positions. In computer science, there are
often more advertised positions than candidates [Myers98, Roberts99], although there are
some signs that the crisis is easing with falling student enroliments in the wake of the
economic downturn. The shortage of faculty applicants, coupled with the fact that
computer scientists command high salaries outside academia, makes it difficult to attract
and retain faculty.

To mitigate the effects of the faculty shortage, we recommend that institutions adopt the
following strategies:

» Adopt an aggressive plan for faculty recruitmer@carcity is in itself no reason to
abandon the search; the shortage of candidates simply means that computer science
departments need to look harder. Being successful is usually a matter of initiative and
persistence. Departments must start the recruiting process very early and should
consider reaching out to a wide range of potential applicants, including overseas
students and people currently working in industry.

» Create academic positions that focus on teachifgs in most disciplines, faculty
positions in computer science typically require a Ph.D. and involve both research and
teaching. If there were a sufficient pool of candidates with the right credentials and
skills, insisting on these qualification would cause no problem. Given the shortage of
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faculty candidates, it is not clear whether computer science departments can afford
such selectivity. It is not necessary for every institution to maintain a research
program in computer science. At the same time, it is hard to imagine that any
university today could get away without offering courses in this area. Opening faculty
positions to those who enjoy teaching but are not drawn to academic research increases
the size of the available pool.

* Make sure that faculty receive the support they need to stay in acad&nidies
undertaken by the National Science Foundation in the 1980s found that faculty
members who left academia for industry typically did not cite economics as their
primary motivation [Curtis83]. Instead, they identified a range of concerns about the
academic work environment—huge class sizes, heavy teaching loads, inadequate
research support, the uncertainty of tenure, and bureaucratic hassles—that the NSF
study refers to collectively as “institutional disincentives.” As enrollments in
computer science courses rise, it is critical for institutions to ensure that faculty
workloads remain manageable.

» Get undergraduates involved as course assistafitle crisis in computer science
education arises from the fact that there are too few teachers to serve the needs of too
many undergraduates. One of the best ways to meet the rising student demand is to get
those undergraduates involved in the teaching process. Using undergraduates as
course assistants not only helps alleviate the teaching shortfall but also provides a
valuable educational experience to the student assistants [Roberts95].

13.5 Conclusion

There is no single formula for success in designing a computer science curriculum.
Although we believe that the recommendations of this report and the specific strategic
suggestions in this chapter will prove useful to a wide variety of institutions, every
computer science program must adapt those recommendations and strategies to match the
characteristics of the particular institution. It is, moreover, important to evaluate and
modify curricular programs on a regular basis to keep up with the rapid changes in the
field. The computer science curricula in place today are the product of many years of
experimentation and refinement by computer science educators in their own institutions.
The curricula of the future will depend just as much on the creativity that follows in the
wake of this report to build even better computer science programs for undergraduates
throughout the world.
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Appendix A
CS Body of Knowledge

This appendix to the Computing Curricula 2001 report defines the knowledge domain
that is likely to be taught in an undergraduate curriculum in computer science. The
underlying rationale for this categorization scheme and additional details about its
history, structure, and application are included in the full task force report. Because we
expect the appendices to have wider circulation than the full report, the task force feels it
is important to include in each appendix a summary of the fundamental concepts that are
necessary to understand the recommendations. The most important concepts are outlined
in the sections that follow.

Structure of the body of knowledge

The CS body of knowledge is organized hierarchically into three levels. The highest
level of the hierarchy is tharea, which represents a particular disciplinary subfield.
Each area is identified by a two-letter abbreviation, such as Qspévating systemsr

PL for programming languagesThe areas are broken down into smaller divisions called
units, which represent individual thematic modules within an area. Each unit is
identified by adding a numeric suffix to the area name; as an example, OS3 is a unit on
concurrency Each unit is further subdivided into a sett@pics, which are the lowest

level of the hierarchy.

Core and elective units

In updating the body of knowledge from the framework established in Computing
Curricula 1991, the CC2001 Task Force has to take account of the fact that the computing
discipline has expanded to such an extent that it is impossible for undergraduates to learn
every topic that has at one time been considered fundamental to the discipline. The task
force has therefore sought to define a minirate consisting of that material that
essentially everyone teaching computer science agrees is essential to anyone obtaining an
undergraduate degree in this field. Material offered as part of an undergraduate program
that falls outside the core is considered t@leetive. By insisting on a broad consensus

in the definition of the core, the task force hopes to keep the core as small as possible,
giving institutions the freedom to tailor the elective components of the curriculum in
ways that meet their individual needs.

In discussing the CC2001 recommendations during their development, we have found
that it helps to emphasize the following points:

» The core is not a complete curriculurBecause the core is defined as minimal, it does
not, by itself, constitute a complete undergraduate curriculum. Every undergraduate
program must include additional elective units from the body of knowledge, although
the CC2001 report does not define what those units will be.

» Core units are not necessarily limited to a set of introductory courses taken early in
the undergraduate curriculumAlthough many of the units defined as core are indeed
introductory, there are also some core units that clearly must be covered only after
students have developed significant background in the field. For example, the task
force believes that all students must develop a significant application as some point
during their undergraduate program. The material that is essential to successful
management of projects at this scale is therefore part of the core, since it is required of
all students. At the same time, the project course experience is very likely to come
toward the end of a student’s undergraduate program. Similarly, introductory courses
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may include elective units alongside the coverage of core material. The designation
core simply meansequiredand says nothing about the level of the course in which it
appears.

Assessing the time required to cover a unit

To give readers a sense of the time required to cover a particular unit, the CC2001 report
must define a metric that establishes a standard of measurement. Choosing such a metric
has proven difficult, because no standard measure is recognized throughout the world.
For consistency with the earlier curriculum reports, the task force has chosen to express
time in hours, corresponding to the in-class time required to present the material in a
traditional lecture-oriented format. To dispel ny potential confusion, however, it is
important to underscore the following observations about the use of lecture hours as a
measure:

» The task force does not seek to endorse the lecture foiwan though we have used
a metric with its roots in a classical, lecture-oriented form, the task force believes that
there are other styles—particular given recent improvements in educational
technology—that can be at least as effective. For some of these styles, the notion of
hoursmay be difficult to apply. Even so, the time specifications should at least serve
as a comparative measure, in the sense that a 5-hour unit will presumably take roughly
five times as much time to cover as a 1-hour unit, independent of the teaching style.

» The hours specified do not include time spent outside of cldss.time assigned to a
unit does not include the instructor’'s preparation time or the time students spend
outside of class. As a general guideline, the amount of out-of-class work is
approximately three times the in-class time. Thus, a unit that is listed as requiring 3
hours will typically entail a total of 12 hours (3 in class and 9 outside).

 The hours listed for a unit represent a minumum level of coveraflee time
measurements we have assigned for each unit should be interpretedrasirthenm
amount of time necessary to enable a student to perform the learning objectives for that
unit. It is always appropriate to spend more time on a unit than the mandated
minimum.

Details of the CS body of knowledge

A summary of the body of knowledge—showing the areas, units, which units are core,
and the minimum time required for each—appears as Figure A-1. The details of each
area follow as separate sections.
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Figure A-1. Computer science body of knowledge with core topics underlined

DS. Discrete Structures (43 core hours)
DS1. Functions, relations, and s}
DS2. Basic logi€10)
DS3. Proof techniqued2)
DS4. Basics of countingb)
DS5. Graphs and treé4)
DS6. Discrete probability(6)

PF. Programming Fundamentals (38 core hours)
PF1. Fundamental programming constré)s
PF2. Algorithms and problem-solving6)
PF3. Fundamental data structurés4)
PF4. Recursiol(5)
PF5. Event-driven programmir{g)

AL. Algorithms and Complexity (31 core hours)
AL1. Basic algorithmic analysig})
AL2. Algorithmic strategies(6)
AL3. Fundamental computing algorithr(is?)
ALA4. Distributed algorithms (3)
ALS5. Basic computability (6)
AL6. The complexity classes P and NP
AL7. Automata theory
AL8. Advanced algorithmic analysis
AL9. Cryptographic algorithms
AL10. Geometric algorithms
AL11. Parallel algorithms

AR. Architecture and Organization (36 core hours)
ARL1. Digital logic and digital systen{§)
AR2. Machine level representation of dé@&
AR3. Assembly level machine organizati®)
AR4. Memory system organization and architec(@)e
ARS. Interfacing and communication3)
ARG6. Functional organizatiof¥)
AR7. Multiprocessing and alternative architectui@s
ARS8. Performance enhancements
AR9. Architecture for networks and distributed systems

OS. Operating S;/stems (18 core hours)
OS1. Overview of operating systeif®y
OS2. Operating system principlé®
0S3. Concurrencyb)
0S4. Scheduling and dispat(3)

OS5. Memory management5)

0S6. Device management

OS7. Security and protection

0S8. File systems

0S9. Real-time and embedded systems
0S10. Fault tolerance

0S11. System performance evaluation
0S12. Scripting

NC Net Centric Computing (15 core hours)
1. Introduction to net-centric computi(2)
NCZ. Communication and networkitfg)
NC3. Network security3)
NC4. The web as an example of client-server comp#hg
NC5. Building web applications
NC6. Network management
NC7. Compression and decompression
NC8. Multimedia data technologies
NC9. Wireless and mobile computing

PL. Programming Languages (21 core hours)
PL1. Overview of programming language3
PL2. Virtual machine$l)

PL3. Introduction to language translati(®)
PL4. Declarations and typ¢3)

PL5. Abstraction mechanisng3)

PL6. Object-oriented programmirf#j0)
PL7. Functional programming

PL8. Language translation systems

PL9. Type systems

PL10. Programming language semantics
PL11. Programming language design

Note: The numbers in parentheses represent the minimum
number of hours required to cover this material in a lecture
format. It is always appropriate to include more.

HC Human -Computer Interaction (8 core hours)

1. Foundations of human-computer interact@n
HC2. Building a simple graphical user interfd2¢
HC3. Human-centered software evaluation
HC4. Human-centered software development
HCS5. Graphical user-interface design
HC6. Graphical user-interface programming
HC7. HCI aspects of multimedia systems
HC8. HCI aspects of collaboration and communication

GV. Graphics and Visual Computlng (3 core hours)

GV1. Fundamental techniques in grapHi2)
GV2. Graphic systemg1)
GV3. Graphic communication
GV4. Geometric modeling
GV5. Basic rendering

GV6. Advanced rendering
GV7. Advanced techniques
GV8. Computer animation
GV9. Visualization

GV10. Virtual reality

GV11. Computer vision

. Intelligent Systems (10 core hours)

IS1. Fundamental issues in intelligent systéins
I1S2. Search and constraint satisfact{n

IS3. Knowledge representation and reasonidy

IS4. Advanced search

IS5. Advanced knowledge representation and reasoning
IS6. Agents

IS7. Natural language processing

IS8. Machine learning and neural networks

IS9. Al planning systems

IS10. Robotics

IM. Information Management (10 core hours)

IM1. Information models and system)

IM2. Database systen(8)

IM3. Data modelind4)

IM4. Relational databases

IM5. Database query languages

IM6. Relational database design

IM7. Transaction processing

IM8. Distributed databases

IM9. Physical database design

IM10. Data mining

IM11. Information storage and retrieval
IM12. Hypertext and hypermedia
IM13. Multimedia information and systems
IM14. Digital libraries

SP. Somal and Professional Issues (16 core hours)

1. History of computin¢f)
SPZ. Social context of computiiid)
SP3. Methods and tools of analy&$
SP4. Professional and ethical responsibili¢@s
SP5. Risks and liabilities of computer-based syst@ns
SP6. Intellectual property(3)
SP7. Privacy and civil libertieq2)
SP8. Computer crime
SP9. Economic issues in computing
SP10. Philosophical frameworks

SE. Software Engineering (31 core hours)

SE1. Software desigf8)

SE2. Using APIs (5)

SE3. Software tools and environmen(3)
SE4. Software process(®)

SES5. Software requirements and specificati@)s
SE6. Software validatio(8)

SE7. Software evolution(3)

SEB8. Software project managemés)
SE9. Component-based computing
SE10. Formal methods

SE11. Software reliability

SE12. Specialized systems development

CN. Computational Science (no core hours)

CN1. Numerical analysis

CN2. Operations research

CN3. Modeling and simulation
CN4. High-performance computing
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Discrete Structures (DS)

DS1. Functions, relations, and sets [core]
DS2. Basic logic [core]

DS3. Proof techniques [core]

DS4. Basics of counting [core]

DS5. Graphs and trees [core]

DS6. Discrete probability [core]

Discrete structures is foundational material for computer sciencefouBylationalwe

mean that relatively few computer scientists will be working primarily on discrete
structures, but that many other areas of computer science require the ability to work with
concepts from discrete structures. Discrete structures includes important material from
such areas as set theory, logic, graph theory, and combinatorics.

The material in discrete structures is pervasive in the areas of data structures and
algorithms but appears elsewhere in computer science as well. For example, an ability to
create and understand a formal proof is essential in formal specification, in verification,
and in cryptography. Graph theory concepts are used in networks, operating systems, and
compilers. Set theory concepts are used in software engineering and in databases.

As the field of computer science matures, more and more sophisticated analysis
techniques are being brought to bear on practical problems. To understand the
computational techniques of the future, today’s students will need a strong background in
discrete structures.

Finally, we note that while areas often have somewhat fuzzy boundaries, this is especially
true for discrete structures. We have gathered together here a body of material of a
mathematical nature that computer science education must include, and that computer
science educators know well enough to specify in great detail. However, the decision
about where to draw the line between this area and the Algorithms and Complexity area
(AL) on the one hand, and topics left only as supporting mathematics on the other hand,
was inevitably somewhat arbitrary. We remind readers that there are vital topics from
those two areas that some schools will include in courses with titles like discrete
structures.

DS1. Functions, relations, and sets [core]
Minimum core coverage timé:hours

Topics:

Functions (surjections, injections, inverses, compaosition)

Relations (reflexivity, symmetry, transitivity, equivalence relations)
Sets (Venn diagrams, complements, Cartesian products, power sets)
Pigeonhole principle

Cardinality and countability

Learning objectives:
1. Explain with examples the basic terminology of functions, relations, and sets.
2. Perform the operations associated with sets, functions, and relations.

3. Relate practical examples to the appropriate set, function, or relation model, and
interpret the associated operations and terminology in context.

4. Demonstrate basic counting principles, including uses of diagonalization and the
pigeonhole principle.
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DS2. Basic logic [core]
Minimum core coverage timé&0 hours

Topics:
Propositional logic
Logical connectives
Truth tables
Normal forms (conjunctive and disjunctive)
Validity
Predicate logic
Universal and existential quantification
Modus ponens and modus tollens
Limitations of predicate logic

Learning objectives:
1. Apply formal methods of symbolic propositional and predicate logic.

2. Describe how formal tools of symbolic logic are used to model algorithms and real-
life situations.

3. Use formal logic proofs and logical reasoning to solve problems such as puzzles.
4. Describe the importance and limitations of predicate logic.

DS3. Proof techniques [core]
Minimum core coverage timé&2 hours

Topics:
Notions of implication, converse, inverse, contrapositive, negation, and contradiction
The structure of formal proofs
Direct proofs
Proof by counterexample
Proof by contraposition
Proof by contradiction
Mathematical induction
Strong induction
Recursive mathematical definitions
Well orderings

Learning objectives:

1. Outline the basic structure of and give examples of each proof technique described in
this unit.

2. Discuss which type of proof is best for a given problem.

3. Relate the ideas of mathematical induction to recursion and recursively defined
structures.

4. Identify the difference between mathematical and strong induction and give examples
of the appropriate use of each.

DS4. Basics of counting [core]
Minimum core coverage tim&:hours

Topics:
Counting arguments
— Sum and product rule
— Inclusion-exclusion principle
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— Arithmetic and geometric progressions
— Fibonacci numbers
The pigeonhole principle
Permutations and combinations
— Basic definitions
— Pascal’s identity
— The binomial theorem
Solving recurrence relations
— Common examples
— The Master theorem

Learning objectives:

1.

2.
3.
4.

Compute permutations and combinations of a set, and interpret the meaning in the
context of the particular application.

State the definition of the Master theorem.
Solve a variety of basic recurrence equations.

Analyze a problem to create relevant recurrence equations or to identify important
counting questions.

DS5. Graphs and trees [core]
Minimum core coverage timé:hours

Topics:

Trees

Undirected graphs
Directed graphs
Spanning trees
Traversal strategies

Learning objectives:

1.

2.
3.
4.

lllustrate by example the basic terminology of graph theory, and some of the
properties and special cases of each.

Demonstrate different traversal methods for trees and graphs.
Model problems in computer science using graphs and trees.
Relate graphs and trees to data structures, algorithms, and counting.

DS6. Discrete probability [core]
Minimum core coverage timé:hours

Topics:

Finite probability space, probability measure, events
Conditional probability, independence, Bayes’ theorem
Integer random variables, expectation

Learning objectives:

1.

2.
3.

Calculate probabilities of events and expectations of random variables for elementary
problems such as games of chance.

Differentiate between dependent and independent events.

Apply the binomial theorem to independent events and Bayes theorem to dependent
events.

Apply the tools of probability to solve problems such as the Monte Carlo method, the
average case analysis of algorithms, and hashing.
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Programming Fundamentals (PF)

PF1. Fundamental programming constructs [core]
PF2. Algorithms and problem-solving [core]

PF3. Fundamental data structures [core]

PF4. Recursion [core]

PF5. Event-driven programming [core]

Fluency in a programming language is prerequisite to the study of most of computer
science. Inthe CC1991 report, knowledge of a programming language—while identified
as essential—was given little emphasis in the curriculum. The *“Introduction to a
Programming Language” area in CC1991 represents only 12 hours of class time and is
identified as optional, under the optimistic assumption that “increasing numbers of
students . . . gain such experience in secondary school.” We believe that undergraduate
computer science programs must teach students how to use at least one programming
language well; furthermore, we recommend that computer science programs should teach
students to become competent in languages that make use of at least two programming
paradigms. Accomplishing this goal requires considerably more than 12 hours.

This knowledge area consists of those skills and concepts that are essential to
programming practice independent of the underlying paradigm. As a result, this area
includes units on fundamental programming concepts, basic data structures, and
algorithmic processes. These units, however, by no means cover the full range of
programming knowledge that a computer science undergraduate must know. Many of the
other areas—most notably Programming Languages (PL) and Software Engineering
(SE)—also contain programming-related units that are part of the undergraduate core. In
most cases, these units could equally well have been assigned to either Programming
Fundamentals or the more advanced area.

PF1. Fundamental programming constructs [core]
Minimum core coverage timé&:hours

Topics:
Basic syntax and semantics of a higher-level language
Variables, types, expressions, and assignment
Simple 1/0
Conditional and iterative control structures
Functions and parameter passing
Structured decomposition

Learning objectives:

1. Analyze and explain the behavior of simple programs involving the fundamental
programming constructs covered by this unit.

2. Modify and expand short programs that use standard conditional and iterative control
structures and functions.

3. Design, implement, test, and debug a program that uses each of the following
fundamental programming constructs: basic computation, simple 1/O, standard
conditional and iterative structures, and the definition of functions.

4. Choose appropriate conditional and iteration constructs for a given programming task.

5. Apply the techniques of structured (functional) decomposition to break a program
into smaller pieces.

Describe the mechanics of parameter passing.

o
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PF2. Algorithms and problem-solving [core]
Minimum core coverage timé:hours

Topics:

Problem-solving strategies

The role of algorithms in the problem-solving process
Implementation strategies for algorithms

Debugging strategies

The concept and properties of algorithms

Learning objectives:

1.

2.
3.
4

Discuss the importance of algorithms in the problem-solving process.

Identify the necessary properties of good algorithms.

Create algorithms for solving simple problems.

Use pseudocode or a programming language to implement, test, and debug algorithms

" for solving simple problems.
5.

Describe strategies that are useful in debugging.

PF3. Fundamental data structures [core]
Minimum core coverage timé&4 hours

Topics:

Primitive types

Arrays

Records

Strings and string processing

Data representation in memory

Static, stack, and heap allocation

Runtime storage management

Pointers and references

Linked structures

Implementation strategies for stacks, queues, and hash tables
Implementation strategies for graphs and trees
Strategies for choosing the right data structure

Learning objectives:

o0k wN R

~

o

Discuss the representation and use of primitive data types and built-in data structures.
Describe how the data structures in the topic list are allocated and used in memory.
Describe common applications for each data structure in the topic list.

Implement the user-defined data structures in a high-level language.

Compare alternative implementations of data structures with respect to performance.

Write programs that use each of the following data structures: arrays, records, strings,
linked lists, stacks, queues, and hash tables.

Compare and contrast the costs and benefitdyohmic and static data structure
implementations.

Choose the appropriate data structure for modeling a given problem.
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PF4. Recursion [core]
Minimum core coverage timé&:hours

Topics:

The concept of recursion
Recursive mathematical functions
Simple recursive procedures
Divide-and-conquer strategies
Recursive backtracking
Implementation of recursion

Learning objectives:

Describe the concept of recursion and give examples of its use.

Identify the base case and the general case of a recursively defined problem.
Compare iterative and recursive solutions for elementary problems such as factorial.
Describe the divide-and-conquer approach.

Implement, test, and debug simple recursive functions and procedures.

Describe how recursion can be implemented using a stack.

Discuss problems for which backtracking is an appropriate solution.

Determine when a recursive solution is appropriate for a problem.
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PF5. Event-driven programming [core]
Minimum core coverage timd:hours

Topics:

Event-handling methods
Event propagation
Exception handling

Learning objectives:

1. Explain the difference between event-driven programming and command-line
programming.

2. Design, code, test, and debug simple event-driven programs that respond to user
events.

3. Develop code that responds to exception conditions raised during execution.
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Algorithms and Complexity (AL)

ALL1. Basic algorithmic analysis [core]

AL2. Algorithmic strategies [core]

AL3. Fundamental computing algorithms [core]
AL4. Distributed algorithms [core]

AL5. Basic computability [core]

AL6. The complexity classes P and NP [elective]
AL7. Automata theory [elective]

AL8. Advanced algorithmic analysis [elective]
AL9. Cryptographic algorithms [elective]

AL10. Geometric algorithms [elective]

AL11. Parallel algorithms [elective]

Algorithms are fundamental to computer science and software engineering. The real-
world performance of any software system depends on only two things: (1) the
algorithms chosen and (2) the suitability and efficiency of the various layers of

implementation. Good algorithm design is therefore crucial for the performance of all

software systems. Moreover, the study of algorithms provides insight into the intrinsic
nature of the problem as well as possible solution techniques independent of
programming language, programming paradigm, computer hardware, or any other
implementation aspect.

An important part of computing is the ability to select algorithms appropriate to particular
purposes and to apply them, recognizing the possibility that no suitable algorithm may
exist. This facility relies on understanding the range of algorithms that address an
important set of well-defined problems, recognizing their strengths and weaknesses, and
their suitability in particular contexts. Efficiency is a pervasive theme throughout this
area.

AL1. Basic algorithmic analysis [core]
Minimum core coverage timd:hours

Topics:

Asymptotic analysis of upper and average complexity bounds
Identifying differences among best, average, and worst case behaviors
Big O, little 0, omega, and theta notation

Standard complexity classes

Empirical measurements of performance

Time and space tradeoffs in algorithms

Using recurrence relations to analyze recursive algorithms

Learning objectives:

1. Explain the use of big O, omega, and theta notation to describe the amount of work
done by an algorithm.

2. Use big O, omega, and theta notation to give asymptotic upper, lower, and tight
bounds on time and space complexity of algorithms.

3. Determine the time and space complexity of simple algorithms.

4. Deduce recurrence relations that describe the time complexity of recursively defined
algorithms.

5. Solve elementary recurrence relations.
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AL2. Algorithmic strategies [core]
Minimum core coverage timé:hours

Topics:

Brute-force algorithms

Greedy algorithms

Divide-and-conquer

Backtracking

Branch-and-bound

Heuristics

Pattern matching and string/text algorithms
Numerical approximation algorithms

Learning objectives:
1. Describe the shortcoming of brute-force algorithms.

2. For each of several kinds of algorithm (brute force, greedy, divide-and-conquer,
backtracking, branch-and-bound, and heuristic), identify an example of everyday
human behavior that exemplifies the basic concept.

Implement a greedy algorithm to solve an appropriate problem.

Implement a divide-and-conquer algorithm to solve an appropriate problem.
Use backtracking to solve a problem such as navigating a maze.

Describe various heuristic problem-solving methods.

Use pattern matching to analyze substrings.

Use numerical approximation to solve mathematical problems, such as finding the
roots of a polynomial.
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AL3. Fundamental computing algorithms [core]
Minimum core coverage timé&2 hours

Topics:

Simple numerical algorithms

Sequential and binary search algorithms

Quadratic sorting algorithms (selection, insertion)

O(N log N) sorting algorithms (Quicksort, heapsort, mergesort)
Hash tables, including collision-avoidance strategies

Binary search trees

Representations of graphs (adjacency list, adjacency matrix)
Depth- and breadth-first traversals

Shortest-path algorithms (Dijkstra’s and Floyd’s algorithms)
Transitive closure (Floyd’s algorithm)

Minimum spanning tree (Prim’s and Kruskal's algorithms)
Topological sort

Learning objectives:

1. Implement the most common quadratic @i log N) sorting algorithms.

2. Design and implement an appropriate hashing function for an application.
3. Design and implement a collision-resolution algorithm for a hash table.
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4. Discuss the computational efficiency of the principal algorithms for sorting,
searching, and hashing.

5. Discuss factors other than computational efficiency that influence the choice of
algorithms, such as programming time, maintainability, and the use of application-
specific patterns in the input data.

6. Solve problems using the fundamental graph algorithms, including depth-first and
breadth-first search, single-source and all-pairs shortest paths, transitive closure,
topological sort, and at least one minimum spanning tree algorithm.

7. Demonstrate the following capabilities: to evaluate algorithms, to select from a range
of possible options, to provide justification for that selection, and to implement the
algorithm in programming context.

ALA4. Distributed algorithms [core]
Minimum core coverage tim&:hours

Topics:

Consensus and election
Termination detection
Fault tolerance
Stabilization

Learning objectives:

Explain the distributed paradigm.

Explain one simple distributed algorithm.

Determine when to use consensus or election algorithms.
Distinguish between logical and physical clocks.

Describe the relative ordering of events in a distributed algorithm.
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ALS5. Basic computability [core]
Minimum core coverage timé:hours

Topics:

Finite-state machines

Context-free grammars

Tractable and intractable problems
Uncomputable functions

The halting problem

Implications of uncomputability

Learning objectives:

Discuss the concept of finite state machines.

Explain context-free grammars.

Design a deterministic finite-state machine to accept a specified language.
Explain how some problems have no algorithmic solution.

Provide examples that illustrate the concept of uncomputability.
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AL6. The complexity classes P and NP [elective]
Topics:
Definition of the classes P and NP
NP-completeness (Cook’s theorem)

Standard NP-complete problems
Reduction techniques

Learning objectives:
1. Define the classes P and NP.
2. Explain the significance of NP-completeness.

3. Prove that a problem is NP-complete by reducing a classic known NP-complete
problem to it.

AL7. Automata theory [elective]
Topics:

Deterministic finite automata (DFAS)
Nondeterministic finite automata (NFAS)
Equivalence of DFAs and NFAs

Regular expressions

The pumping lemma for regular expressions
Push-down automata (PDAS)

Relationship of PDAs and context-free grammars
Properties of context-free grammars

Turing machines

Nondeterministic Turing machines

Sets and languages

Chomsky hierarchy

The Church-Turing thesis

Learning objectives:

1. Determine a language’s location in the Chomsky hierarchy (regular sets, context-free,
context-sensitive, and recursively enumerable languages).

2. Prove that a language is in a specified class and that it is not in the next lower class.

3. Convert among equivalently powerful notations for a language, including among
DFAs, NFAs, and regular expressions, and between PDAs and CFGs.

4. Explain at least one algorithm for both top-down and bottom-up parsing.
5. Explain the Church-Turing thesis and its significance.

AL8. Advanced algorithmic analysis [elective]
Topics:
Amortized analysis
Online and offline algorithms
Randomized algorithms
Dynamic programming
Combinatorial optimization
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Learning objectives:

1. Use the potential method to provide an amortized analysis of previously unseen data
structure, given the potential function.

2. Explain why competitive analysis is an appropriate measure for online algorithms.

3. Explain the use of randomization in the design of an algorithm for a problem where a
deterministic algorithm is unknown or much more difficult.

4. Design and implement a dynamic programming solution to a problem.

AL9. Cryptographic algorithms [elective]
Topics:

Historical overview of cryptography

Private-key cryptography and the key-exchange problem
Public-key cryptography

Digital signatures

Security protocols

Applications (zero-knowledge proofs, authentication, and so on)

Learning objectives:

1. Describe efficient basic number-theoretic algorithms, including greatest common
divisor, multiplicative inverse mod n, and raising to powers mod n.

2. Describe at least one public-key cryptosystem, including a necessary complexity-
theoretic assumption for its security.

3. Create simple extensions of cryptographic protocols, using known protocols and
cryptographic primitives.

AL10. Geometric algorithms [elective]
Topics:

Line segments: properties, intersections
Convex hull finding algorithms

Learning objectives:
1. Describe and give time analysis of at least two algorithms for finding a convex hull.
2. Justify the Omega(N log N) lower bound on finding the convex hull.

3. Describe at least one additional efficient computational geometry algorithm, such as
finding the closest pair of points, convex layers, or maximal layers.

AL11. Parallel algorithms [elective]
Topics:
PRAM model
Exclusive versus concurrent reads and writes
Pointer jumping
Brent's theorem and work efficiency
Learning objectives:
1. Describe implementation of linked lists on a PRAM.
2. Use parallel-prefix operation to perform simple computations efficiently in parallel.
3. Explain Brent's theorem and its relevance.
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Architecture and Organization (AR)

ARL1. Digital logic and digital systems [core]

AR2. Machine level representation of data [core]

AR3. Assembly level machine organization [core]

AR4. Memory system organization and architecture [core]

ARS. Interfacing and communication [core]

ARG6. Functional organization [core]

AR7. Multiprocessing and alternative architectures [core]

ARS8. Performance enhancements [elective]

AR9. Architecture for networks and distributed systems [elective]

The computer lies at the heart of computing. Without it most of the computing
disciplines today would be a branch of theoretical mathematics. To be a professional in
any field of computing today, one should not regard the computer as just a black box that
executes programs by magic. All students of computing should acquire some
understanding and appreciation of a computer system’s functional components, their
characteristics, their performance, and their interactions. There are practical implications
as well. Students need to understand computer architecture in order to structure a
program so that it runs more efficiently on a real machine. In selecting a system to use,
they should to able to understand the tradeoff among various components, such as CPU
clock speed vs. memory size.

The learning outcomes specified for these topics correspond primarily to the core and are
intended to support programs that elect to require only the minimum 36 hours of
computer architecture of their students. For programs that want to teach more than the
minimum, the same topics (AR1-AR7) can be treated at a more advanced level by
implementing a two-course sequence. For programs that want to cover the elective
topics, those topics can be introduced within a two-course sequence and/or be treated in a
more comprehesive way in a third course.

ARL1. Digital logic and digital systems [core]
Minimum core coverage timé:hours

Topics:

Overview and history of computer architecture

Fundamental building blocks (logic gates, flip-flops, counters, registers, PLA)
Logic expressions, minimization, sum of product forms

Register transfer notation

Physical considerations (gate delays, fan-in, fan-out)

Learning objectives:
1. Describe the progression of computer architecture from vacuum tubes to VLSI.

2. Demonstrate an understanding of the basic building blocks and their role in the
historical development of computer architecture.

3. Use mathematical expressions to describe the functions of simple combinational and
sequential circuits.

4. Design a simple circuit using the fundamental building blocks.
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AR2. Machine level representation of data [core]
Minimum core coverage tim&:hours

Topics:

Bits, bytes, and words

Numeric data representation and number bases

Fixed- and floating-point systems

Signed and twos-complement representations

Representation of nonnumeric data (character codes, graphical data)
Representation of records and arrays

Learning objectives:
1. Explain the reasons for using different formats to represent numerical data.

2. Explain how negative integers are stored in sign-magnitude and twos-complement
representation.

Convert numerical data from one format to another.

Discuss how fixed-length number representations affect accuracy and precision.
Describe the internal representation of nonnumeric data.

Describe the internal representation of characters, strings, records, and arrays.
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AR3. Assembly level machine organization [core]
Minimum core coverage timé&:hours

Topics:

Basic organization of the von Neumann machine

Control unit; instruction fetch, decode, and execution
Instruction sets and types (data manipulation, control, I/O)
Assembly/machine language programming

Instruction formats

Addressing modes

Subroutine call and return mechanisms

I/O and interrupts

Learning objectives:

1. Explain the organization of the classical von Neumann machine and its major
functional units.

2. Explain how an instruction is executed in a classical von Neumann machine.

3. Summarize how instructions are represented at both the machine level and in the
context of a symbolic assembler.

4. Explain different instruction formats, such as addresses per instruction and variable
length vs. fixed length formats.

5. Write simple assembly language program segments.

6. Demonstrate how fundamental high-level programming constructs are implemented
at the machine-language level.

7. Explain how subroutine calls are handled at the assembly level.
8. Explain the basic concepts of interrupts and I/O operations.
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AR4. Memory system organization and architecture [core]
Minimum core coverage timé&:hours

Topics:

Storage systems and their technology

Coding, data compression, and data integrity

Memory hierarchy

Main memory organization and operations

Latency, cycle time, bandwidth, and interleaving

Cache memories (address mapping, block size, replacement and store policy)
Virtual memory (page table, TLB)

Fault handling and reliability

Learning objectives:

Identify the main types of memory technology.

Explain the effect of memory latency on running time.

Explain the use of memory hierarchy to reduce the effective memory latency.
Describe the principles of memory management.

Describe the role of cache and virtual memory.

Explain the workings of a system with virtual memory management.

S o

ARS5. Interfacing and communication [core]
Minimum core coverage tim&:hours

Topics:

I/O fundamentals: handshaking, buffering, programmed 1/O, interrupt-driven 1/O
Interrupt structures: vectored and prioritized, interrupt acknowledgment
External storage, physical organization, and drives

Busesbus protocols, arbitration, direct-memory access (DMA)

Introduction to networks

Multimedia support

RAID architectures

Learning objectives:

Explain how interrupts are used to implement 1/O control and data transfers.
Identify various types of buses in a computer system.

Describe data access from a magnetic disk drive.

Compare the common network configurations.

Identify interfaces needed for multimedia support.

Describe the advantages and limitations of RAID architectures.
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ARG6. Functional organization [core]
Minimum core coverage tim&:hours

Topics:

Implementation of simple datapaths

Control unit: hardwired realization vs. microprogrammed realization
Instruction pipelining

Introduction to instruction-level parallelism (ILP)

Learning objectives:
1. Compare alternative implementation of datapaths.

2. Discuss the concept of control points and the generation of control signals using
hardwired or microprogrammed implementations.

3. Explain basic instruction level parallelism using pipelining and the major hazards that
may occur.

AR7. Multiprocessing and alternative architectures [core]
Minimum core coverage tim&:hours

Topics:
Introduction to SIMD, MIMD, VLIW, EPIC
Systolic architecture
Interconnection networks (hypercube, shuffle-exchange, mesh, crossbar)
Shared memory systems
Cache coherence
Memory models and memory consistency

Learning objectives:
1. Discuss the concept of parallel processing beyond the classical von Neumann model.
2. Describe alternative architectures such as SIMD, MIMD, and VLIW.

3. Explain the concept of interconnection networks and characterize different
approaches.

4. Discuss the special concerns that multiprocessing systems present with respect to
memory management and describe how these are addressed.

ARS8. Performance enhancements [elective]
Topics:

Superscalar architecture
Branch prediction
Prefetching

Speculative execution
Multithreading
Scalability

Learning objectives:

1. Describe superscalar architectures and their advantages.
2. Explain the concept of branch prediction and its utility.

3. Characterize the costs and benefits of prefetching.
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4.
5.

6.

Explain speculative execution and identify the conditions that justify it.

Discuss the performance advantages that multithreading can offer in an architecture
along with the factors that make it difficult to derive maximum benefits from this
approach.

Describe the relevance of scalability to performance.

AR9. Architecture for networks and distributed systems [elective]
Topics:

Introduction to LANs and WANSs

Layered protocol design, ISO/OSI, IEEE 802

Impact of architectural issues on distributed algorithms
Network computing

Distributed multimedia

Learning objectives:

1.

w

Explain the basic components of network systems and distinguish between LANs and
WAN:S.

Discuss the architectural issues involved in the design of a layered network protocol.
Explain how architectures differ in network and distributed systems.
Discuss architectural issues related to network computing and distributed multimedia.
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Operating Systems (OS)
OS1. Overview of operating systems [core]
0OS2. Operating system principles [core]
OS3. Concurrency [core]
0S4. Scheduling and dispatch [core]
0OS5. Memory management [core]
0S6. Device management [elective]
OS7. Security and protection [elective]
OS8. File systems [elective]
0S9. Real-time and embedded systems [elective]
0S10. Fault tolerance [elective]
OS11. System performance evaluation [elective]
OS12. Scripting [elective]

An operating system defines an abstraction of hardware behavior with which
programmers can control the hardware. It also manages resource sharing among the
computer’s users. The topics in this area explain the issues that influence the design of
contemporary operating systems. Courses that cover this area will typically include a
laboratory component to enable students to experiment with operating systems.

Over the years, operating systems and their abstractions have become complex relative to
typical application software. It is necessary to ensure that the student understands the
extent of the use of an operating system prior to a detailed study of internal
implementation algorithms and data structures. Therefore these topics address both the
use of operating systems (externals) and their design and implementation (internals).
Many of the ideas involved in operating system use have wider applicability across the
field of computer science, such as concurrent programming. Studying internal design has
relevance in such diverse areas as dependable programming, algorithm design and
implementation, modern device development, building virtual environments, caching
material across the web, building secure and safe systems, network management, and
many others.

OS1. Overview of operating systems [core]
Minimum core coverage time:hours

Topics:

Role and purpose of the operating system

History of operating system development

Functionality of a typical operating system

Mechanisms to support client-server models, hand-held devices

Design issues (efficiency, robustness, flexibility, portability, security, compatibility)
Influences of security, networking, multimedia, windows

Learning objectives:
1. Explain the objectives and functions of modern operating systems.

2. Describe how operating systems have evolved over time from primitive batch systems
to sophisticated multiuser systems.

3. Analyze the tradeoffs inherent in operating system design.

4. Describe the functions of a contemporary operating system with respect to
convenience, efficiency, and the ability to evolve.
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5.

6.

7.

Discuss networked, client-server, distributed operating systems and how they differ
from single user operating systems.

Identify potential threats to operating systems and the security features design to
guard against them.

Describe how issues such as open source software and the increased use of the
Internet are influencing operating system design.

0OS2. Operating system principles [core]
Minimum core coverage time:hours

Topics:

Structuring methods (monolithic, layered, modular, micro-kernel models)
Abstractions, processes, and resources

Concepts of application program interfaces (APIs)

Application needs and the evolution of hardware/software techniques
Device organization

Interrupts: methods and implementations

Concept of user/system state and protection, transition to kernel mode

Learning objectives:

1.

2.
3.
4
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7.

8.

Explain the concept of a logical layer.

Explain the benefits of building abstract layers in hierarchical fashion.

Defend the need for APIs and middleware.

Describe how computing resources are used by application software and managed by

' system software.

Contrast kernel and user mode in an operating system.
Discuss the advantages and disadvantages of using interrupt processing.

Compare and contrast the various ways of structuring an operating system such as
object-oriented, modular, micro-kernel, and layered.

Explain the use of a device list and driver 1/0O queue.

OS3. Concurrency [core]
Minimum core coverage timé:hours

Topics:

States and state diagrams

Structures (ready list, process control blocks, and so forth)

Dispatching and context switching

The role of interrupts

Concurrent execution: advantages and disadvantages

The “mutual exclusion” problem and some solutions

Deadlock: causes, conditions, prevention

Models and mechanisms (semaphores, monitors, condition variables, rendezvous)
Producer-consumer problems and synchronization

Multiprocessor issues (spin-locks, reentrancy)
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Learning objectives:

1.
2.

3.

9.

Describe the need for concurrency within the framework of an operating system.

Demonstrate the potential run-time problems arising from the concurrent operation of
many separate tasks.

Summarize the range of mechanisms that can be employed at the operating system
level to realize concurrent systems and describe the benefits of each.

Explain the different states that a task may pass through and the data structures
needed to support the management of many tasks.

Summarize the various approaches to solving the problem of mutual exclusion in an
operating system.

Describe reasons for using interrupts, dispatching, and context switching to support
concurrency in an operating system.

Create state and transition diagrams for simple problem domains.

Discuss the utility of data structures, such as stacks and queues, in managing
concurrency.

Explain conditions that lead to deadlock.

0OS4. Scheduling and dispatch [core]
Minimum core coverage tim&:hours

Topics:

Preemptive and nonpreemptive scheduling
Schedulers and policies

Processes and threads

Deadlines and real-time issues

Learning objectives:

1.
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Compare and contrast the common algorithms used for both preemptive and non-
preemptive scheduling of tasks in operating systemsh as priority, performance
comparison, and fair-share schemes.

Describe relationships between scheduling algorithms and application domains.

Discuss the types of processor scheduling such as short-term, medium-term, long-
term, and I/O.

Describe the difference between processes and threads.
Compare and contrast static and dynamic approaches to real-time scheduling.
Discuss the need for preemption and deadline scheduling.

Identify ways that the logic embodied in scheduling algorithms are applicable to other
domains, such as disk 1/O, network scheduling, project scheduling, and other
problems unrelated to computing.
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0OS5. Memory management [core]
Minimum core coverage timé&:hours

Topics:
Review of physical memory and memory management hardware
Overlays, swapping, and partitions
Paging and segmentation
Placement and replacement policies
Working sets and thrashing
Caching

Learning objectives:
1. Explain memory hierarchy and cost-performance tradeoffs.

2. Explain the concept of virtual memory and how it is realized in hardware and
software.

3. Summarize the principles of virtual memory as applied to caching, paging, and
segmentation.

4. Evaluate the tradeoffs in terms of memory size (main memory, cache memory,
auxiliary memory) and processor speed.

5. Defend the different ways of allocating memory to tasks, citing the relative merits of
each.

6. Describe the reason for and use of cache memory.
7. Compare and contrast paging and segmentation techniques.

8. Discuss the concept of thrashing, both in terms of the reasons it occurs and the
techniques used to recognize and manage the problem.

9. Analyze the various memory portioning techniques including overlays, swapping, and
placement and replacement policies.

OS6. Device management [elective]
Topics:

Characteristics of serial and parallel devices
Abstracting device differences

Buffering strategies

Direct memory access

Recovery from failures

Learning objectives:

1. Explain the key difference between serial and parallel devices and identify the
conditions in which each is appropriate.

2. ldentify the relationship between the physical hardware and the virtual devices
maintained by the operating system.

3. Explain buffering and describe strategies for implementing it.

4. Differentiate the mechanisms used in interfacing a range of devices (including hand-
held devices, networks, multimedia) to a computer and explain the implications of
these for the design of an operating system.

5. Describe the advantages and disadvantages of direct memory access and discuss the
circumstances in which its use is warranted.
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6. ldentify the requirements for failure recovery.
7. Implement a simple device driver for a range of possible devices.

OS7. Security and protection [elective]
Topics:
Overview of system security
Policy/mechanism separation
Security methods and devices
Protection, access, and authentication
Models of protection
Memory protection
Encryption
Recovery management

Learning objectives:

1. Defend the need for protection and security, and the role of ethical considerations in
computer use.

2. Summarize the features and limitations of an operating system used to provide
protection and security.

Compare and contrast current methods for implementing security.

4. Compare and contrast the strengths and weaknesses of two or more currently popular
operating systems with respect to security.

5. Compare and contrast the security strengths and weaknesses of two or more currently
popular operating systems with respect to recovery management.
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OS8. File systems [elective]
Topics:
Files: data, metadata, operations, organization, buffering, sequential, nonsequential
Directories: contents and structure
File systems: partitioning, mount/unmount, virtual file systems
Standard implementation techniques
Memory-mapped files
Special-purpose file systems
Naming, searching, access, backups

Learning objectives:
1. Summarize the full range of considerations that support file systems.

2. Compare and contrast different approaches to file organization, recognizing the
strengths and weaknesses of each.

3. Summarize how hardware developments have lead to changes in our priorities for the
design and the management of file systems.

0S9. Real-time and embedded systems [elective]
Topics:
Process and task scheduling
Memory/disk management requirements in a real-time environment
Failures, risks, and recovery
Special concerns in real-time systems
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Learning objectives:
1. Describe what makes a system a real-time system.

2. Explain the presence of and describe the characteristics of latency in real-time
systems.

3. Summarize special concerns that real-time systems present and how these concerns
are addressed.

0S10. Fault tolerance [elective]
Topics:

Fundamental concepts: reliable and available systems
Spatial and temporal redundancy

Methods used to implement fault tolerance

Examples of reliable systems

Learning objectives:

1. Explain the relevance of the terfasilt toleranceyeliability, andavailability.

2. Outline the range of methods for implementing fault tolerance in an operating system.
3. Explain how an operating system can continue functioning after a fault occurs.

OS11. System performance evaluation [elective]
Topics:

Why system performance needs to be evaluated

What is to be evaluated

Policies for caching, paging, scheduling, memory management, security, and so forth
Evaluation models: deterministic, analytic, simulation, or implementation-specific
How to collect evaluation data (profiling and tracing mechanisms)

Learning objectives:
1. Describe the performance metrics used to determine how a system performs.
2. Explain the main evaluation models used to evaluate a system.

0OS12. Scripting [elective]
Topics:

Scripting and the role of scripting languages
Basic system commands

Creating scripts, parameter passing
Executing a script

Influences of scripting on programming

Learning objectives:
1. Summarize a typical set of system commands provided by an operating system.

2. Demonstrate the typical functionality of a scripting language, and interpret the
implications for programming.

3. Demonstrate the mechanisms for implementing scripts and the role of scripts on
system implementation and integration.

4. Implement a simple script that exhibits parameter passing.
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Net-Centric Computing (NC)

NC1. Introduction to net-centric computing [core]

NC2. Communication and networking [core]

NC3. Network security [core]

NC4. The web as an example of client-server computing [core]
NCS5. Building web applications [elective]

NC6. Network management [elective]

NC7. Compression and decompression [elective]

NC8. Multimedia data technologies [elective]

NC9. Wireless and mobile computing [elective]

Recent advances in computer and telecommunications networking, particularly those
based on TCP/IP, have increased the importance of networking technologies in the
computing discipline. Net-centric computing covers a range of sub-specialties including:
computer communication network concepts and protocols, multimedia systems, Web
standards and technologies, network security, wireless and mobile computing, and
distributed systems.

Mastery of this subject area involves both theory and practice. Learning experiences that
involve hands-on experimentation and analysis are strongly recommended as they
reinforce student understanding of concepts and their application to real-world problems.
Laboratory experiments should involve data collection and synthesis, empirical modeling,
protocol analysis at the source code level, network packet monitoring, software
construction, and evaluation of alternative design models. All of these are important
concepts that can best understood by laboratory experimentation.

NC1. Introduction to net-centric computing [core]
Minimum core coverage time:hours

Topics:
Background and history of networking and the Internet
Network architectures
The range of specializations within net-centric computing
— Networks and protocols
— Networked multimedia systems
— Distributed computing
— Mobile and wireless computing

Learning objectives:
1. Discuss the evolution of early networks and the Internet.

2. Demonstrate the ability to use effectively a range of common networked applications
including e-mail, telnet, FTP, newsgroups, and web browsers, online web courses,
and instant messaging.

Explain the hierarchical, layered structure of a typical network architecture.

4. Describe emerging technologies in the net-centric computing area and assess their
current capabilities, limitations, and near-term potential.

w
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NC2. Communication and networking [core]
Minimum core coverage tim&:hours

Topics:

Network standards and standardization bodies

The ISO 7-layer reference model in general and its instantiation in TCP/IP

Circuit switching and packet switching

Streams and datagrams

Physical layer networking concepts (theoretical basis, transmission media, standards)
Data link layer concepts (framing, error control, flow control, protocols)
Internetworking and routing (routing algorithms, internetworking, congestion control)
Transport layer services (connection establishment, performance issues)

Learning objectives:
1. Discuss important network standards in their historical context.
2. Describe the responsibilities of the first four layers of the ISO reference model.

3. Discuss the differences between circuit switching and packet switching along with the
advantages and disadvantages of each.

4. Explain how a network can detect and correct transmission errors.
lllustrate how a packet is routed over the Internet.

6. Install a simple network with two clients and a single server using standard host-
configuration software tools such as DHCP.

o

NC3. Network security [core]
Minimum core coverage tim&:hours

Topics:

Fundamentals of cryptography
Secret-key algorithms
Public-key algorithms
Authentication protocols
Digital signatures

Examples

Learning objectives:

Discuss the fundamental ideas of public-key cryptography.
Describe how public-key cryptography works.

Distinguish between the use of private- and public-key algorithms.
Summarize common authentication protocols.

abrwnkE

e-mail message.

Summarize the capabilities and limitations of the means of cryptography that are
conveniently available to the general public.

o

Generate and distribute a PGP key pair and use the PGP package to send an encrypted
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NC4. The web as an example of client-server computing [core]
Minimum core coverage tim&:hours

Topics:
Web technologies
— Server-side programs
— Common gateway interface (CGI) programs
— Client-side scripts
— The applet concept
Characteristics of web servers
— Handling permissions
— File management
— Capabilities of common server architectures
Role of client computers
Nature of the client-server relationship
Web protocols
Support tools for web site creation and web management
Developing Internet information servers
Publishing information and applications

Learning objectives:

1. Explain the different roles and responsibilities of clients and servers for a range of
possible applications.

2. Select a range of tools that will ensure an efficient approach to implementing various
client-server possibilities.

3. Design and build a simple interactive web-based application (e.g., a simple web form
that collects information from the client and stores it in a file on the server).

NCS5. Building web applications [elective]
Topics:
Protocols at the application layer
Principles of web engineering
Database-driven web sites
Remote procedure calls (RPC)
Lightweight distributed objects
The role of middleware
Support tools
Security issues in distributed object systems
Enterprise-wide web-based applications

Learning objectives:

1. lllustrate how interactive client-server web applications of medium size can be built
using different types of Web technologies.

2. Demonstrate how to implement a database-driven web site, explaining the relevant
technologies involved in each tier of the architecture and the accompanying
performance tradeoffs.

3. Implement a distributed system using any two distributed object frameworks and
compare them with regard to performance and security issues.

4. Discuss security issues and strategies in an enterprise-wide web-based application.
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NC6. Network management [elective]
Topics:
Overview of the issues of network management
Use of passwords and access control mechanisms
Domain names and name services
Issues for Internet service providers (ISPs)
Security issues and firewalls
Quality of service issues: performance, failure recovery

Learning objectives:

1. Explain the issues for network management arising from a range of security threats,
including viruses, worms, Trojan horses, and denial-of-service attacks

2. Summarize the strengths and weaknesses associated with different approaches to
security.

3. Develop a strategy for ensuring appropriate levels of security in a system designed for
a particular purpose.
4. Implement a network firewall.

NC7. Compression and decompression [elective]
Topics:
Analog and digital representations
Encoding and decoding algorithms
Lossless and lossy compression
Data compression: Huffman coding and the Ziv-Lempel algorithm
Audio compression and decompression
Image compression and decompression
Video compression and decompression
Performance issues: timing, compression factor, suitability for real-time use

Learning objectives:

1. Summarize the basic characteristics of sampling and quantization for digital
representation.

2. Select, giving reasons that are sensitive to the specific application and particular

circumstances, the most appropriate compression techniques for text, audio, image,
and video information.

Explain the asymmetric property of compression and decompression algorithms.
lllustrate the concept of run-length encoding.

5. lllustrate how a program like the UNPénpr ess utility, which uses Huffman coding
and the Ziv-Lempel algorithm, would compress a typical text file.

how

NC8. Multimedia data technologies [elective]
Topics:
Sound and audio, image and graphics, animation and video
Multimedia standards (audio, music, graphics, image, telephony, video, TV)
Capacity planning and performance issues
Input and output devices (scanners, digital camera, touch-screens, voice-activated)
MIDI keyboards, synthesizers
Storage standards (Magneto Optical disk, CD-ROM, DVD)
Multimedia servers and file systems
Tools to support multimedia development
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Learning objectives:

1.

4.

For each of several media or multimedia standards, describe in non-technical
language what the standard calls for, and explain how aspects of human perception
might be sensitive to the limitations of that standard.

Evaluate the potential of a computer system to host one of a range of possible
multimedia applications, including an assessment of the requirements of multimedia
systems on the underlying networking technology.

Describe the characteristics of a computer system (including identification of support
tools and appropriate standards) that has to host the implementation of one of a range
of possible multimedia applications.

Implement a multimedia application of modest size.

NC9. Wireless and mobile computing [elective]
Topics:

Overview of the history, evolution, and compatibility of wireless standards
The special problems of wireless and mobile computing

Wireless local area networks and satellite-based networks

Wireless local loops

Mobile Internet protocol

Mobile aware adaption

Extending the client-server model to accommodate mobility

Mobile data access: server data dissemination and client cache management
Software package support for mobile and wireless computing

The role of middleware and support tools

Performance issues

Emerging technologies

Learning objectives:

1.

2.

Describe the main characteristics of mobile IP and explain how differs from IP with
regard to mobility management and location management as well as performance.

lllustrate (with home agents and foreign agents) how e-mail and other traffic is routed
using mobile IP.

Implement a simple application that relies on mobile and wireless data
communications.

Describe areas of current and emerging interest in wireless and mobile computing,
and assess the current capabilities, limitations, and near-term potential of each.
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Programming Languages (PL)
PL1. Overview of programming languages [core]
PL2. Virtual machines [core]
PL3. Introduction to language translation [core]
PL4. Declarations and types [core]
PL5. Abstraction mechanisms [core]
PL6. Object-oriented programming [core]
PL7. Functional programming [elective]
PL8. Language translation systems [elective]
PL9. Type systems [elective]
PL10. Programming language semantics [elective]
PL11. Programming language design [elective]

A programming language is a programmer’s principal interface with the computer. More
than just knowing how to program in a single language, programmers need to understand
the different styles of programming promoted by different languages. In their
professional life, they will be working with many different languages and styles at once,
and will encounter many different languages over the course of their careers.
Understanding the variety of programming languages and the design tradeoffs between
the different programming paradigms makes it much easier to master new languages
quickly. Understanding the pragmatic aspects of programming languages also requires a
basic knowledge of programming language translation and runtime features such as
storage allocation.

PL1. Overview of programming languages [core]
Minimum core coverage time:hours

Topics:

History of programming languages
Brief survey of programming paradigms
— Procedural languages
— Object-oriented languages
— Functional languages
— Declarative, non-algorithmic languages
— Scripting languages
The effects of scale on programming methodology

Learning objectives:

1. Summarize the evolution of programming languages illustrating how this history has
led to the paradigms available today.

2. ldentify at least one distinguishing characteristic for each of the programming
paradigms covered in this unit.

3. Evaluate the tradeoffs between the different paradigms, considering such issues as
space efficiency, time efficiency (of both the computer and the programmer), safety,
and power of expression.

4. Distinguish between programming-in-the-small and programming-in-the-large.
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PL2. Virtual machines [core]
Minimum core coverage timé:hour

Topics:

The concept of a virtual machine

Hierarchy of virtual machines

Intermediate languages

Security issues arising from running code on an alien machine

Learning objectives:

1. Describe the importance and power of abstraction in the context of virtual machines.
2. Explain the benefits of intermediate languages in the compilation process.

3. Evaluate the tradeoffs in performance vs. portability.
4.

Explain how executable programs can breach computer system security by accessing
disk files and memory.

PL3. Introduction to language translation [core]
Minimum core coverage time:hours

Topics:

Comparison of interpreters and compilers
Language translation phases (lexical analysis, parsing, code generation, optimization)
Machine-dependent and machine-independent aspects of translation

Learning objectives:

1. Compare and contrast compiled and interpreted execution models, outlining the
relative merits of each..

2. Describe the phases of program translation from source code to executable code and
the files produced by these phases.

3. Explain the differences between machine-dependent and machine-independent
translation and where these differences are evident in the translation process.

PL4. Declarations and types [core]
Minimum core coverage tim&:hours

Topics:

The conception of types as a set of values with together with a set of operations
Declaration models (binding, visibility, scope, and lifetime)

Overview of type-checking

Garbage collection

Learning objectives:

1. Explain the value of declaration models, especially with respect to programming-in-
the-large.

2. ldentify and describe the properties of a variable such as its associated address, value,
scope, persistence, and size.

3. Discuss type incompatibility.
4. Demonstrate different forms of binding, visibility, scoping, and lifetime management.
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5. Defend the importance of types and type-checking in providing abstraction and
safety.

6. Evaluate tradeoffs in lifetime management (reference counting vs. garbage
collection).

PL5. Abstraction mechanisms [core]
Minimum core coverage tim&:hours

Topics:
Procedures, functions, and iterators as abstraction mechanisms
Parameterization mechanisms (reference vs. value)
Activation records and storage management
Type parameters and parameterized types
Modules in programming languages

Learning objectives:

1. Explain how abstraction mechanisms support the creation of reusable software
components.

2. Demonstrate the difference between call-by-value and call-by-reference parameter
passing.

3. Defend the importance of abstractions, especially with respect to programming-in-
the-large.

4. Describe how the computer system uses activation records to manage program
modules and their data.

PL6. Object-oriented programming [core]
Minimum core coverage tim&0 hours

Topics:
Object-oriented design
Encapsulation and information-hiding
Separation of behavior and implementation
Classes and subclasses
Inheritance (overriding, dynamic dispatch)
Polymorphism (subtype polymorphism vs. inheritance)
Class hierarchies
Collection classes and iteration protocols
Internal representations of objects and method tables

Learning objectives:

1. Justify the philosophy of object-oriented design and the concepts of encapsulation,
abstraction, inheritance, and polymorphism.

2. Design, implement, test, and debug simple programs in an object-oriented
programming language.

3. Describe how the class mechanism supports encapsulation and information hiding.

4. Design, implement, and test the implementation of “is-a” relationships among objects
using a class hierarchy and inheritance.

5. Compare and contrast the notions of overloading and overriding methods in an
object-oriented language.
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6. Explain the relationship between the static structure of the class and the dynamic
structure of the instances of the class.

7. Describe how iterators access the elements of a container.

PL7. Functional programming [elective]

Topics:
— Overview and motivation of functional languages
— Recursion over lists, natural numbers, trees, and other recursively-defined data
— Pragmatics (debugging by divide and conquer; persistency of data structures)
— Amortized efficiency for functional data structures
— Closures and uses of functions as data (infinite sets, streams)

Learning objectives:

1. Outline the strengths and weaknesses of the functional programming paradigm.
2. Design, code, test, and debug programs using the functional paradigm.

3. Explain the use of functions as data, including the concept of closures.

PL8. Language translation systems [elective]
Topics:
Application of regular expressions in lexical scanners
Parsing (concrete and abstract syntax, abstract syntax trees)
Application of context-free grammars in table-driven and recursive-descent parsing
Symbol table management
Code generation by tree walking
Architecture-specific operations: instruction selection and register allocation
Optimization techniques
The use of tools in support of the translation process and the advantages thereof
Program libraries and separate compilation
Building syntax-directed tools

Learning objectives:
1. Describe the steps and algorithms used by language translators.

2. Recognize the underlying formal models such as finite state automata, push-down
automata and their connection to language definition through regular expressions and
grammars.

Discuss the effectiveness of optimization.

Explain the impact of a separate compilation facility and the existence of program
libraries on the compilation process.
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PL9. Type systems [elective]
Topics:
Data type as set of values with set of operations
Data types
— Elementary types
— Product and coproduct types
— Algebraic types
— Recursive types
— Arrow (function) types
— Parameterized types
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Type-checking models
Semantic models of user-defined types
— Type abbreviations
— Abstract data types
— Type equality
Parametric polymorphism
Subtype polymorphism
Type-checking algorithms
Learning objectives:
Formalize the notion of typing.
Describe each of the elementary data types.
Explain the concept of an abstract data type.
Recognize the importance of typing for abstraction and safety.
Differentiate between static and dynamic typing.
Differentiate between type declarations and type inference.

Evaluate languages with regard to typing.

NoakwbhE

PL10. Programming language semantics [elective]
Topics:

Informal semantics

Overview of formal semantics
Denotational semantics
Axiomatic semantics
Operational semantics

Learning objectives:

1. Explain the importance of formal semantics.

2. Differentiate between formal and informal semantics.
3. Describe the different approaches to formal semantics.
4. Evaluate the different approaches to formal semantics.

PL11. Programming language design [elective]
Topics:
General principles of language design
Design goals
Typing regimes
Data structure models

Control structure models
Abstraction mechanisms

Learning objectives:

1. Evaluate the impact of different typing regimes on language design, language usage,
and the translation process.

2. Explain the role of different abstraction mechanisms in the creation of user-defined
facilities.
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Human-Computer Interaction (HC)

HC1. Foundations of human-computer interaction [core]

HC2. Building a simple graphical user interface [core]

HC3. Human-centered software evaluation [elective]

HC4. Human-centered software development [elective]

HC5. Graphical user-interface design [elective]

HC6. Graphical user-interface programming [elective]

HC7. HCI aspects of multimedia systems [elective]

HC8. HCI aspects of collaboration and communication [elective]

This list of topics is intended as an introduction to human-computer interaction for
computer science majors. Emphasis will be placed on understanding human behavior
with interactive objects, knowing how to develop and evaluate interactive software using
a human-centered approach, and general knowledge of HCI design issues with multiple
types of interactive software. Units HC1 (Foundations of Human-Computer Interaction)
and HC2 (Building a simple graphical user interface) will be required for all majors,
possibly as modules in the introductory courses. The remaining units will most likely be
integrated into one or two elective courses at the junior or senior level.

HC1. Foundations of human-computer interaction [core]
Minimum core coverage timé:hours

Topics:
Motivation: Why care about people?
Contexts for HCI (tools, web hypermedia, communication)
Human-centered development and evaluation
Human performance models: perception, movement, and cognition
Human performance models: culture, communication, and organizations
Accommodating human diversity
Principles of good design and good designers; engineering tradeoffs
Introduction to usability testing

Learning objectives:

1. Discuss the reasons for human-centered software development.

2. Summarize the basic science of psychological and social interaction.

3. Differentiate between the role of hypotheses and experimental results vs. correlations.
4

. Develop a conceptual vocabulary for analyzing human interaction with software:
affordance, conceptual model, feedback, and so forth.

5. Distinguish between the different interpretations that a given icon, symbol, word, or
color can have in (a) two different human cultures and (b) in a culture and one of its
subcultures.

6. In what ways might the design of a computer system or application succeed or fail in
terms of respecting human diversity.

7. Create and conduct a simple usability test for an existing software application.
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HC2. Building a simple graphical user interface [core]
Minimum core coverage time:hours

Topics:
Principles of graphical user interfaces (GUIS)
GUI toolkits

Learning objectives:
1. Identify several fundamental principles for effective GUI design.

2. Use a GUI toolkit to create a simple application that supports a graphical user
interface.

3. lllustrate the effect of fundamental design principles on the structure of a graphical
user interface.

4. Conduct a simple usability test for each instance and compare the results.

HC3. Human-centered software evaluation [elective]
Topics:

Setting goals for evaluation
Evaluation without users: walkthroughs, KLM, guidelines, and standards
Evaluation with users: usability testing, interview, survey, experiment

Learning objectives:

Discuss evaluation criteria: learning, task time and completion, acceptability.
Conduct a walkthrough and a Keystroke Level Model (KLM) analysis.
Summarize the major guidelines and standards.

Conduct a usability test, an interview, and a survey.

Compare a usability test to a controlled experiment.

Evaluate an existing interactive system with human-centered criteria and a usability
test.
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HC4. Human-centered software development [elective]
Topics:
Approaches, characteristics, and overview of process
Functionality and usability: task analysis, interviews, surveys
Specifying interaction and presentation
Prototyping techniques and tools
— Paper storyboards
— Inheritance and dynamic dispatch
— Prototyping languages and GUI builders

Learning objectives:

1. Explain the basic types and features of human-centered development.

2. Compare human-centered development to traditional software engineering methods.
3. State three functional requirements and three usability requirements.
4

. Specify an interactive object with transition networks, OO design, or scenario
descriptions.

Discuss the pros and cons of development with paper and software prototypes.

o
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HC5. Graphical user-interface design [elective]
Topics:
Choosing interaction styles and interaction techniques
HCI aspects of common widgets
HCI aspects of screen design: layout, color, fonts, labeling
Handling human failure
Beyond simple screen design: visualization, representation, metaphor
Multi-modal interaction: graphics, sound, and haptics
3D interaction and virtual reality

Learning objectives:
1. Summarize common interaction styles.

2. Explain good design principles of each of the following: common widgets; sequenced
screen presentations; simple error-trap dialog; a user manual.

3. Design, prototype, and evaluate a simple 2D GUI illustrating knowledge of the
concepts taught in HC3 and HCA4.

4. Discuss the challenges that exist in moving from 2D to 3D interaction.

HC6. Graphical user-interface programming [elective]
Topics:
UIMS, dialogue independence and levels of analysis, Seeheim model
Widget classes
Event management and user interaction
Geometry management
GUI builders and Ul programming environments
Cross-platform design

Learning objectives:
1. Differentiate between the responsibilities of the UIMS and the application.
2. Differentiate between kernel-based and client-server models for the Ul.

3. Compare the event-driven paradigm with more traditional procedural control for the
Ul

Describe aggregation of widgets and constraint-based geometry management.
Explain callbacks and their role in GUI builders.
Identify at least three differences common in cross-platform Ul design.

Identify as many commonalities as you can that are found in Uls across different
platforms.
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HC7. HCI aspects of multimedia systems [elective]
Topics:
Categorization and architectures of information: hierarchies, hypermedia
Information retrieval and human performance
— Web search
— Usability of database query languages
— Graphics
— Sound
HCI design of multimedia information systems
Speech recognition and natural language processing
Information appliances and mobile computing
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Learning objectives:

1. Discuss how information retrieval differs from transaction processing.
2. Explain how the organization of information supports retrieval.

3. Describe the major usability problems with database query languages.
4

. Explain the current state of speech recognition technology in particular and natural
language processing in general.

5. Design, prototype, and evaluate a simple Multimedia Information System illustrating
knowledge of the concepts taught in HC4, HC5, and HC7.

HC8. HCI aspects of collaboration and communication [elective]
Topics:

Groupware to support specialized tasks: document preparation, multi-player games
Asynchronous group communication: e-mail, bulletin boards

Synchronous group communication: chat rooms, conferencing

Online communities: MUDs/MOOs

Software characters and intelligent agents

Learning objectives:

Compare the HCI issues in individual interaction with group interaction.

Discuss several issues of social concern raised by collaborative software.
Discuss the HCI issues in software that embodies human intention.

Describe the difference between synchronous and asynchronous communication.

Design, prototype, and evaluate a simple groupware or group communication
application illustrating knowledge of the concepts taught in HC4, HC5, and HCS.

Participate in a team project for which some interaction is face-to-face and other
interaction occurs via a mediating software environment.

7. Describe the similarities and differences between face-to-face and software-mediated
collaboration.
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Graphics and Visual Computing (GV)

GV1. Fundamental techniques in graphics [core]
GV2. Graphic systems [core]

GV3. Graphic communication [elective]
GV4. Geometric modeling [elective]
GV5. Basic rendering [elective]

GV6. Advanced rendering [elective]
GV7. Advanced techniques [elective]
GV8. Computer animation [elective]
GV9. Visualization [elective]

GV10. Virtual reality [elective]

GV11. Computer vision [elective]

The area encompassed by Graphics and Visual Computing (GV) is divided into four
interrelated fields:

Computer graphics. Computer graphics is the art and science of communicating
information using images that are generated and presented through computation. This
requires (a) the design and construction of models that represent information in ways
that support the creation and viewing of images, (b) the design of devices and
techniques through which the person may interact with the model or the view, (c) the
creation of techniques for rendering the model, and (d) the design of ways the images
may be preserved The goal of computer graphics is to engage the person’s visual
centers alongside other cognitive centers in understanding.

Visualization. The field of visualization seeks to determine and present underlying
correlated structures and relationships in both scientific (computational and medical
sciences) and more abstract datasets. The prime objective of the presentation should
be to communicate the information in a dataset so as to enhance understanding.
Although current techniques of visualization exploit visual abilities of humans, other
sensory modalities, including sound and haptics (touch), are also being considered to
aid the discovery process of information.

Virtual reality. Virtual reality (VR) enables users to experience a three-dimensional
environment generated using computer graphics, and perhaps other sensory modalities,
to provide an environment for enhanced interaction between a human user and a
computer-created world.

Computer visionThe goal of computer vision (CV) is to deduce the properties and
structure of the three-dimensional world from one or more two-dimensional images.
The understanding and practice of computer vision depends upon core concepts in
computing, but also relates strongly to the disciplines of physics, mathematics, and

psychology.

GV1. Fundamental techniques in graphics [core]
Minimum core coverage time:hours

Topics:

Hierarchy of graphics software

Using a graphics API

Simple color models (RGB, HSB, CMYK)
Homogeneous coordinates

Affine transformations (scaling, rotation, translation)
Viewing transformation

Clipping
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Learning objectives:

1. Distinguish the capabilities of different levels of graphics software and describe the
appropriateness of each.

2. Create images using a standard graphics API.

3. Use the facilities provided by a standard API to express basic transformations such as
scaling, rotation, and translation.

4. Implement simple procedures that perform transformation and clipping operations on
a simple 2-dimensional image.

5. Discuss the 3-dimensional coordinate system and the changes required to extend 2D
transformation operations to handle transformations in 3D

GV2. Graphic systems [core]
Minimum core coverage timé:hour

Topics:

Raster and vector graphics systems

Video display devices

Physical and logical input devices

Issues facing the developer of graphical systems

Learning objectives:

Describe the appropriateness of graphics architectures for given applications.
Explain the function of various input devices.

Compare and contrast the techniques of raster graphics and vector graphics.
Use current hardware and software for creating and displaying graphics.

Discuss the expanded capabilities of emerging hardware and software for creating and
displaying graphics.
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GV3. Graphic communication [elective]

Topics:
Psychodynamics of color and interactions among colors
Modifications of color for vision deficiency
Cultural meaning of different colors
Use of effective pseudo-color palettes for images for specific audiences
Structuring a view for effective understanding
Image modifications for effective video and hardcopy
Use of legends to key information to color or other visual data
Use of text in images to present context and background information
Visual user feedback on graphical operations

Learning objectives:

1. Explain the value of using colors and pseudo-colors.

2. Demonstrate the ability to create effective video and hardcopy images.

3. ldentify effective and ineffective examples of communication using graphics.
4.

Create effective examples of graphic communication, making appropriate use of
color, legends, text, and/or video.
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5. Create two effective examples that communicate the same content: one designed for
hardcopy presentation and the other designed for online presentation.

6. Discuss the differences in design criteria for hardcopy and online presentations.

GV4. Geometric modeling [elective]
Topics:

Polygonal representation of 3D objects

Parametric polynomial curves and surfaces
Constructive Solid Geometry (CSG) representation
Implicit representation of curves and surfaces
Spatial subdivision techniques

Procedural models

Deformable models

Subdivision surfaces

Multiresolution modeling

Reconstruction

Learning objectives:

Create simple polyhedral models by surface tessellation.

Construct CSG models from simple primitives, such as cubes and quadric surfaces.
Generate a mesh representation from an implicit surface.

Generate a fractal model or terrain using a procedural method.

Generate a mesh from data points acquired with a laser scanner.
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GV5. Basic rendering [elective]
Topics:
Line generation algorithms (Bresenham)
Font generation: outline vs. bitmap
Light-source and material properties
Ambient, diffuse, and specular reflections
Phong reflection model
Rendering of a polygonal surface; flat, Gouraud, and Phong shading
Texture mapping, bump texture, environment map
Introduction to ray tracing
Image synthesis, sampling techniques, and anti-aliasing

Learning objectives:

1. Explain the operation of the Bresenham algorithm for rendering a line on a pixel-
based display.

2. Explain the concept and applications of each of these techniques.
Demonstrate each of these techniques by creating an image using a standard API.
4. Describe how a graphic image has been created.

w
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GV6. Advanced rendering [elective]

Topics:
Transport equations
Ray tracing algorithms
Photon tracing
Radiosity for global illumination computation, form factors
Efficient approaches to global illumination
Monte Carlo methods for global illumination
Image-based rendering, panorama viewing, plenoptic function modeling
Rendering of complex natural phenomenon
Non-photorealistic rendering

Learning objectives:
1. Describe several transport equations in detail, noting all comprehensive effects.

2. Describe efficient algorithms to compute radiosity and explain the tradeoffs of
accuracy and algorithmic performance.

3. Describe the impact of meshing schemes.
4. Explain image-based rendering techniques, light fields, and associated topics.

GV7. Advanced techniques [elective]

Topics:
Color quantization
Scan conversion of 2D primitive, forward differencing
Tessellation of curved surfaces
Hidden surface removal methods
Z-buffer and frame buffer, color channels (a channel for opacity)
Advanced geometric modeling techniques

Learning objectives:
1. Describe the techniques identified in this section.
2. Explain how to recognize the graphics technigues used to create a particular image.

3. Implement any of the specified graphics techniques using a primitive graphics system
at the individual pixel level.

4. Use common animation software to construct simple organic forms using metaball
and skeleton.

GV8. Computer animation [elective]
Topics:
Key-frame animation
Camera animation
Scripting system
Animation of articulated structures: inverse kinematics
Motion capture
Procedural animation
Deformation
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Learning objectives:

1. Explain the spline interpolation method for producing in-between positions and
orientations.

2. Compare and contrast several technologies for motion capture.

3. Use the particle function in common animation software to generate a simple
animation, such as fireworks.

4. Use free-form deformation techniques to create various deformations.

GV9. Visualization [elective]

Topics:
Basic viewing and interrogation functions for visualization
Visualization of vector fields, tensors, and flow data
Visualization of scalar field or height field: isosurface by the marching cube method
Direct volume data rendering: ray-casting, transfer functions, segmentation, hardware
Information visualization: projection and parallel-coordinates methods

Learning objectives:

1. Describe the basic algorithms behind scalar and vector visualization.

2. Describe the tradeoffs of the algorithms in terms of accuracy and performance.

3. Employ suitable theory from signal processing and numerical analysis to explain the
effects of visualization operations.

4. Describe the impact of presentation and user interaction on exploration.

GV10. Virtual reality [elective]
Topics:
Stereoscopic display
Force feedback simulation, haptic devices
Viewer tracking
Collision detection
Visibility computation
Time-critical rendering, multiple levels of details (LOD)
Image-base VR system
Distributed VR, collaboration over computer network
Interactive modeling
User interface issues
Applications in medicine, simulation, and training

Learning objectives:

1. Describe the optical model realized by a computer graphics system to synthesize
stereoscopic view.

2. Describe the principles of different viewer tracking technologies.

3. Explain the principles of efficient collision detection algorithms for convex
polyhedra.

Describe the differences between geometry- and image-based virtual reality.

5. Describe the issues of user action synchronization and data consistency in a
networked environment.

6. Determine the basic requirements on interface, hardware, and software configurations
of a VR system for a specified application.

>
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GV11. Computer vision [elective]
Topics:

Image acquisition

The digital image and its properties

Image preprocessing

Segmentation (thresholding, edge- and region-based segmentation)
Shape representation and object recognition

Motion analysis

Case studies (object recognition, object tracking)

Learning objectives:

1.
2.
3.

Explain the image formation process.
Explain the advantages of two and more cameras, stereo vision.

Explain various segmentation approaches, along with their characteristics,
differences, strengths, and weaknesses.

Describe object recognition based on contour- and region-based shape
representations.

Explain differential motion analysis methods.
Describe the differences in object tracking methods.
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Intelligent Systems (IS)

IS1. Fundamental issues in intelligent systems [core]

IS2. Search and constraint satisfaction [core]

IS3. Knowledge representation and reasoning [core]

IS4. Advanced search [elective]

IS5. Advanced knowledge representation and reasoning [elective]
IS6. Agents [elective]

IS7. Natural language processing [elective]

IS8. Machine learning and neural networks [elective]

IS9. Al planning systems [elective]

IS10. Robotics [elective]

The field of artificial intelligence (Al) is concerned with the design and analysis of
autonomous agents. These are software systems and/or physical machines, with sensors
and actuators, embodied for example within a robot or an autonomous spacecraft. An
intelligent system has to perceive its environment, to act rationally towards its assigned
tasks, to interact with other agents and with human beings.

These capabilities are covered by topics such as computer vision, planning and acting,
robotics, multiagents systems, speech recognition, and natural language understanding.
They rely on a broad set of general and specialized knowledge representations and
reasoning mechanisms, on problem solving and search algorithms, and on machine
learning techniques.

Furthermore, artificial intelligence provides a set of tools for solving problems that are
difficult or impractical to solve with other methods. These include heuristic search and
planning algorithms, formalisms for knowledge representation and reasoning, machine
learning techniques, and methods applicable to sensing and action problems such as
speech and language understanding, computer vision, and robotics, among others. The
student needs to be able to determine when an Al approach is appropriate for a given
problem, and to be able to select and implement a suitable Al method.

IS1. Fundamental issues in intelligent systems [core]
Minimum core coverage timé:hour

Topics:
History of artificial intelligence
Philosophical questions
— The Turing test
— Searle’s “Chinese Room” thought experiment
— Ethical issues in Al
Fundamental definitions
— Optimal vs. human-like reasoning
— Optimal vs. human-like behavior
Philosophical questions
Modeling the world
The role of heuristics

Learning objectives:

1. Describe the Turing test and the “Chinese Room” thought experiment.

2. Differentiate the concepts of optimal reasoning and human-like reasoning.
3. Differentiate the concepts of optimal behavior and human-like behavior.
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4. List examples of intelligent systems that depend on models of the world.

5. Describe the role of heuristics and the need for tradeoffs between optimality and
efficiency.

IS2. Search and constraint satisfaction [core]
Minimum core coverage tim&:hours

Topics:

Problem spaces

Brute-force search (breadth-first, depth-first, depth-first with iterative deepening)
Best-first search (generic best-first, Dijkstra’s algorithm, A*, admissibility of A*)
Two-player games (minimax search, alpha-beta pruning)

Constraint satisfaction (backtracking and local search methods)

Learning objectives:

1. Formulate an efficient problem space for a problem expressed in English by
expressing that problem space in terms of states, operators, an initial state, and a
description of a goal state.

2. Describe the problem of combinatorial explosion and its consequences.

3. Select an appropriate brute-force search algorithm for a problem, implement it, and
characterize its time and space complexities.

4. Select an appropriate heuristic search algorithm for a problem and implement it by
designing the necessary heuristic evaluation function.

5. Describe under what conditions heuristic algorithms guarantee optimal solution.
Implement minimax search with alpha-beta pruning for some two-player game.

7. Formulate a problem specified in English as a constraint-satisfaction problem and
implement it using a chronological backtracking algorithm.

o

IS3. Knowledge representation and reasoning [core]
Minimum core coverage timd:hours

Topics:

Review of propositional and predicate logic
Resolution and theorem proving
Nonmonotonic inference

Probabilistic reasoning

Bayes theorem

Learning objectives:

1. Explain the operation of the resolution technique for theorem proving.

2. Explain the distinction between monotonic and nonmonotonic inference.
3. Discuss the advantages and shortcomings of probabilistic reasoning.

4. Apply Bayes theorem to determine conditional probabilities.
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IS4. Advanced search [elective]
Topics:
Genetic algorithms

Simulated annealing
Local search

Learning objectives:

1. Explain what genetic algorithms are and constrast their effectiveness with the classic
problem-solving and search techniques.

2. Explain how simulated annealing can be used to reduce search complexity and
contrast its operation with classic search techniques.

3. Apply local search techniques to a classic domain.

IS5. Advanced knowledge representation and reasoning [elective]
Topics:

Structured representation

— Frames and objects

— Description logics

— Inheritance systems
Nonmonotonic reasoning

— Nonclassical logics

— Default reasoning

— Belief revision

— Preference logics

— Integration of knowledge sources

— Aggregation of conflicting belief
Reasoning on action and change

— Situation calculus

— Event calculus

— Ramification problems
Temporal and spatial reasoning
Uncertainty

— Probabilistic reasoning

— Bayesian nets

— Fuzzy sets and possibility theory

— Decision theory
Knowledge representation for diagnosis, qualitative representation

Learning objectives:

1. Compare and contrast the most common models used for structured knowledge
representation, highlighting their strengths and weaknesses.

2. Characterize the components of nonmonotonic reasoning and its usefulness as a
representational mechanisms for belief systems.

Apply situation and event calculus to problems of action and change.

4. Articulate the distinction between temporal and spatial reasoning, explaining how
they interrelate.

5. Describe and contrast the basic techniques for representing uncertainty.

6. Describe and contrast the basic techniques for diagnosis and qualitative
representation.

w
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IS6. Agents [elective]
Topics:

Definition of agents
Successful applications and state-of-the-art agent-based systems
Agent architectures
— Simple reactive agents
— Reactive planners
— Layered architectures
— Example architectures and applications
Agent theory
— Commitments
— Intentions
— Decision-theoretic agents
— Markov decision processes (MDP)
Software agents, personal assistants, and information access
— Collaborative agents
— Information-gathering agents
Believable agents (synthetic characters, modeling emotions in agents)
Learning agents
Multi-agent systems
— Economically inspired multi-agent systems
— Collaborating agents
— Agent teams
— Agent modeling
— Multi-agent learning
Introduction to robotic agents
Mobile agents

Learning objectives:

1.
2.
3.

4.
5.

6.

Explain how an agent differs from other categories of intelligent systems.
Characterize and contrast the standard agent architectures.

Describe the applications of agent theory, to domains such as software agents,
personal assistants, and believable agents.

Describe the distinction between agents that learn and those that don't.

Demonstrate using appropriate examples how multi-agent systems support agent
interaction.

Describe and contrast robotic and mobile agents.

IS7. Natural language processing [elective]
Topics:

Deterministic and stochastic grammars
Parsing algorithms

Corpus-based methods

Information retrieval

Language translation

Speech recognition

Learning objectives:

1.

Define and contrast deterministic and stochastic grammars, providing examples to
show the adequacy of each.
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Identify the classic parsing algorithms for parsing natural language.
Defend the need for an established corpus.
Give examples of catalog and look up procedures in a corpus-based approach.

Articulate the distinction between techniques for information retrieval, language
translation, and speech recognition.

IS8. Machine learning and neural networks [elective]
Topics:

Definition and examples of machine learning
Supervised learning

Learning decision trees

Learning neural networks

Learning belief networks

The nearest neighbor algorithm

Learning theory

The problem of overfitting

Unsupervised learning

Reinforcement learning

Learning objectives:

1.

2.

Explain the differences among the three main styles of learning: supervised,
reinforcement, and unsupervised.

Implement simple algorithms for supervised learning, reinforcement learning, and
unsupervised learning.

Determine which of the three learning styles is appropriate to a particular problem
domain.

Compare and contrast each of the following techniques, providing examples of when
each strategy is superior: decision trees, neural networks, and belief networks..

Implement a simple learning system using decision trees, neural networks and/or
belief networks, as appropriate.

Characterize the state of the art in learning theory, including its achievements and its
shortcomings.

Explain the nearest neighbor algorithm and its place within learning theory.

Explain the problem of overfitting, along with techniques for detecting and managing
the problem.

IS9. Al planning systems [elective]
Topics:

Definition and examples of planning systems

Planning as search

Operator-based planning

Propositional planning

Extending planning systems (case-based, learning, and probabilistic systems)
Static world planning systems

Planning and execution

Planning and robotics
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Learning objectives:

1.
2.
3.
4.
5.

6.

Define the concept of a planning system.
Explain how planning systems differ from classical search techniques.

Articulate the differences between planning as search, operator-based planning, and
propositional planning, providing examples of domains where each is most
applicable.

Define and provide examples for each of the following techniques: case-based,
learning, and probablistic planning.

Compare and contrast static world planning systems with those need dynamic
execution.

Explain the impact of dynamic planning on robotics.

IS10. Robotics [elective]
Topics:

Overview
— State-of-the-art robot systems
— Planning vs. reactive control
— Uncertainty in control
— Sensing
— World models

Configuration space

Planning

Sensing

Robot programming

Navigation and control

Learning objectives:

1.

2.
3.
4
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Outline the potential and limitations of today’s state-of-the-art robot systems.
Implement configuration space algorithms for a 2D robot and complex polygons.
Implement simple motion planning algorithms.

Explain the uncertainties associated with sensors and how to deal with those
uncertainties.

Design a simple control architecture.

Describe various strategies for navigation in unknown environments, including the
strengths and shortcomings of each.

Describe various strategies for navigation with the aid of landmarks, including the
strengths and shortcomings of each.
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Information Management (IM)

IM1. Information models and systems [core]
IM2. Database systems [core]

IM3. Data modeling [core]

IM4. Relational databases [elective]

IM5. Database query languages [elective]

IM6. Relational database design [elective]

IM7. Transaction processing [elective]

IM8. Distributed databases [elective]

IM9. Physical database design [elective]

IM10. Data mining [elective]

IM11. Information storage and retrieval [elective]
IM12. Hypertext and hypermedia [elective]
IM13. Multimedia information and systems [elective]
IM14. Digital libraries [elective]

Information Management (IM) plays a critical role in almost all areas where computers
are used. This area includes the capture, digitization, representation, organization,
transformation, and presentation of information; algorithms for efficient and effective
access and updating of stored information, data modeling and abstraction, and physical
file storage techniques. It also encompasses information security, privacy, integrity, and
protection in a shared environment. The student needs to be able to develop conceptual
and physical data models, determine what IM methods and techniques are appropriate for
a given problem, and be able to select and implement an appropriate IM solution that
reflects all suitable constraints, including scalability and usability.

IM1. Information models and systems [core]
Minimum core coverage tim&:hours

Topics:
History and motivation for information systems
Information storage and retrieval (IS&R)
Information management applications
Information capture and representation
Analysis and indexing
Search, retrieval, linking, navigation
Information privacy, integrity, security, and preservation
Scalability, efficiency, and effectiveness

Learning objectives:
1. Compare and contrast information with data and knowledge.

2. Summarize the evolution of information systems from early visions up through
modern offerings, distinguishing their respective capabilities and future potential.

3. Critique/defend a small- to medium-size information application with regard to its
satisfying real user information needs.

4. Describe several technical solutions to the problems related to information privacy,
integrity, security, and preservation.

5. Explain measures of efficiency (throughput, response time) and effectiveness (recall,
precision).

6. Describe approaches to ensure that information systems can scale from the individual
to the global.
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IM2. Database systems [core]
Minimum core coverage tim&:hours

Topics:

History and motivation for database systems
Components of database systems

DBMS functions

Database architecture and data independence
Use of a database query language

Learning objectives:

1. Explain the characteristics that distinguish the database approach from the traditional
approach of programming with data files.

Cite the basic goals, functions, models, components, applications, and social impact
of database systems.

Describe the components of a database system and give examples of their use.
Identify major DBMS functions and describe their role in a database system.
Explain the concept of data independence and its importance in a database system.
Use a query language to elicit information from a database.
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IM3. Data modeling [core]
Minimum core coverage timd:hours

Topics:
Data modeling
Conceptual models (including entity-relationship and UML)
Object-oriented model
Relational data model

Learning objectives:

1. Categorize data models based on the types of concepts that they provide to describe
the database structure—that is, conceptual data model, physical data model, and
representational data model.

2. Describe the modeling concepts and notation of the entity-relationship model and
UML, including their use in data modeling.

3. Describe the main concepts of the OO model such as object identity, type
constructors, encapsulation, inheritance, polymorphism, and versioning.

4. Define the fundamental terminology used in the relational data model .
5. Describe the basic principles of the relational data model.
6. lllustrate the modeling concepts and notation of the relational data model.

IM4. Relational databases [elective]
Topics:

Mapping conceptual schema to a relational schema
Entity and referential integrity
Relational algebra and relational calculus
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Learning objectives:

1.

2.

3.

4.
5.

Prepare a relational schema from a conceptual model developed using the entity-
relationship model

Explain and demonstrate the concepts of entity integrity constraint and referential
integrity constraint (including definition of the concept of a foreign key).

Demonstrate use of the relational algebra operations from mathematical set theory
(union, intersection, differenceand cartesian produgt and the relational algebra
operations developed specifically for relational databaseledt, product, joinand
division).

Demonstrate queries in the relational algebra.

Demonstrate queries in the tuple relational calculus.

IM5. Database query languages [elective]
Topics:

Overview of database languages

SQL (data definition, query formulation, update sublanguage, constraints, integrity)
Query optimization

QBE and 4th-generation environments

Embedding non-procedural queries in a procedural language

Introduction to Object Query Language

Learning objectives:

1.

2.

w

Create a relational database schema in SQL that incorporates key, entity integrity, and
referential integrity constraints.

Demonstrate data definition in SQL and retrieving information from a database using
the SQLSELECT statement.

Evaluate a set of query processing strategies and select the optimal strategy.

Create a non-procedural query by filling in templates of relations to construct an
example of the desired query result.

Embed object-oriented queries into a stand-alone language such as C++ or Java (e.qg.,
SELECT Col . Met hod() FROM Qbj ect).

IM6. Relational database design [elective]
Topics:

Database design

Functional dependency

Normal forms (1NF, 2NF, 3NF, BCNF)
Multivalued dependency (4NF)

Join dependency (PJNF, 5NF)
Representation theory

Learning objectives:

1.

2.
3.

Determine the functional dependency between two or more attributes that are a subset
of a relation.

Describe what is meant by 1NF, 2NF, 3NF, and BCNF.
Identify whether a relation is in INF, 2NF, 3NF, or BCNF.
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4. Normalize a 1NF relation into a set of 3NF (or BCNF) relations and denormalize a
relational schema.

5. Explain the impact of normalization on the efficiency of database operations,
especially query optimization.

6. Describe what is a multivalued dependency and what type of constraints it specifies.
7. Explain why 4NF is useful in schema design.

IM7. Transaction processing [elective]
Topics:

Transactions
Failure and recovery
Concurrency control

Learning objectives:

Create a transaction by embedding SQL into an application program.

Explain the concept of implicit commits.

Describe the issues specific to efficient transaction execution.

Explain when and why rollback is needed and how logging assures proper rollback.

Explain the effect of different isolation levels on the concurrency control
mechanisms.

6. Choose the proper isolation level for implementing a specified transaction protocol.
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IM8. Distributed databases [elective]
Topics:

Distributed data storage

Distributed query processing

Distributed transaction model

Concurrency control

Homogeneous and heterogeneous solutions
Client-server

Learning objectives:

1. Explain the techniques used for data fragmentation, replication, and allocation during
the distributed database design process.

2. Evaluate simple strategies for executing a distributed query to select the strategy that
minimizes the amount of data transfer.

3. Explain how the two-phase commit protocol is used to deal with committing a
transaction that accesses databases stored on multiple nodes.

4. Describe distributed concurrency control based on the distinguished copy techniques
and the voting method.

5. Describe the three levels of software in the client-server model.
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IM9. Physical database design [elective]
Topics:

Storage and file structure
Indexed files

Hashed files

Signature files

B-trees

Files with dense index

Files with variable length records
Database efficiency and tuning

Learning objectives:

1.
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Explain the concepts of records, record types, and files, as well as the different
techniques for placing file records on disk.

Give examples of the application of primary, secondary, and clustering indexes.
Distinguish between a nondense index and a dense index.

Implement dynamic multilevel indexes using B-trees.

Explain the theory and application of internal and external hashing techniques.
Use hashing to facilitate dynamic file expansion.

Describe the relationships among hashing, compression, and efficient database
searches.

Evaluate costs and benefits of various hashing schemes.
Explain how physical database design affects database transaction efficiency.

IM10. Data mining [elective]
Topics:

The usefulness of data mining
Associative and sequential patterns
Data clustering

Market basket analysis

Data cleaning

Data visualization

Learning objectives:

1.

No abkwdN

Compare and contrast different conceptions of data mining as evidenced in both
research and application.

Explain the role of finding associations in commercial market basket data.
Characterize the kinds of patterns that can be discovered by association rule mining.
Describe how to extend a relational system to find patterns using association rules.
Evaluate methodological issues underlying the effective application of data mining.
Identify and characterize sources of noise, redundancy, and outliers in presented data.

Identify mechanisms (on-line aggregation, anytime behavior, interactive
visualization) to close the loop in the data mining process.

Describe why the various close-the-loop processes improve the effectiveness of data
mining.
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IM11. Information storage and retrieval [elective]
Topics:

Characters, strings, coding, text

Documents, electronic publishing, markup, and markup languages

Tries, inverted files, PAT trees, signature files, indexing

Morphological analysis, stemming, phrases, stop lists

Term frequency distributions, uncertainty, fuzziness, weighting

Vector space, probabilistic, logical, and advanced models

Information needs, relevance, evaluation, effectiveness

Thesauri, ontologies, classification and categorization, metadata

Bibliographic information, bibliometrics, citations

Routing and (community) filtering

Search and search strategy, information seeking behavior, user modeling, feedback
Information summarization and visualization

Integration of citation, keyword, classification scheme, and other terms

Protocols and systems (including Z39.50, OPACs, WWW engines, research systems)

Learning objectives:

1.
2.
3.

4.
5.

Explain basic information storage and retrieval concepts.
Describe what issues are specific to efficient information retrieval.

Give applications of alternative search strategies and explain why the particular
search strategy is appropriate for the application.

Perform Internet-based research.

Design and implement a small to medium size information storage and retrieval
system.

IM12. Hypertext and hypermedia [elective]
Topics:

Hypertext models (early history, web, Dexter, Amsterdam, HyTime)
Link services, engines, and (distributed) hypertext architectures
Nodes, composites, and anchors

Dimensions, units, locations, spans

Browsing, navigation, views, zooming

Automatic link generation

Presentation, transformations, synchronization

Authoring, reading, and annotation

Protocols and systems (including web, HTTP)

Learning objectives:

1.

2.
3.

Summarize the evolution of hypertext and hypermedia models from early versions up
through current offerings, distinguishing their respective capabilities and limitations.

Explain basic hypertext and hypermedia concepts.

Demonstrate a fundamental understanding of information presentation,
transformation, and synchronization.

Compare and contrast hypermedia delivery based on protocols and systems used.

Design and implement web-enabled information retrieval applications using
appropriate authoring tools.
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IM13. Multimedia information and systems [elective]
Topics:

Devices, device drivers, control signals and protocols, DSPs

Applications, media editors, authoring systems, and authoring

Streams/structures, capture/represent/transform, spaces/domains, compression/coding
Content-based analysis, indexing, and retrieval of audio, images, and video
Presentation, rendering, synchronization, multi-modal integration/interfaces

Real-time delivery, quality of service, audio/video conferencing, video-on-demand

Learning objectives:

1.

2.
3.

4.

5.

Describe the media and supporting devices commonly associated with multimedia
information and systems.

Explain basic multimedia presentation concepts.

Demonstrate the use of content-based information analysis in a multimedia
information system.

Critique multimedia presentations in terms of their appropriate use of audio, video,
graphics, color, and other information presentation concepts.

Implement a multimedia application using a commercial authoring system.

IM14. Digital libraries [elective]
Topics:

Digitization, storage, and interchange

Digital objects, composites, and packages

Metadata, cataloging, author submission

Naming, repositories, archives

Spaces (conceptual, geographical, 2/3D, VR)

Architectures (agents, buses, wrappers/mediators), interoperability
Services (searching, linking, browsing, and so forth)

Intellectual property rights management, privacy, protection (watermarking)
Archiving and preservation, integrity

Learning objectives:

1.
2.
3.

Explain the underlying technical concepts in building a digital library.
Describe the basic service requirements for searching, linking, and browsing.

Critique scenarios involving appropriate and inappropriate use of a digital library, and
determine the social, legal, and economic consequences for each scenario.

Describe some of the technical solutions to the problems related to archiving and
preserving information in a digital library.

Design and implement a small digital library.
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Social and Professional Issues (SP)

SP1. History of computing [core]

SP2. Social context of computing [core]

SP3. Methods and tools of analysis [core]

SP4. Professional and ethical responsibilities [core]

SP5. Risks and liabilities of computer-based systems [core]
SP6. Intellectual property [core]

SP7. Privacy and civil liberties [core]

SP8. Computer crime [elective]

SP9. Economic issues in computing [elective]

SP10. Philosophical frameworks [elective]

Although technical issues are obviously central to any computing curriculum, they do not
by themselves constitute a complete educational program in the field. Students must also
develop an understanding of the social and professional context in which computing is
done.

This need to incorporate the study of social issues into the curriculum was recognized in
the following excerpt from Computing Curricula 1991 [Tucker91]:

Undergraduates also need to understand the basic cultural, social, legal, and
ethical issues inherent in the discipline of computing. They should understand

where the discipline has been, where it is, and where it is heading. They should
also understand their individual roles in this process, as well as appreciate the
philosophical questions, technical problems, and aesthetic values that play an
important part in the development of the discipline.

Students also need to develop the ability to ask serious questions about the social
impact of computing and to evaluate proposed answers to those questions.
Future practitioners must be able to anticipate the impact of introducing a given
product into a given environment. Will that product enhance or degrade the
quality of life? What will the impact be upon individuals, groups, and
institutions?

Finally, students need to be aware of the basic legal rights of software and
hardware vendors and users, and they also need to appreciate the ethical values
that are the basis for those rights. Future practitioners must understand the
responsibility that they will bear, and the possible consequences of failure. They
must understand their own limitations as well as the limitations of their tools.
All practitioners must make a long-term commitment to remaining current in
their chosen specialties and in the discipline of computing as a whole.

The material in this knowledge area is best covered through a combination of one
required course along with short modules in other courses. On the one hand, some units
listed as core—in particular, SP2, SP3, SP4, and SP6—do not readily lend themselves to
being covered in other traditional courses. Without a standalone course, it is difficult to
cover these topics appropriately. On the other hand, if ethical considerations are covered
only in the standalone course and not “in context,” it will reinforce the false notion that
technical processes are void of ethical issues. Thus it is important that several traditional
courses include modules that analyze ethical considerations in the context of the technical
subject matter of the course. Courses in areas such as software engineering, databases,
computer networks, and introduction to computing provide obvious context for analysis
of ethical issues. However, an ethics-related module could be developed for almost any
course in the curriculum. It would be explicitly against the spirit of the recommendations
to have only a standalone course. Running through all of the issues in this area is the
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need to speak to the computer practitioner’s responsibility to proactively address these
issues by both moral and technical actions.

The ethical issues discussed in any class should be directly related to and arise naturally
from the subject matter of that class. Examples include a discussion in the database
course of data aggregation or data mining, or a discussion in the software engineering
course of the potential conflicts between obligations to the customer and obligations to

the user and others affected by their work. Programming assignments built around

applications such as controlling the movement of a laser during eye surgery can help to
address the professional, ethical and social impacts of computing.

There is an unresolved pedagogical conflict between having the core course at the lower
(freshman-sophomore) level versus the upper (junior-senior) level. Having the course at
the lower level

1. Allows for coverage of methods and tools of analysis (SP3) prior to analyzing ethical
issues in the context of different technical areas

2. Assures that students who drop out early to enter the workforce will still be
introduced to some professional and ethical issues.

On the other hand, placing the course too early may lead to the following problems:

1. Lower-level students may not have the technical knowledge and intellectual maturity
to support in-depth ethical analysis. Without basic understanding of technical
alternatives, it is difficult to consider their ethical implications.

2. Students need a certain level of maturity and sophistication to appreciate the
background and issues involved. For that reason, students should have completed at
least the discrete mathematics course and the second computer science course. Also,
if students take a technical writing course, it should be a prerequisite or corequisite
for the required course in the SP area.

3. Some programs may wish to use the course as a “capstone” experience for seniors.

Although items SP2 and SP3 are listed with a number of hours associated, they are
fundamental to all the other topics. Thus, when covering the other areas, instructors
should continually be aware of the social context issues and the ethical analysis skills. In

practice, this means that the topics in SP2 and SP3 will be continually reinforced as the
material in the other areas is covered.

SP1. History of computing [core]
Minimum core coverage timé:hour

Topics:

Prehistory—the world before 1946
History of computer hardware, software, networking
Pioneers of computing

Learning objectives:

1. List the contributions of several pioneers in the computing field.

2. Compare daily life before and after the advent of personal computers and the Internet.
3. ldentify significant continuing trends in the history of the computing field.
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SP2. Social context of computing [core]
Minimum core coverage tim&:hours

Topics:

Introduction to the social implications of computing
Social implications of networked communication
Growth of, control of, and access to the Internet
Gender-related issues

International issues

Learning objectives:

1.
2.
3.
4. Describe positive and negative ways in which computing alters the modes of

5.

Interpret the social context of a particular implementation.
Identify assumptions and values embedded in a particular design.
Evaluate a particular implementation through the use of empirical data.

interaction between people.
Explain why computing/network access is restricted in some countries.

SP3. Methods and tools of analysis [core]
Minimum core coverage time:hours

Topics:

Making and evaluating ethical arguments
Identifying and evaluating ethical choices
Understanding the social context of design
Identifying assumptions and values

Learning objectives:

a s wbhpE

Analyze an argument to identify premises and conclusion.

lllustrate the use of example, analogy, and counter-analogy in ethical argument.
Detect use of basic logical fallacies in an argument.

Identify stakeholders in an issue and our obligations to them.

Articulate the ethical tradeoffs in a technical decision.

SP4. Professional and ethical responsibilities [core]
Minimum core coverage tim&:hours

Topics:

Community values and the laws by which we live

The nature of professionalism

Various forms of professional credentialing and the advantages and disadvantages
The role of the professional in public policy

Maintaining awareness of consequences

Ethical dissent and whistle-blowing

Codes of ethics, conduct, and practice (IEEE, ACM, SE, AITP, and so forth)
Dealing with harassment and discrimination

“Acceptable use” policies for computing in the workplace
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Learning objectives:
1. Identify progressive stages in a whistle-blowing incident.

2. Specify the strengths and weaknesses of relevant professional codes as expressions of
professionalism and guides to decision-making.

3. ldentify ethical issues that arise in software development and determine how to
address them technically and ethically.

4. Develop a computer use policy with enforcement measures.

5. Analyze a global computing issue, observing the role of professionals and
government officials in managing the problem.

6. Evaluate the professional codes of ethics from the ACM, the IEEE Computer Society,
and other organizations.

SP5. Risks and liabilities of computer-based systems [core]
Minimum core coverage tim&:hours

Topics:
Historical examples of software risks (such as the Therac-25 case)

Implications of software complexity
Risk assessment and management

Learning objectives:

1. Explain the limitations of testing as a means to ensure correctness.

2. Describe the differences between correctness, reliability, and safety.

3. Discuss the potential for hidden problems in reuse of existing components.
4.

Describe current approaches to managing risk, and characterize the strengths and
shortcomings of each.

SP6. Intellectual property [core]
Minimum core coverage tim&:hours

Topics:

Foundations of intellectual property

Copyrights, patents, and trade secrets

Software piracy

Software patents

Transnational issues concerning intellectual property

Learning objectives:

Distinguish among patent, copyright, and trade secret protection.

Discuss the legal background of copyright in national and international law.
Explain how patent and copyright laws may vary internationally.

Outline the historical development of software patents.

Discuss the consequences of software piracy on software developers and the role of
relevant enforcement organizations.

a s e
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SP7. Privacy and civil liberties [core]
Minimum core coverage time:hours

Topics:

Ethical and legal basis for privacy protection
Privacy implications of massive database systems
Technological strategies for privacy protection
Freedom of expression in cyberspace
International and intercultural implications

Learning objectives:

1. Summarize the legal bases for the right to privacy and freedom of expression in one’s
own nation and how those concepts vary from country to country.

2. Describe current computer-based threats to privacy.

3. Explain how the Internet may change the historical balance in protecting freedom of
expression.

4. Explain both the disadvantages and advantages of free expression in cyberspace.
5. Describe trends in privacy protection as exemplified in technology.

SP8. Computer crime [elective]
Topics:

History and examples of computer crime
“Cracking” (“hacking”) and its effects
Viruses, worms, and Trojan horses
Crime prevention strategies

Learning objectives:

1. Outline the technical basis of viruses and denial-of-service attacks.
2. Enumerate techniques to combat “cracker” attacks.

3. Discuss several different “cracker” approaches and motivations.

4. ldentify the professional’s role in security and the tradeoffs involved.

SP9. Economic issues in computing [elective]
Topics:

Monopolies and their economic implications

Effect of skilled labor supply and demand on the quality of computing products
Pricing strategies in the computing domain

Differences in access to computing resources and the possible effects thereof

Learning objectives:
1. Summarize the rationale for antimonopoly efforts.

2. Describe several ways in which the information technology industry is affected by
shortages in the labor supply.

3. Suggest and defend ways to address limitations on access to computing.
4. Outline the evolution of pricing strategies for computing goods and services.
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SP10. Philosophical frameworks [elective]
Topics:

Philosophical frameworks, particularly utilitarianism and deontological theories
Problems of ethical relativism

Scientific ethics in historical perspective

Differences in scientific and philosophical approaches

Learning objectives:

1. Summarize the basic concepts of relativism, utilitarianism, and deontological
theories.

2. Recognize the distinction between ethical theory and professional ethics.

3. ldentify the weaknesses of the “hired agent” approach, strict legalism, naive egoism,
and naive relativism as ethical frameworks.
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Software Engineering (SE)

SE1. Software design [core]

SE2. Using APIs [core]

SE3. Software tools and environments [core]

SE4. Software processes [core]

SES5. Software requirements and specifications [core]
SEG6. Software validation [core]

SE7. Software evolution [core]

SE8. Software project management [core]

SE9. Component-based computing [elective]
SE10. Formal methods [elective]

SE11. Software reliability [elective]

SE12. Specialized systems development [elective]

Software engineering is the discipline concerned with the application of theory,
knowledge, and practice for effectively and efficiently building software systems that
satisfy the requirements of users and customers. Software engineering is applicable to
small, medium, and large-scale systems. It encompasses all phases of the life cycle of a
software system. The life cycle includes requirement analysis and specification, design,
construction, testing, and operation and maintenance.

Software engineering employs engineering methods, processes, techniques, and
measurement. It benefits from the use of tools for managing software development;

analyzing and modeling software artifacts; assessing and controlling quality; and for

ensuring a disciplined, controlled approach to software evolution and reuse. Software
development, which can involve an individual developer or a team of developers, requires
choosing the tools, methods, and approaches that are most applicable for a given
development environment.

The elements of software engineering are applicable to the development of software in
any computing application domain where professionalism, quality, schedule, and cost are
important in producing a software system.

SE1. Software design [core]
Minimum core coverage tim&:hours

Topics:
Fundamental design concepts and principles
Design patterns
Software architecture
Structured design
Object-oriented analysis and design
Component-level design
Design for reuse

Learning objectives:
1. Discuss the properties of good software design.

2. Compare and contrast object-oriented analysis and design with structured analysis
and design.

3. Evaluate the quality of multiple software designs based on key design principles and
concepts.
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4.

5.

6.

7.
8.

Select and apply appropriate design patterns in the construction of a software
application.

Create and specify the software design for a medium-size software product using a
software requirement specificatioan accepted program design methodology (e.g.,
structured or object-oriented), and appropriate design notation.

Conduct a software design review using appropriate guidelines.
Evaluate a software design at the component level.
Evaluate a software design from the perspective of reuse.

SE2. Using APIs [core]
Minimum core coverage tim&:hours

Topics:

API programming

Class browsers and related tools
Programming by example

Debugging in the API environment
Introduction to component-based computing

Learning objectives:

1.

1.

2.

Explain the value of application programming interfaces (APIsS) in software
development.

Use class browsers and related tools during the development of applications using
APIs.

Design, implement, test, and debug programs that use large-scale API packages.

SE3. Software tools and environments [core]
Minimum core coverage tim&:hours

Topics:

Programming environments

Requirements analysis and design modeling tools
Testing tools

Configuration management tools

Tool integration mechanisms

Learning objectives:

1.

2.

Select, with justification, an appropriate set of tools to support the development of a
range of software products.

Analyze and evaluate a set of tools in a given area of software development (e.g.,
management, modeling, or testing).

Demonstrate the capability to use a range of software tools in support of the
development of a software product of medium size.
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SE4. Software processes [core]
Minimum core coverage time:hours

Topics:

Software life-cycle and process models
Process assessment models
Software process metrics

Learning objectives:

1. Explain the software life cycle and its phases including the deliverables that are
produced.

2. Select, with justification the software development models most appropriate for the
development and maintenance of a diverse range of software products.

3. Explain the role of process maturity models.

4. Compare the traditional waterfall model to the incremental model, the object-oriented
model, and other apropriate models.

5. For each of various software project scenarios, describe the project's place in the
software life cycle, identify the particular tasks that should be performed next, and
identify metrics appropriate to those tasks.

SES5. Software requirements and specifications [core]
Minimum core coverage timd:hours

Topics:
Requirements elicitation
Requirements analysis modeling techniques
Functional and nonfunctional requirements
Prototyping
Basic concepts of formal specification techniques

Learning objectives:

1. Apply key elements and common methods for elicitation and analysis to produce a set
of software requirements for a medium-sized software system.

2. Discuss the challenges of maintaining legacy software.

3. Use a common, non-formal method to model and specify (in the form of a
requirements specification document) the requirements for a medium-size software
system.

4. Conduct a review of a software requirements document using best practices to
determine the quality of the document.

5. Translate into natural language a software requirements specification written in a
commonly used formal specification language.
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SEG6. Software validation [core]
Minimum core coverage tim&:hours

Topics:

Validation planning

Testing fundamentals, including test plan creation and test case generation
Black-box and white-box testing techniques

Unit, integration, validation, and system testing

Object-oriented testing

Inspections

Learning objectives:
1. Distinguish between program validation and verification.
2. Describe the role that tools can play in the validation of software.

3. Distinguish between the different types and levels of testing (unit, integration,
systems, and acceptance) for medium-size software products.

4. Create, evaluate, and implement a test plan for a medium-size code segment.
5. Undertake, as part of a team activity, an inspection of a medium-size code segment.
6. Discuss the issues involving the testing of object-oriented software.

SE7. Software evolution [core]
Minimum core coverage tim&:hours

Topics:
Software maintenance
Characteristics of maintainable software
Reengineering
Legacy systems
Software reuse

Learning objectives:

1. Identify the principal issues associated with software evolution and explain their
impact on the software life cycle.

2. Discuss the challenges of maintaining legacy systems and the need for reverse
engineering.

3. Outline the process of regression testing and its role in release management.
Estimate the impact of a change request to an existing product of medium size.

5. Develop a plan for re-engineering a medium-sized product in response to a change
request.

6. Discuss the advantages and disadvantages of software reuse.
7. Exploit opportunities for software reuse in a given context.

»



CC2001 Computer Science volume —151 -
Final Report (December 15, 2001)

SE8. Software project management [core]
Minimum core coverage tim&:hours

Topics:

Team management
— Team processes
— Team organization and decision-making
— Roles and responsibilities in a software team
— Role identification and assignment
— Project tracking
— Team problem resolution
Project scheduling
Software measurement and estimation techniques
Risk analysis
Software quality assurance
Software configuration management
Project management tools

Learning objectives:

1. Demonstrate through involvement in a team project the central elements of team
building and team management.

2. Prepare a project plan for a software project that includes estimates of size and effort,
a schedule, resource allocation, configuration control, change management, and
project risk identification and management.

3. Compare and contrast the different methods and techniques used to assure the quality
of a software product.

SE9. Component-based computing [elective]
Topics:
Fundamentals
— The definition and nature of components
— Components and interfaces
— Interfaces as contracts
— The benefits of components
Basic techniques
— Component design and assembly
— Relationship with the client-server model and with patterns
— Use of objects and object lifecycle services
— Use of object brokers
— Marshalling
Applications (including the use of mobile components)
Architecture of component-based systems
Component-oriented design
Event handling: detection, notification, and response
Middleware
— The object-oriented paradigm within middleware
— Object request brokers
— Transaction processing monitors
— Workflow systems
— State-of-the-art tools



CC2001 Computer Science volume —-152 -
Final Report (December 15, 2001)

Learning objectives:

1.

2.

w

Explain and apply recognized principles to the building of high-quality software
components.

Discuss and select an architecture for a component-based system suitable for a given
scenario.

Identify the kind of event handling implemented in one or more given APIs.

Explain the role of objects in middleware systems and the relationship with
components.

Apply component-oriented approaches to the design of a range of software including
those required for concurrency and transactions, reliable communication services,
database interaction including services for remote query and database management,
secure communication and access.

SE10. Formal methods [elective]
Topics:

Formal methods concepts

Formal specification languages

Executable and non-executable specifications
Pre and post assertions

Formal verification

Learning objectives:

1.
2.

3.
4.

5.

Apply formal verification techniques to software segments with low complexity.

Discuss the role of formal verification techniques in the context of software validation
and testing.

Explain the potential benefits and drawbacks of using formal specification languages.

Create and evaluate pre- and post-assertions for a variety of situations ranging from
simple through complex.

Using a common formal specification language, formulate the specification of a
simple software system and demonstrate the benefits from a quality perspective.

SE11. Software reliability [elective]
Topics:

Software reliability models
Redundancy and fault tolerance
Defect classification

Probabilistic methods of analysis

Learning objectives:

1.

w

Demonstrate the ability to apply multiple methods to develop reliability estimates for
a software system.

Identify and apply redundancy and fault tolerance for a medium-sized application.
Explain the problems that exist in achieving very high levels of reliability.

Identify methods that will lead to the realization of a software architecture that
achieves a specified reliability level.
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SE12. Specialized systems development [elective]
Topics:

Real-time systems

Client-server systems

Distributed systems

Parallel systems

Web-based systems
High-integrity systems

Learning objectives:

1. Identify and discuss different specialized systems.

2. Discuss life cycle and software process issues in the context of software systems
designed for a specialized context.

3. Select, with appropriate justification, approaches that will result in the efficient and
effective development and maintenance of specialized software systems.

4. Given a specific context and a set of related professional issues, discuss how a
software engineer involved in the development of specialized systems should respond
to those issues.

5. Outline the central technical issues associated with the implementation of specialized
systems development.
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Computational Science and Numerical Methods (CN)

CN1. Numerical analysis [elective]

CN2. Operations research [elective]

CN3. Modeling and simulation [elective]
CN4. High-performance computing [elective]

From the earliest days of the discipline, numerical methods and the techniques of
scientific computing have constituted a major area of computer science research. As
computers increase in their problem-solving power, this area—Ilike much of the
discipline—has grown in both breadth and importance. At the end of the millennium,
scientific computing stands as an intellectual discipline in its own right, closely related to
but nonetheless distinct from computer science.

Although courses in numerical methods and scientific computing are extremely valuable
components of an undergraduate program in computer science, the CC2001 Task Force
believes that none of the topics in this area represent core knowledge. From our surveys
of curricula and interaction with the computer science education community, we are
convinced no consensus exists that this material is essential for all CS undergraduates. It
remains a vital part of the discipline, but need not be a part of every program.

For those who choose to pursue it, this area offers exposure to many valuable ideas and
techniques, including precision of numerical representation, error analysis, numerical
techniques, parallel architectures and algorithms, modeling and simulation, and scientific
visualization. At the same time, students who take courses in this area have an
opportunity to apply these techniques in a wide range of application areas, such as the
following:

* Molecular dynamics

* Fluid dynamics

» Celestial mechanics

» Economic forecasting

» Optimization problems

» Structural analysis of materials

» Bioinformatics

» Computational biology

» Geologic modeling

» Computerized tomography

Each of the units in this area corresponds to a full-semester course at most institutions.
The level of specification of the topic descriptions and the learning objectives is therefore

different from that used in other areas in which the individual units typically require
smaller blocks of time.

CN1. Numerical analysis [elective]
Topics:
Floating-point arithmetic
Error, stability, convergence
Taylor’s series
Iterative solutions for finding roots (Newton’s Method)
Curve fitting; function approximation
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Numerical differentiation and integration (Simpson’s Rule)
Explicit and implicit methods

Differential equations (Euler's Method)

Linear algebra

Finite differences

Learning objectives:
1. Compare and contrast the numerical analysis techniques presented in this unit.

2. Define error, stability, machine precision concepts. and the inexactness of
computational approximations.

3. Identify the sources of inexactness in computational approximations.
4. Design, code, test, and debug programs that implement numerical methods.

CN2. Operations research [elective]
Topics:
Linear programming
— Integer programming
— The Simplex method
Probablistic modeling
Queueing theory
— Petri nets
— Markov models and chains
Optimization
Network analysis and routing algorithms
Prediction and estimation
— Decision analysis
— Forecasting
— Risk management
— Econometrics, microeconomics
— Sensitivity analysis
Dynamic programming
Sample applications
Software tools

Learning objectives:
1. Apply the fundamental techniques of operations research.
2. Describe several established techniques for prediction and estimation.

3. Design, code, test, and debug application programs to solve problems in the domain
of operations research.

CN3. Modeling and simulation [elective]
Topics:
Random numbers
— Pseudorandom number generation and testing
— Monte Carlo methods
— Introduction to distribution functions
Simulation modeling
— Discrete-event simulation
— Continuous simulation
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Verification and validation of simulation models
— Input analysis
— Output analysis

Queueing theory models

Sample applications

Learning objectives:

1. Discuss the fundamental concepts of computer simulation.

2. Evaluate models for computer simulation.

3. Compare and contrast methods for random number generation.
4. Design, code, test, and debug simulation programs.

CN4. High-performance computing [elective]
Topics:
Introduction to high-performance computing
— History and importance of computational science
— Overview of application areas
— Review of required skills
High-performance computing
— Processor architectures
— Memory systems for high performance
— Input/output devices
— Pipelining
— Parallel languages and architectures
Scientific visualization
— Presentation of results
— Data formats
— Visualization tools and packages
Sample problems
— Ocean and atmosphere models
— Seismic wave propagation
— N-body systems (the Barnes-Hut algorithm)
— Chemical reactions
— Phase transitions
— Fluid flow

Learning objectives:

1. Recognize problem areas where computational modeling enhances current research
methods.

2. Compare and contrast architectures for scientific and parallel computing, recognizing
the strengths and weaknesses of each.

Implement simple performance measurements for high-performance systems.

4. Design, code, test, and debug programs using techniques of numerical analysis,
computer simulation, and scientific visualization.

w



CC2001 Computer Science volume - 157 -
Final Report (December 15, 2001)

Appendix B
Course Descriptions

This appendix to the Computing Curricula 2001 report consists of a set of course
descriptions intended to serve as models for institutions offering undergraduate degrees in
computer science. Although some institutions will presumably follow these models with
little modification, the course designs presented here are intentionally designed to be
flexible, allowing individual institutions to customize them to fit their own needs.

In most cases, the courses described here are similar to those already offered at the
undergraduate level. The CC2001 Task Force sought to identify and document
successful practice rather than to create entirely new models. While we encourage the
development of innovative curricular strategies and experimental courses, we recognize
that course design requires considerable time and in-class assessment that cannot be done
effectively by committee. The model courses in this appendix are therefore best regarded
as a common starting point for experimentation. While each course is presented in
enough detail to be usable as it stands, institutions and individual faculty are encouraged
to adapt and extend these courses as part of the dynamic process of curriculum
develoment.

Fundamental concepts

The rationale behind the CC2001 curriculum is outlined in the full report of the task
force. The appendices, however, are likely to have wide circulation and will certainly be
read by many who do not have time to study the full report. For this reason, the task
force has chosen to include in each appendix a summary of the fundamental concepts that
are necessary to understand the recommendations. The most important concepts for
understanding the course descriptions are as follows:

* The CS body of knowledgelhe courses described in this appendix are defined in
relation to a general taxonomy of that portion of computer science appropriate for an
undergraduate curriculum. That taxonomy representshdlly of knowledge for
computer science. The body of knowledge is organized hierarchically into three
levels. The highest level of the hierarchy is #nea, which represents a particular
disciplinary subfield. Each area is identified by a two-letter abbreviation, such as OS
for operating systemer PL forprogramming languagesThe areas are broken down
into smaller divisions callednits, which represent individual thematic modules within
an area. Each unit is identified by adding a numeric suffix to the area name; as an
example, OS3 is a unit a@oncurrency Each unit is further subdivided into a set of
topics, which are the lowest level of the hierarchy. The complete set of areas, units,
and topics is specified in Appendix A.

» Core and elective unitsGiven the expanding scope of the computing discipline, it is
impossible to insist that every undergraduate learn all the topics that were at one time
considered fundamental to the field. The CC2001 Task Force has therefore sought to
define a minimal set o€ore units for which there is a broad consensus that the
material is essential to anyone obtaining an undergraduate degree in computer science.
Because the core is defined as minimal, the core alone cannot constitute a complete
undergraduate curriculum. Every undergraduate program must include additional
elective units from the body of knowledge, although the CC2001 report does not
define what those units must be. These elective units will typically vary by institution,
field of study, and the needs of the individual student.
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 Introductory, intermediate, and advanced coursd$e courses in this appendix are
divided into three categories according to the level at which they occur in the
curriculum. Courses designatedimisoductory are typically offered in the first year
of a college or university curriculum. Courses listedirasrmediate are usually
offered in the second or third year and build a foundation for further study in the field.
Courses designated adlvancedtend to be taken in later years and focus on those
topics that require significant preparation in the earlier coursework. While these
distinctions are easy to understand in their own right, it is important to recognize that
there is no necessary relationship between the notiomsrefand elective—which
apply to units in the body of knowlege—and the level of the course. Although
introductory and intermediate courses will certainly concentrate on core material, it is
perfectly reasonable to include some elective material even in the earliest courses.
Similarly, advanced courses will include some core material. These designations are
independent and should not be confused.

* Hours. To give readers a sense of the time required to cover a particular unit, the
CC2001 Task Force had to identify some metric that would provide at least a
comparative assessment of time. Choosing such a metric proved difficult, because
there is no standard measure that is recognized throughout the world. For consistency
with the earlier curriculum reports, the task force has chosen to express hmesn
corresponding to the in-class time required to present the material in a traditional
lecture-oriented format. Note that this time does not include the instructor’'s
preparation time or the time students spend outside of class. As a general guideline,
the time required outside of class is approximately three times the in-class time. Thus,
a unit that is listed as requiring 3 hours will typically entail a total of 12 hours (3 in
class and 9 outside). It is also important to keep in mind that the time associated with
each unit represents thanimumnumber of hours required for adequate coverage, and
that it is always appropriate to spend more time than the listed minimum.

Organization and format of the course descriptions

As described in the preceding section, the courses presented in this appendix are
organized into three levels: introductory, intermediate, and advanced. The point of this
division is to provide natural boundaries for defining implementation strategies. Chapter
7, for example, defines six distinct instantiations of the introductory curriculum; Chapter

8 outlines four thematic approaches to the intermediate courses, along with a set of hybrid
strategies that combine elements from these approaches. The implementation strategies
and their relationship in the curriculum are shown in Figure B-1.

In general, it should be possible to use any of the introductory approaches and follow it
up with any of the intermediate approaches, although doing so may require transition
material to ensure that all core units are covered. The strategies and tactics required to
ensure a successful transition are described in Chapters 6-8.

Figure B-1. Course levels and implementation strategies

Introductory | Imperative Objects Functiona| Breadth Algorithms Hardware
courses first first first first first first
Intermediate | Topic-based Compressed| | Systems-basqd Web-based Hybrid
courses approach approach approach approach approaches
Advanced Additional d lete the undergrad
courses itional courses used to complete the undergraduate program




CC2001 Computer Science volume —159 -
Final Report (December 15, 2001)

Figure B-2. Course numbering scheme

Level
1xx = introductory, 2xx = intermediate, 3xx = advanced, 4xx = project

Subject area (applies to 200-300 level only)
0 = Mathematics/Applications (DS, CN) 5 = HCI/Graphics (HC, GV)
1 = Algorithms and complexity (AL) 6 = Intelligent systems (IS)

2 = Architecture/OS (AR, OS) 7 = Information management (IM)
C S 2 2 6C 3 = Net-centric computing (NC) 8 = Social and professional (SP)
N 4 = Programming languages (PL) 9 = Software engineering (SE)
t Pedagogical approach (optional)
| = Imperative-first T = Traditional discrete-topic approach
O = Objects-first C = Compressed approach
F = Functional-first S = Systems-based approach
B = Breadth-first W = Web-based approach
A = Algorithms-first
H = Hardware-first

—— ldentifying number within area

The names of the individual pedagogical approaches have been chosen so that each
begins with a unique letter. This fact makes it possible to assign course numbers in a way
that simultaneously encodes the level, area, and pedagogical approach, as illustrated in
Figure B-2. In the example shown, the subscript at the end of g&##i€ates that this
intermediate-level course is part of the compressed approach.

The format of each individual course description is shown in Figure B-3. The parts of the
template that vary from course to course appear in boxes.

Figure B-3. Components of a course description

[Course numbel. [ Course title|

Course description written in the style of a university course catalog, highlighting the
major topics and general expectations of the course.

Prerequisites] Required courses, units, or background

Syllabus:
Bulleted list providing an outline of the topics covered.

Units covered:
List of units covered as defined in the CS body of knowledge.

Notes:

Optional narrative section offering additional explanatory notes about the coyrge.
These may include goals, pedagogical suggestions, and assessment strategies.

=
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B.1 Introductory tracks

In the course descriptions that follow, the introductory tracks are arranged in the order in
which they are presented in Chapter 8.

B.1.1 Imperative-first

The imperative-first approach offers two separate implementations: one that covers the
material in three courses (CS14D2-103) and one that uses a more traditional two-
course sequence (CS141112).

CS101. Programming Fundamentals

Introduces the fundamental concepts of procedural programming. Topics include data
types, control structures, functions, arrays, files, and the mechanics of running, testing,
and debugging. The course also offers an introduction to the historical and social context
of computing and an overview of computer science as a discipline.

Prerequisites:No programming or computer science experience is required. Students
should have sufficient facility with high-school mathematics to solve simple linear
equations and to appreciate the use of mathematical notation and formalism.

Syllabus:
» Computing applications: Word processing; spreadsheets; editors; files and directories

* Fundamental programming constructs: Syntax and semantics of a higher-level
language; variables, types, expressions, and assignment; simple 1/O; conditional and
iterative control structures; functions and parameter passing; structured decomposition

» Algorithms and problem-solving: Problem-solving strategies; the role of algorithms in
the problem-solving process; implementation strategies for algorithms; debugging
strategies; the concept and properties of algorithms

 Fundamental data structures: Primitive types; arrays; records; strings and string
processing

* Machine level representation of data: Bits, bytes, and words; numeric data
representation and number bases; representation of character data

» Overview of operating systems: The role and purpose of operating systems; simple file
management

* Introduction to net-centric computing: Background and history of networking and the
Internet; demonstration and use of networking software including e-mail, telnet, and
FTP

* Human-computer interaction: Introduction to design issues

» Software development methodology: Fundamental design concepts and principles;
structured design; testing and debugging strategies; test-case design; programming
environments; testing and debugging tools

» Social context of computing: History of computing and computers; evolution of ideas
and machines; social impact of computers and the Internet; professionalism, codes of
ethics, and responsible conduct; copyrights, intellectual property, and software piracy.

Units covered:

PF1  Fundamental programming constructs 10 hours (9 core + 1)
PF2  Algorithms and problem-solving 3 core hours (of 6)
PF3  Fundamental data structures 2 core hours (of 14)
AR2  Machine level representation of data 1 core hour (of 3)

AR3 Assembly level machine organization 2 core hours (of 9)
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OsS1
NC1
PL3

PL4

PL5

HC1
GVl
SP1
SP2
SP4
SP6
SE1
SE3
SE4

Notes:

Overview of operating systems
Introduction to net-centric computing
Introduction to language translation
Declarations and types

Abstraction mechanisms

Foundations of human-computer interaction
Fundamental techniques in graphics
History of computing

Social context of computing
Professional and ethical responsibilities
Intellectual property

Software design

Software tools and environments
Software processes

Elective topics

-162 -

1 core hour (of 2)

1 core hour (of 2)
1 core hour (of 2)

3 core hours

3 core hours

1 core hour (of 6)
1 core hour (of 2)

1 core hour

1 core hour (of 3)
1 core hour (of 3)

1 core hour (of 3)

3 core hours (of 8)
2 core hours (of 3)
1 core hour (of 2)

1 hour

This course is part of an alternative implementation of the imperative-first introductory
track that covers the fundamental programming concepts in three semesters rather than
two. In terms of the curriculum, students should be able to move on to more advanced
courses after taking either the sequence CSI0A-103 or the two-semester sequence
sequence CS11#112, which covers the same material in a more concentrated fashion.
Although covering programming fundamentals in two semesters has long been standard
in computer science education, more and more programming topics can legitimately be
identified as fundamental, making it more difficult to provide a complete introduction to
this material in a single year. The CC2001 Task Force anticipates that three-semester
introductory sequences will become increasingly common over the next decade and
encourages departments and individual faculty to experiment with models along these

lines.
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CS102. The Object-Oriented Paradigm

Introduces the concepts of object-oriented programming to students with a background in
the procedural paradigm. The course begins with a review of control structures and data
types with emphasis on structured data types and array processing. It then moves on to
introduce the object-oriented programming paradigm, focusing on the definition and use
of classes along with the fundamentals of object-oriented design. Other topics include an
overview of programming language principles, simple analysis of algorithms, basic
searching and sorting techniques, and an introduction to software engineering issues.

PrerequisitesCS101
Syllabus:

* Review of control structures, functions, and primitive data types
» Object-oriented programming: Object-oriented design; encapsulation and information-

hiding;

separation of behavior and implementation;

inheritance; polymorphism; class hierarchies

» Fundamental computing algorithms: simple searching and sorting algorithms (linear
and binary search, selection and insertion sort)

* Fundamentals of event-driven programming
 Introduction to computer graphics: Using a simple graphics API

» Overview of programming languages: History of programming languages; brief survey
of programming paradigms

» Virtual machines: The concept of a virtual machine; hierarchy of virtual machines;
intermediate languages

* Introduction to language translation: Comparison of interpreters and compilers;
language translation phases; machine-dependent and machine-independent aspects of
translation

 Introduction to database systems: History and motivation for database systems; use of
a database query language

. Software e_volution: Software maintenance; characteristics of maintainable software;
reengineering; legacy systems; software reuse

Units covered:

classes, subclasses, and

PF1  Fundamental programming constructs 3 core hours (of 9)
PF2  Algorithms and problem-solving 6 core hours

PF3  Fundamental data structures 5 core hours (of 14)
PF5  Event-driven programming 1 core hour (of 4)
AL3  Fundamental computing algorithms 3 core hours (of 12)
AR2  Machine level representation of data 2 core hours (of 3)
PL1  Overview of programming languages 1 core hour (of 2)
PL2  Virtual machines 1 core hour

PL3 Introduction to language translation 1 core hour (of 2)
PL6  Object-oriented programming 6 core hours (of 10)
HC1 Foundations of human-computer interaction 1 core hour (of 6)
HC2 Building a simple graphical user interface 2 core hours

IM2  Database systems 1 core hour (of 3)
SE1  Software design 1 core hour (of 8)
SE2  Using APlIs 2 core hours (of 5)
SE5  Software requirements and specifications 1 core hour (of 4)
SE6  Software validation 1 core hour (of 3)
SE7  Software evolution 1 core hour (of 3)

Elective topics

1 hour
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Notes:

This course represents the second semester of an imperative-first introductory track that
covers the fundamental programming concepts in three semesters rather than two. The
rationale for including the three-course sequence QSIMA-103 as an alternative to

the more traditional two-semester sequence CSI1A is summarized in the notes for
CS101 and discussed in detail in Chapter 7 of the main report.
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CS103. Data Structures and Algorithms

Builds on the foundation provided by the CS10Q2 sequence to introduce the
fundamental concepts of data structures and the algorithms that proceed from them.
Topics include recursion, the underlying philosophy of object-oriented programming,
fundamental data structures (including stacks, queues, linked lists, hash tables, trees, and
graphs), the basics of algorithmic analysis, and an introduction to the principles of
language translation.

Prerequisites: CS102; discrete mathematics at the level of CS105 is also desirable.

Syllabus:
* Review of elementary programming concepts
* Fundamental data structures: Stacks; queues; linked lists; hash tables; trees; graphs

* Object-oriented programming: Object-oriented design; encapsulation and information
hiding; classes; separation of behavior and implementation; class hierarchies;
inheritance; polymorphism

* Fundamental computing algorithms: O(N log N) sorting algorithms; hash tables,
including collision-avoidance strategies; binary search trees; representations of graphs;
depth- and breadth-first traversals

* Recursion: The concept of recursion; recursive mathematical functions; simple
recursive procedures; divide-and-conquer strategies; recursive backtracking;
implementation of recursion

» Basic algorithmic analysis: Asymptotic analysis of upper and average complexity
bounds; identifying differences among best, average, and worst case behaviors; big
“O,” little “o,” omega, and theta notation; standard complexity classes; empirical
measurements of performance; time and space tradeoffs in algorithms; using
recurrence relations to analyze recursive algorithms

» Algorithmic strategies: Brute-force algorithms; greedy algorithms; divide-and-
conquer; backtracking; branch-and-bound; heuristics; pattern matching and string/text
algorithms; numerical approximation algorithms

» Overview of programming languages: Programming paradigms

» Software engineering: Software validation; testing fundamentals, including test plan
creation and test case generation; object-oriented testing

Units covered:

DS5 Graphs and trees 2 core hours (of 4)
PF3  Fundamental data structures 12 core hours (of 14)
PF4  Recursion 5 core hours
AL1 Basic algorithmic analysis 2 core hours (of 4)
AL2  Algorithmic strategies 3 core hours (of 6)
AL3  Fundamental computing algorithms 5 core hours (of 12)
AL5  Basic computability 1 core hour (of 6)
PL1  Overview of programming languages 1 core hour (of 2)
PL6  Object-oriented programming 8 core hours (of 10)
SE6  Software validation 1 core hour (of 3)
Notes:

This course represents the third and final semester of an imperative-first introductory
track that covers the fundamental programming concepts in three semesters rather than
two. The rationale for including the three-course sequence G$QR1103 as an
alternative to the more traditional two-semester sequence GEI1Als summarized in

the notes for CS10And discussed in detail in Chapter 7 of the main report.
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CS111. Introduction to Programming

Introduces the fundamental techniques of programming as a foundation for more
advanced study of computer science. Considerable attention is devoted to developing
effective software engineering practice, emphasizing such principles as design,
decomposition, encapsulation, procedural abstraction, testing, and software reuse. Topics
include standard programming constructs, problem-solving strategies, the concept of an
algorithm, and fundamental data structures (strings, arrays, and records) along with an
introduction to machine representation, graphics, and networking.

Prerequisites:No programming or computer science experience is required. Students
should have sufficient facility with high-school mathematics to solve simple linear
equations and to appreciate the use of mathematical notation and formalism.

Syllabus:

» Background: History of computing, overview of programming languages and the
compilation process

* Fundamental programming constructs: Syntax and semantics of a higher-level
language; variables, types, expressions, and assignment; simple I/O; conditional and
iterative control structures; functions and parameter passing; structured decomposition

» Algorithms and problem-solving: Problem-solving strategies; the concept of an
algorithm; properties of algorithms; implementation strategies; sequential and binary
search algorithms; quadratic sorting algorithms (selection, insertion)

» Basic computability theory: Tractable and intractable problems; the existence of
noncomputable functions

» Graphics: Using a graphics API
* Principles of encapsulation: Encapsulation and information-hiding; separation of
behavior and implementation

 Fundamental data structures: Primitive types; arrays; records; strings and string
processing; pointers and references; static, stack, and heap allocation; runtime storage
management

* Machine level representation of data: Bits, bytes, and words; binary representation of
integers; representation of character data; representation of records and arrays

* Assembly level machine organization: Basic organization of the von Neumann
machine; instruction fetch, decode, and execution; assembly language programming
for a simulated machine

» Software development methodology: Fundamental design concepts and principles;
structured design; testing and debugging strategies; test-case design; programming
environments; testing and debugging tools

Units covered:

PF1  Fundamental programming constructs 9 core hours

PF2  Algorithms and problem-solving 3 core hours (of 6)
PF3  Fundamental data structures 6 core hours (of 14)
AL3  Fundamental computing algorithms 2 core hours (of 12)
AL5  Basic computability 1 core hour (of 6)
AR2  Machine level representation of data 1 core hour (of 3)
AR3 Assembly level machine organization 2 core hours (of 9)
PL1  Overview of programming languages 1 core hour (of 2)
PL4  Declarations and types 1 core hour (of 3)
PL5  Abstraction mechanisms 2 core hours (of 3)

PL6  Object-oriented programming 3 core hours (of 10)
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GV1 Fundamental techniques in graphics 2 core hours
SP1  History of computing 1 core hour
SE1  Software design 2 core hours (of 8)
SE3  Software tools and environments 1 core hour (of 3)
SE5  Software requirements and specifications 1 core hour (of 4)
SE6  Software validation 1 core hour (of 3)
Elective topics 1 hour
Notes:

This course introduces the fundamental concepts of programming, emphasizing the
traditional procedural or imperative paradigm. Most modern programming languages are
suitable as a foundation for the programming assignments in this course, including those
that support the object-oriented paradigm; indeed, introductory courses that use object-
oriented languages often begin by emphasizing the procedural aspects of those languages.
What sets this course apart from the objects-first implementation in 63%1the
ordering and emphasis of topics. In this course, the discussion of control statements
precedes the discussion of classes, subclasses, and inheritance; in the objects-first version,
this ordering is reversed.

Just as the procedural aspects of programming can be taught in an object-oriented
language, some of the fundamental principles of object-oriented programming can be
included even in the context of a traditional imperative language. The syllabus topic
entitled “Principles of encapsulation” makes sense in either domain, but would be
approached differently depending on the language. In either case, this presentation would
encompass some of the ideas in the PL6 unit on object-oriented programming.
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CS112. Data Abstraction

Continues the introduction of programming begun in C§Mith a particular focus on

the ideas of data abstraction and object-oriented programming. Topics include recursion,
programming paradigms, principles of language design, virtual machines, object-oriented
programming, fundamental data structures, and an introduction to language translation.

PrerequisitesCS111; discrete mathematics at the level of CS105 is also desirable.

Syllabus:
* Review of elementary programming

* Recursion: The concept of recursion; recursive specification of mathematical functions
(such as factorial and Fibonacci); simple recursive procedures (Towers of Hanoi,
permutations, fractal patterns); divide-and-conquer strategies; recursive backtracking;
Implementation of recursion

* Introduction to computational complexity: Asymptotic analysis of upper and average
complexity bounds; big-O notation; standard complexity classes; empirical
measurements of performance

* Fundamental computing algorithms: O(N log N) sorting algorithms (Quicksort,
heapsort, mergesort); hashing, including collision-avoidance strategies; binary search
trees

* Programming languages: History of programming languages; brief survey of
programming paradigms (procedural, object-oriented, functional)

» Fundamental issues in language design: General principles of language design, design
goals, typing regimes, data structure models, control structure models, abstraction
mechanisms

» Virtual machines: The concept of a virtual machine, hierarchy of virtual machines,
intermediate languages

» Object-oriented programming: Object-oriented design; encapsulation and information-
hiding; separation of behavior and implementation; classes, subclasses, and
inheritance; polymorphism; class hierarchies; collection classes and iteration protocols;
fundamental design patterns

* Fundamental data structures: Linked structures; implementation strategies for stacks,
queues, hash tables, graphs, and trees; strategies for choosing data structures

* Introduction to language translation: Comparison of interpreters and compilers;
language translation phases (lexical analysis, parsing, code generation, optimization);
machine-dependent and machine-independent aspects of translation

Units covered:

DS5 Graphs and trees 2 core hours (of 4)
PF3  Fundamental data structures 6 core hours (of 14)
PF4  Recursion 5 core hours

AL1 Basic algorithmic analysis 2 core hours (of 4)
AL3 Fundamental computing algorithms 4 core hours (of 12)
PL1  Overview of programming languages 1 core hour (of 2)
PL2  Virtual machines 1 core hour

PL3 Introduction to language translation 2 core hours

PL4  Declarations and types 2 core hours (of 3)
PL5  Abstraction mechanisms 1 core hour (of 3)
PL6  Object-oriented programming 7 core hours (of 10)
SE1  Software design 2 core hours (of 8)

SE2  Using APIs 2 core hours (of 5)
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SE3  Software tools and environments 2 core hours (of 3)
Elective topics 1 hour

Notes:

As noted in the description of the CS1pterequisite, there is no guarantee that students
coming into this course will have used an object-oriented language. In any event, the
courses in the imperative-first track assume that the introductory course—even if it
happens to use an object-oriented language—concentrates on the imperative components
of that language rather than any object-oriented mechanisms. (For an object-oriented
implementation of the introductory curriculum, see the C8413112 sequence.) One

of the main goals of CS1l2s to introduce the object-oriented paradigm and give
students experience using it. The other major topics are recursion, data structures, and
the core units in the Programming Languages area (PL), which fit appropriately into this
course.
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B.1.2 Objects-first

Like the imperative-first approach, the objects-first strategy is also divided into a three-
course (CS104-1020-103p) and a two-course implementation (CS@111 2o).

CS10Db. Introduction to Object-Oriented Programming

Introduces the fundamental concepts of programming from an object-oriented
perspective. Topics include simple data types, control structures, an introduction to array
and string data structures and algorithms, as well as debugging techniques and the social
implications of computing. The course emphasizes good software engineering principles
and developing fundamental programming skills in the context of a language that
supports the object-oriented paradigm.

Prerequisites: No programming or computer science experience is required. Students
should have sufficient facility with high-school mathematics to solve simple linear
equations and to appreciate the use of mathematical notation and formalism.

Syllabus:

Introduction to the history of computer science
Ethics and responsibility of computer professionals
Introduction to computer systems and environments

Introduction to object-oriented paradigm: Abstraction; objects; classes; methods;
parameter passing; encapsulation; inheritance; polymorphism

Fundamental programming constructs: Basic syntax and semantics of a higher-level
language; variables, types, expressions, and assignment; simple 1/O; conditional and
iterative control structures; structured decomposition

Fundamental data structures: Primitive types; arrays; records; strings and string
processing

Introduction to programming languages

Algorithms and problem-solving: Problem-solving strategies; the role of algorithms in
the problem-solving process; implementation strategies for algorithms; debugging
strategies; the concept and properties of algorithms

Units covered:

PF1  Fundamental programming constructs 9 core hours

PF2  Algorithms and problem-solving 3 core hours (of 6)
PF3  Fundamental data structures 3 core hours (of 14)
AL3  Fundamental computing algorithms 1 core hour (of 12)
AL5  Basic computability 1 core hour (of 6)
AR2  Machine level representation of data 2 core hours (of 3)
PL1  Overview of programming languages 2 core hours

PL4  Declarations and types 2 core hours (of 3)
PL6  Object-oriented programming 7 core hours (of 10)
PL8 Language translation systems 1 hour

SP1  History of computing 1 core hour

SP4  Professional and ethical responsibilities 1 core hour (of 3)
SP5  Risks and liabilities of computer-based systems 1 core hour (of 2)
SE3  Software tools and environments 1 core hour (of 3)
SE6  Software validation 1 core hour (of 3)

Elective topics

4 hours
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Notes:

This course is part of an alternative implementation of the objects-first introductory track
that covers the fundamental programming concepts in three semesters rather than two. In
terms of the curriculum, students should be able to move on to more advanced courses
after taking either the sequence CS30D20-1030 or the two-semester sequence
sequence CS1d11120, which covers the same material in a more concentrated fashion.
Although covering programming fundamentals in two semesters has long been standard
in computer science education, more and more programming topics can legitimately be
identified as fundamental, making it more difficult to provide a complete introduction to
this material in a single year. The CC2001 Task Force anticipates that three-semester
introductory sequences will become increasingly common over the next decade and
encourages departments and individual faculty to experiment with models along these
lines.

What differentiates this course from the imperative-first implementation in ¢30Q1

103 is the early emphasis on objects. In this course, the discussion of classes, subclasses,
and inheritance typically precedes even such basic concepts as conditional and iterative
control statements.
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CS102. Objects and Data Abstraction

-172 -

Continues the introduction from CS191o the methodology of programming from an
object-oriented perspective. Through the study of object design, this course also
introduces the basics of human-computer interfaces, graphics, and the social implications

of computing, with an emphasis on software engineering.

PrerequisitesCS10b
Syllabus:

* Review of object-oriented programming: Object-oriented methodology, object-

oriented design; software tools

* Principles of object-oriented programming:

Inheritance; class hierarchies;

polymorphism; abstract and interface classes; container/collection classes and iterators

Object-oriented design: Concept of design patterns and the use of APIs; modeling tools
such as class diagrams, CRC cards, and UML use cases

Virtual machines: The concept of a virtual machine; hierarchy of virtual machines;
intermediate languages

Fundamental computing algorithms: Searching; sorting; introduction to recursive
algorithms

Fundamental data structures: Built-in, programmer-created, and dynamic data
structures

Event-driven programming: Event-handling methods; event propagation; exception
handling

Foundations of human-computer interaction: Human-centered development and
evaluation; principles of good design and good designers; engineering tradeoffs;
introduction to usability testing

Fundamental techniques in graphics: Hierarchy of graphics software; using a graphics
API; simple color models; homogeneous coordinates; affine transformations; viewing
transformation; clipping

Software engineering issues: Tools; processes; requirements; design and testing;

design for reuse; risks and liabilities of computer-based systems

Units covered:

PF3  Fundamental data structures 3 core hours (of 14)
PF4  Recursion 2 core hours (of 5)
PF5  Event-driven programming 2 core hours (of 4)
SE2 Using APIs 2 core hours (of 5)
AL1 Basic algorithmic analysis 1 core hour (of 4)
AL3  Fundamental computing algorithms 2 core hours (of 12)
AR2 Machine level representation of data 1 core hour (of 3)
PL2  Virtual machines 1 core hour

PL4  Declarations and types 1 core hour (of 3)
PL5  Abstraction mechanisms 3 core hours

PL6  Object-oriented programming 7 core hours (of 10)
HC1 Foundations of human-computer interaction 1 core hour (of 6)
GV1l Fundamental techniques in graphics 2 core hours

SE1  Software design 3 core hours (of 8)
SE3  Software tools and environments 1 core hour (of 3)
SE5  Software requirements and specifications 1 core hour (of 4)
SE6  Software validation 1 core hour (of 3)
SE7  Software evolution 1 core hour (of 3)

Elective topics

5 hours
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Notes:

This course represents the second semester of an objects-first introductory track that
covers the fundamental programming concepts in three semesters rather than two. The
rationale for including the three-course sequence G&1020-103 as an alternative to

the more traditional two-semester sequence C&11%o is summarized in the notes for
CS10Db and discussed in detail in Chapter 7 of the main report.
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CS103. Algorithms and Data Structures

Builds on the introduction to object-oriented programming begun in G5419d CS108
with an emphasis on algorithms, data structures, and software engineering.
PrerequisitesCS102

Syllabus:

* Review of object-oriented design

* Review of basic algorithm design

» Review of professional and ethical issues

» Algorithms and problem-solving: Classic techniques for algorithm design; problem-
solving in the object-oriented paradigm; application of algorithm design techniques to
a medium-sized project, with an emphasis on formal methods of testing

» Basic algorithmic analysis: Asymptotic analysis of upper and average complexity
bounds; identifying differences among best, average, and worst case behaviors; big
“O” notation; standard complexity classes; empirical measurements of performance;
time and space tradeoffs in algorithms

* Recursion: The concept of recursion; recursive mathematical functions; simple
recursive procedures; divide-and-conquer strategies; recursive backtracking;
implementation of recursion; recursion on trees and graphs

* Fundamental computing algorithms: Hash tables; binary search trees; representations
of graphs; depth- and breadth-first traversals; shortest-path algorithms; transitive
closure; minimum spanning tree; topological sort

 Fundamental data structures: Pointers and references; linked structures;
implementation strategies for stacks, queues, and hash tables; implementation
strategies for graphs and trees; strategies for choosing the right data structure

» Software engineering: Software project management; building a medium-sized system,
in teams, with algorithmic efficiency in mind

Units covered:

PF2  Algorithms and problem-solving 3 core hours (of 6)
PF3  Fundamental data structures 11 core hours (of 14)
PF4  Recursion 6 hours (5 core + 1)
AL1  Basic algorithmic analysis 3 core hours (of 4)
AL2  Algorithmic strategies 6 core hours
AL3  Fundamental computing algorithms 5 core hours (of 12)
SE1  Software design 1 core hour (of 8)
SE8  Software project management 1 core hour (of 3)
Elective topics 4 hours
Notes:

This course represents the third and final semester of an objects-first introductory track
that covers the fundamental programming concepts in three semesters rather than two.
The rationale for including the three-course sequence CEIMD-1030 as an
alternative to the more traditional two-semester sequence ©SUPD is summarized in

the notes for CS1@land discussed in detail in Chapter 7 of the main report.
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CS11D. Object-Oriented Programming

Introduces the fundamental concepts programming from an object-oriented perspective.
Through the study of object design, this course also introduces the basics of human-
computer interfaces, graphics, and the social implications of computing, along with
significant coverage of software engineering.

Prerequisites:No programming or computer science experience is required. Students
should have sufficient facility with high-school mathematics to solve simple linear
equations and to appreciate the use of mathematical notation and formalism.

Syllabus:

» Background: History of computing, overview of programming languages and the
compilation process

* Introduction to object-oriented programming: Using an object-oriented language;
classes and objects; syntax of class definitions; methods; members

» Simple data: variables, types, and expressions; assignment
* Message passing: Simple methods; parameter passing

» Subclassing and inheritance

» Control structures: Iteration; conditionals

» Algorithms: Problem-solving strategies; the concept of an algorithm; properties of
algorithms; implementation strategies

» Simple data structures: Arrays; strings
» Collection classes and iteration protocols
» Using APIs: Class libraries; packages for graphics and GUI applications

» Object-oriented design: Fundamental design concepts and principles; introduction to
design patterns; object-oriented analysis and design; design for reuse

» Software engineering issues: Tools; processes; requirements; design and testing; risks
and liabilities of computer-based systems

Units covered:

PF1  Fundamental programming constructs 7 core hours (of 9)
PF2  Algorithms and problem-solving 2 core hours (of 6)
PF3  Fundamental data structures 3 core hours (of 14)
PF4  Recursion 2 core hours (of 5)
AL3  Fundamental computing algorithms 3 core hours (of 12)
AL5  Basic computability 1 core hour (of 6)
PL4  Declarations and types 2 core hours (of 3)
PL5  Abstraction mechanisms 1 core hour (of 3)
PL6  Object-oriented programming 8 core hours (of 10)
GV1l Fundamental techniques in graphics 2 core hours
SP1  History of computing 1 core hour
SP5 Risks and liabilities of computer-based systems 1 core hour (of 2)
SE1  Software design 2 core hours (of 8)
SE2  Using APIs 1 core hour (of 5)
SE3  Software tools and environments 2 core hours (of 3)
Elective topics 2 hours
Notes:

This course introduces the fundamental concepts of programming, starting from the very
beginning with the object-oriented paradigm. What differentiates this course from the
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imperative-first implementation in CSllik the early emphasis on objects. In this
course, the discussion of classes, subclasses, and inheritance typically precedes even such
basic concepts as conditional and iterative control statements.

To illustrate how this emphasis on objects affects the design of this course, it helps to
consider a common sample application—a simple numeric calculator—that might
reasonably fit into either an imperative-first or objects-first implementation of an
introductory course. Under the imperative paradigm, such a program would typically be
organized as a loop that repeatedly requested commands from the user and then used a
conditional dispatch operation—typically implemented agia ch statement in C-based
languages—to execute the appropriate code for each operation. An object-oriented
approach to the same problem would typically have no explicit loops or conditionals.
Instead, the buttons on the calculator would all be part of an object hierarchy. The
buttons for the digits, for example, would all be instances of a digit button class whose
common action would be to append the appropriate digit to the end of the displayed
value; the individual instances of the digit buttons would differ only in the value of the
local member variable representing the digit to which that button corresponds. Similarly,
the operator buttons would all be part of a separate class hierarchy contaioiegzare

method to perform an arithmetic operation. The plus button would implement one
definition for operate; the minus button would implement another. The use of the
object-oriented paradigm makes it possible for students to solve this sort of problem far
earlier in the course, since the number and complexity of the necessary control structures
are significantly reduced.

Most courses that adopt an objects-first approach will do so in an environment that
supports a rich collection of application programmer interfaces, or APIs. These APIs can
be an enormous help to students, because they enable the creation of much more exciting
programs at an early level, thereby heightening student motivation. At the same time, the
scale of most API packages can be intimidating to many students, since there are so many
classes and methods from which to choose. To mitigate the effects of this conceptual
overload, faculty should not hesitate to simplify the problem domain by creating
restricted class libraries for introductory use.
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CS112. Object-Oriented Design and Methodology

Continues the introduction to object-oriented programming begun in ©@Stith an
emphasis on algorithms, data structures, software engineering, and the social context of
computing.

PrerequisitesCS11b

Syllabus:
* Review of object oriented design, and programming, including review of tools

» Review of simple algorithm design, with concern for ethical and social responsibility
(e.g. the need for testing)

» Classic techniques for algorithm design and implementation and their place in an
object-oriented design

» Abstraction and encapsulation through classic data structures: Introduction (use, not
implementation of) classic data structures (list, stack, and queue) and their relation to
algorithm design

* Introduction to basic algorithmic analysis

» Application of algorithm design techniques to a medium-sized project, with an
emphasis on formal methods of testing

* Recursion: Recursion as a design technique; implementation of recursion and its
relation to iteration; introduction to trees and graphs

* Introduction to distributed algorithms
» Software engineering: Building a medium sized system, in teams, with algorithmic
efficiency in mind

Units covered:

PF1  Fundamental programming constructs 2 core hours (of 9)
PF2  Algorithms and problem-solving 2 core hours (of 6)
PF3  Fundamental data structures 8 core hours (of 14)
PF4  Recursion 3 core hours (of 5)
PF5  Event-driven programming 2 core hours (of 4)
AL1  Basic algorithmic analysis 2 core hours (of 4)
AL2  Algorithmic strategies 2 core hours (of 6)
AL3  Fundamental computing algorithms 3 core hours (of 12)
PL1  Overview of programming languages 2 core hours
PL2  Virtual machines 1 core hour
PL4  Declarations and types 1 core hour (of 3)
PL5  Abstraction mechanisms 2 core hours (of 3)
PL6  Object-oriented programming 4 core hours (of 10)
HC1 Foundations of human-computer interaction 1 core hour (of 6)
SE1  Software design 2 core hours (of 8)
SE2  Using APIs 1 core hour (of 5)
SE5  Software requirements and specifications 1 core hour (of 4)
SE6  Software validation 1 core hour (of 3)
Notes:

This course builds on the foundation established by GSid tomplete a full year of
introductory programming. Because the first course has included more material on the
mechanics of object-oriented programming than is typical in an imperative-first
introduction, CS11@ can devote more time to issues of design and software engineering
along with the traditional coverage of data structures and algorithms.
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B.1.3 Functional-first

The functional-first approach exists only in the two-semester form. If the approach
proves popular, it may be appropriate to consider a three-semester implementation.

CS11E. Introduction to Functional Programming

Introduces the basic concepts of programming in the context of a functional language that
emphasizes algorithmic strategies over syntactic detail.

Prerequisitesnone

Syllabus:
» Overview of the history of computing

* Procedural abstraction: Simple functions; parameters and results; composition;
conditional expressions

* Recursion: The concept of recursion; recursive mathematical functions; simple
recursive procedures

» Data abstraction: List structure; hierarchical data; symbolic data; the importance of
data abstraction

» Algorithms and problem-solving: Problem-solving strategies; the role of algorithms in
the problem-solving process; implementation strategies for algorithms; debugging
strategies; the concept and properties of algorithms

» Algorithmic strategies: Brute-force algorithms; greedy algorithms; divide-and-
conquer; backtracking; numerical approximation algorithms

» Basic computability theory: Tractable and intractable problems; the existence of
noncomputable functions

» Basic computational complexity: Asymptotic analysis of upper and average
complexity bounds; big-O notation; standard complexity classes; empirical
measurements of performance

» Overview of programming languages: History of programming languages; brief survey
of programming paradigms; the role of language translation in the programming
process

* Evaluation strategies: Representing computation state; streams; lazy evaluation;
nondeterminism; the construction of an interpreter

* Machine level representation of data: Bits, bytes, and words; numeric data
representation and number bases; signed and twos-complement representations;
representation of nonnumeric data

Units covered:

DS5 Graphs and trees 3 core hours (of 4)
PF1  Fundamental programming constructs 3 core hours (of 9)
PF2  Algorithms and problem-solving 2 core hours (of 6)
PF3  Fundamental data structures 6 core hours (of 14)
PF4  Recursion 5 core hours

OS3  Concurrency 2 core hours (of 6)
AL1  Basic algorithmic analysis 2 core hours (of 4)
AL2  Algorithmic strategies 2 core hours (of 6)
AL3 Fundamental computing algorithms 4 core hours (of 12)
AL5  Basic computability 1 core hour (of 6)
PL1  Overview of programming languages 1 core hour (of 2)

PL4  Declarations and types 1 core hour (of 3)
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PL5
PL7
SP1
SE1
SE3

Abstraction mechanisms
Functional programming

History of computing

Software design

Software tools and environments

—-179 -

1 core hour (of 3)

4 hours (of 7)

1 core hour

1 core hour (of 8)
1 core hour (of 3)
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CS11%. Objects and Algorithms

Extends the foundation developed in CSitlencompass object-oriented programming
and design.

PrerequisitesCS11E

Syllabus:

» Fundamental programming constructs: Basic syntax and semantics of a higher-level
language; variables, types, expressions, and assignment; simple 1/O; conditional and
iterative control structures; functions and parameter passing; structured decomposition

* Object-oriented programming: Object-oriented design; encapsulation and information-
hiding; separation of behavior and implementation; classes, subclasses, and
inheritance; polymorphism; class hierarchies; collection classes and iteration protocols;
fundamental design patterns

 Fundamental data structures: Primitive types; arrays; records; strings and string
processing; pointers and references; linked structures; strategies for choosing the right
data structure

* Event-driven and concurrent programming: Event-handling methods; event
propagation; managing concurrency in event handling; exception handling

» Using APIs: API programming; class browsers and related tools; programming by
example; debugging in the API environment

» Algorithmic strategies: Brute-force algorithms; greedy algorithms; divide-and-
conquer; backtracking; heuristics

* Fundamental computing algorithms: Simple numerical algorithms; sequential and
binary search algorithms; sorting algorithms

» Virtual machines: The concept of a virtual machine; hierarchy of virtual machines;
intermediate languages; security issues arising from running code on an alien machine

» Fundamental techniques in graphics: Hierarchy of graphics software; using a graphics
API

» Software development methodology: Fundamental design concepts and principles;
structured design; testing and debugging strategies; test-case design; programming
environments; testing and debugging tools

Units covered:

PF1  Fundamental programming constructs

6 core hours (of 9)

PF2  Algorithms and problem-solving 1 core hour (of 6)
PF3  Fundamental data structures 5 core hours (of 14)
PF5  Event-driven programming 2 core hours (of 4)
AL2  Algorithmic strategies 2 core hours (of 6)
AL3 Fundamental computing algorithms 2 core hours (of 12)
PL1  Overview of programming languages 1 core hour (of 2)
PL2  Virtual machines 1 core hour

PL4  Declarations and types 2 core hours (of 3)
PL5  Abstraction mechanisms 2 core hours (of 3)
PL6  Object-oriented programming 8 core hours (of 10)
SE1  Software design 3 core hours (of 8)
SE2  Using APIs 2 core hours (of 5)
SE3  Software tools and environments 1 core hour (of 3)
SE5  Software requirements and specifications 1 core hour (of 4)
SE6  Software validation 1 core hour (of 3)
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B.1.4 Breadth-first

As outlined in Chapter 8, we propose two implementations of a breadth-first approach.
The first is simply to include an overview course (CS)dgefore a more conventional
programming sequence. The second is to expand the introductory curriculum into a
three-semester sequence (C3E0023-103) so that there is time for the additional
topics.

CS10@. Preview of Computer Science

Offers a broad overview of computer science designed to provide students with an
appreciation for and an understanding of the many different aspects of computer science.
Topics include discrete mathematics, an introduction to programming languages,
algorithmic problem solving, analysis of algorithmic complexity, basic concepts in
hardware, operating systems, networks, graphics, and an overview of the social context of
computing. No background in computer science is assumed or expected. The course is
intended for both students who expect to major or minor in computer science as well as
for those not planning on taking additional course work.

Prerequisitesnone

Syllabus:

» Mathematical preliminaries: Sets, functions, logic, proofs

» Algorithms: Definition, design, and implementation; introduction to classical
algorithms (sorting, searching, and pattern matching)

» Algorithmic analysis: Efficiency; asymptotic analysis; computational complexity; big-
O notation; polynomial vs. exponential growth; computability

» Hardware realizations of algorithms: Data representation; the von Neumann model of
computation; the fetch/decode/execute cycle; basic machine organization

* Programming fundamentals: Overview of programming fundamentals and object-
oriented design principles; brief introduction to a programming language that supports
the object-oriented paradigm

» Operating systems and virtual machines: Historical evolution of operating systems;
responsibilties of an operating system; basic components of an operating system

» Networking and computer graphics: Brief introduction to some of the basic concepts in
networking and computer graphics

» Social and professional issues: Social context of computing; responsibilities of
computing professionals

Units covered:

DS1 Functions, relations, and sets 2 core hours (of 6)
DS2 Basic logic 2 core hours (of 10)
PF1  Fundamental programming constructs 5 core hours (of 9)
PF2  Algorithms and problem-solving 3 core hours (of 6)
AL1 Basic algorithmic analysis 4 core hours

AL3 Fundamental computing algorithms 4 core hours (of 12)
AR6  Functional organization 4 core hours (of 7)
OS1 Overview of operating systems 2 core hours

OS2  Operating system principles 1 core hour (of 2)
NC1 Introduction to net-centric computing 2 core hours

NC2 Communication and networking 1 core hour (of 7)
PL6  Object-oriented programming 4 core hours (of 10)
GV1 Fundamental techniques in graphics 2 core hours

GV2 Graphic systems 1 core hour

SP2  Social context of computing 3 core hours
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Notes:

It is, of course, impossible to cover all of computer science within a single course. The
exact list of topics and their ordering will therefore vary based on the interests and
background of the instructor. At a minimum, an initial breadth-first course should
include a solid introduction to algorithms, some basic concepts in hardware and computer
organization, an exposure to abstraction and the virtual environments created by software,
a brief introduction to programming and software development, and a treatment of the
social, ethical, and professional issues that arise in the field. Beyond that, each instructor
should feel free to choose the specific topics covered, particularly in terms of the
treatment of modern computing applications. The sample syllabus includes about six
hours of material on networking and computer graphics, both important and rapidly
growing areas. It would, however, be appropriate to expand these topics or supplement
them with material on other important issues such as databases, artificial intelligence, and
distributed systems.

There are two important considerations in the design of a breadth-first introduction to
computer science. The first is to treat discrete mathematics not as a separate and
unrelated subject, but as a fully integrated component of the course. By doing so,
students will better understand and appreciate the importance of discrete mathematics to
our discipline. For example, Boolean logic could be introduced during a discussion of
programming language operators, counting methods could be presented during a
discussion of the efficiency of iterative algorithms, while recurrence relations are a
natural way to study the performance of recursive algorithms. The goal is for students to
be introduced to mathematical concepts within the context of their use in solving
important computing problems.

The second point is that the many disparate topics typically found in a breadth-first
course must be tied together into an integrated whole. Students must not see the course
as a collection of interesting but unrelated topics in a “if this is Tuesday it must be
computer organization” style. They should instead develop an appreciation for the
important relationships among the major subfields of computer science. This goal can be
achieved by demonstrating how each of the course topics utilizes earlier ideas and builds
on them to produce newer and more powerful abstractions. This type of “spiral”
approach, which reinforces, emphasizes, and builds on previous concepts, is an important
aspect to the success of such a course.
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CS10B.. Introduction to Computer Science

Presents a broad overview of computer science that integrates programming with discrete
mathematics, hardware fundamentals, algorithms, and computability.

Prerequisites: No programming or computer science experience is required. Students
should have sufficient facility with high-school mathematics to solve simple linear
equations and to appreciate the use of mathematical notation and formalism.

Syllabus:

» Discrete mathematics: Functions, relations, and sets; basic logic; proof techniques;
basics of counting; discrete probability

* Fundamental programming constructs: Basic syntax and semantics of a higher-level
language; variables, types, expressions, and assignment; simple 1/O; conditional and
iterative control structures; functions and parameter passing; structured decomposition

» Algorithms and problem-solving: Problem-solving strategies; the role of algorithms in
the problem-solving process; the concept and properties of algorithms

* Fundamental data structures: Primitive types; arrays; strings and string processing

 Recursion: The concept of recursion; recursive mathematical functions; divide-and-
conquer strategies

» Basic algorithmic analysis: Big “O” notation; standard complexity classes

* Fundamental computing algorithms: Simple numerical algorithms; sequential and
binary search algorithms; quadratic and O(n log n) sorting algorithms

» Basic computability: Finite-state machines; Turing machines; tractable and intractable
problems; uncomputable functions; the halting problem; implications of
uncomputability

» Overview of programming languages: History of programming languages

» Digital logic and digital systems: Overview and history of computer architecture;
fundamental building blocks; logic expressions

» History of computing
 Introduction to the social implications of computing

Units covered:
DS1 Functions, relations, and sets
DS2 Basic logic
DS3  Proof techniques
DS4  Basics of counting
DS6  Discrete probability
PF1  Fundamental programming constructs
PF2  Algorithms and problem-solving
PF3  Fundamental data structures
PF4  Recursion
AL1  Basic algorithmic analysis
AL3 Fundamental computing algorithms
AL5  Basic computability
AR1 Digital logic and digital systems
PL1  Overview of programming languages
PL3  Introduction to language translation

4 core hours (of 6)
5 core hours (of 10)
4 core hours (of 12)
3 core hours (of 5)
4 core hours (of 6)
3 core hours (of 9)
2 core hours (of 6)
2 core hours (of 14)
2 core hours (of 5)
1 core hour (of 4)
2 core hours (of 12)
1 core hour (of 6)
2 core hours (of 6)
1 core hour (of 2)
1 core hour (of 2)

PL4  Declarations and types 1 core hour (of 3)
SP1  History of computing 1 core hour
SP2  Social context of computing 1 core hour (of 3)
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Notes:

This course is the first of a three-semester sequence (€304-1038) that seeks to

offer a broad, integrated introduction to computer science, along the lines advocated by
the 1989 “Computing as a Discipline” report [Denning89] and Computing Curricula 1991
[Tucker91]. Each of the three courses in the sequence includes theory along with
programming, and a range of additional topics are introduced in each course in the
sequence.

As we note in Chapter 7, the breadth-first model has not enjoyed the success that its
proponents had envisioned. We believe, however, that part of the problem may have
come from trying to fit all these topics into too small a space. Given the expansion of
prorgamming-related material that must be covered in the introductory sequence, there
simply isn’t time to cover the broader concepts of the discipline at any depth in the
confines of the traditional two-semester sequence. As a result, most breadth-first courses
that exist today seem to be lead-ins to a more traditional programming sequence. This
model, which has several successful implementations, is outlined in the syllabus for
CS10®.

In the last few years, however, the two-semester introductory sequence has become
cramped even for the programming material. As a result, several institutions are moving
toward a three-semester introductory sequence. We endorse these efforts in section 7.7.3
and offer a sample implementation in CSA00rhe interesting question that this move
toward three-semester sequences brings up is whether the additional time makes a
breadth-first approach more viable.

The material presented in the CS&QI028-103 sequence is quite similar to that offered

in any of the traditional two-semester introductions and the CS115 discrete structures
class. The difference is the ordering of the material. In the breadth-first sequence,
mathematics is distributed throughout all three semesters and is more directly coupled to
the topics that use it. In this way, students will have a greater opportunity to appreciate
the connections between theory and practice.

A major danger of all breadth-first approaches lies in the fact that students tend to be far
more attracted by the programming material, which they see as exciting and empowering,
than they are to the more theoretical material. In this treatment, we have taken care to
include more programming in the first course than has sometimes been true of breadth-
first introductions. In the count of units, a third of the material in CS&i9Mirectly

related to programming and much of the rest can be presented so as to emphasize its
practical importance.

We recognize that this approach has not been tested and that it may therefore suffer from
the same modes of failure that plagued the earlier breadth-first attempts. We believe,
however, that the expansion to three semesters may help to address these problems. After
all, three-semester sequences—a breadth-first preliminary course followed by a two-
semester programming sequence—do exist and seem to be reasonably successful. The
advantage of the more integrated design is that students will be exposed to more
programming in the first course and more theory in the courses that follow.



CC2001 Computer Science volume —-185-
Final Report (December 15, 2001)

CS103. Algorithms and Programming Techniques

Provides an introduction to programming that builds on a broad introduction to the
computer science discipline.

PrerequisitesCS10B
Syllabus:

Discrete mathematics: Basic logic; proof techniques

Algorithms and problem-solving: Implementation strategies for algorithms; debugging
strategies

Fundamental programming constructs: Declaration models; garbage collection;
abstraction mechanisms; modules

Fundamental data structures: Arrays; records; strings and string processing; data
representation in memory; static, stack, and heap allocation; runtime storage
management; pointers and references

Object-oriented programming: Encapsulation and information-hiding; separation of
behavior and implementation; classes and subclasses; inheritance; polymorphism; class
hierarchies

Fundamental computing algorithms: Simple numerical algorithms; hash tables
Overview of programming languages: Brief survey of programming paradigms

Virtual machines: The concept of a virtual machine; hierarchy of virtual machines;
intermediate languages

Machine level representation of data: Bits, bytes, and words; numeric data
representation and number bases; fixed- and floating-point systems; signed and twos-
complement representations; representation of nonnumeric data; representation of
records and arrays

Assembly level machine organization: Basic organization of the von Neumann
machine; control unit; instruction fetch, decode, and execution

Introduction to net-centric computing: Background and history of networking and the
Internet; network architectures

Building a simple graphical user interface: Principles of graphical user interfaces; GUI
toolkits

Software engineering: Software design; software tools and environments; requirements
and specifications; software validation; testing and debugging strategies

Units covered:

DS2  Basic logic 5 core hours (of 10)
DS3  Proof techniques 2 core hours (of 12)
PF1  Fundamental programming constructs 5 core hours (of 9)
PF2  Algorithms and problem-solving 1 core hour (of 6)
PF3  Fundamental data structures 3 core hours (of 14)
PF4  Recursion 1 core hour (of 5)

PF5  Event-driven programming 1 core hour (of 4)
AL3  Fundamental computing algorithms 1 core hour (of 12)
AR1 Digital logic and digital systems 1 core hour (of 6)
AR2 Machine level representation of data 1 core hour (of 3)
AR3  Assembly level machine organization 1 core hour (of 9)
NC1 Introduction to net-centric computing 1 core hour (of 2)
PL1  Overview of programming languages 1 core hour (of 2)

PL2 Virtual machines 1 core hour
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PL4
PL5
PL6
HC1
HC2
SE1
SE3
SE5
SE6

Notes:

Declarations and types

Abstraction mechanisms

Object-oriented programming

Foundations of human-computer interaction
Building a simple graphical user interface
Software design

Software tools and environments

Software requirements and specifications
Software validation

—186 -

2 core hours (of 3)

2 core hours (of 3)

3 core hours (of 10)
1 core hour (of 6)
2 core hours

2 core hours (of 8)
1 core hour (of 3)
1 core hour (of 4)

1 core hour (of 3)

This course is the second of a three-semester sequence gD 03B) that seeks to
offer a broad, integrated introduction to computer science. The rationale for the design of
the sequence and suggestions for its implementation are given in the notes t8. CS101



CC2001 Computer Science volume —187 -
Final Report (December 15, 2001)

CS103. Principles of Object-Oriented Design

Offers students the opportunity to extend their understanding of object-oriented
programming by focusing on data structures, the interactions of algorithms and
programming, and the principles of object-oriented design.

PrerequisitesCS103

Syllabus:

» Discrete mathematics: functions, relations, and sets; proof techniques; solving
recurrence relations; mathematical properties of graphs and trees; discrete probability

* Fundamental programming constructs: Iterators and iteration models; recursion in data
structures

* Fundamental data structures: Implementation strategies for stacks, queues, hash tables,
graphs, and trees; strategies for choosing the right data structure

» Using APIs: API programming; class browsers and related tools; programming by
example; debugging in the API environment; introduction to component-based
computing

» Algorithmic analysis: Asymptotic analysis of upper and average complexity bounds;
identifying differences among best, average, and worst case behaviors; little “0,”
omega, and theta notation; empirical measurements of performance; time and space
tradeoffs in algorithms; using recurrence relations to analyze recursive algorithms

* Fundamental computing algorithms: Binary search trees; representations of graphs;
depth- and breadth-first traversals; shortest-path algorithms; transitive closure;
minimum spanning tree; topological sort

* Introduction to language translation: Comparison of interpreters and compilers;
language translation phases; machine-dependent and machine-independent aspects of
translation; parsing strategies

» Object-oriented programming: Object-oriented design; encapsulation and information-
hiding; separation of behavior and implementation; collection classes and iteration
protocols; internal representations of objects and method tables

» Overview of operating systems: Role and purpose of the operating system; history of
operating system development; functionality of a typical operating system

* Fundamental issues in intelligent systems: History of artificial intelligence;
philosophical questions; fundamental definitions; philosophical questions; modeling
the world; the role of heuristics

» Software engineering: Software design; object-oriented analysis and design; design for
reuse; design patterns; programming environments; testing tools

Units covered:

DS1 Functions, relations, and sets 2 core hours (of 6)
DS3  Proof techniques 3 core hours (of 12)
DS4  Basics of counting 2 core hours (of 5)
DS5 Graphs and trees 2 core hours (of 4)
DS6  Discrete probability 2 core hours (of 6)
PF1  Fundamental programming constructs 1 core hour (of 9)
PF3  Fundamental data structures 6 core hours (of 14)
PF4  Recursion 2 core hours (of 5)
AL1 Basic algorithmic analysis 2 core hours (of 4)
AL3  Fundamental computing algorithms 3 core hours (of 12)
OS1 Overview of operating systems 1 core hour (of 2)

PL3 Introduction to language translation 1 core hour (of 2)
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PL5  Abstraction mechanisms 1 core hour (of 3)
PL6  Object-oriented programming 5 core hours (of 10)
IS1 Fundamental issues in intelligent systems 1 core hour
IM1 Information models and systems 1 core hour (of 3)
SE1  Software design 2 core hours (of 8)
SE2  Using APIs 2 core hours (of 5)
SE3  Software tools and environments 1 core hour (of 3)
Notes:

This course is the third of a three-semester sequence (&304-103) that seeks to
offer a broad, integrated introduction to computer science. The rationale for the design of
the sequence and suggestions for its implementation are given in the notes t8. CS101
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B.1.5 Algorithms-first

The algorithms-first approach exists only in the two-semester form. If the approach
proves popular, it may be appropriate to consider a three-semester implementation.

CS11. Introduction to Algorithms and Applications

Introduces a two-part survey of computing applications and algorithmic principles. This
course introduces the range of algorithmic concepts and constructs, independent of any
particular programming language, together with a wide range of application software.
The follow-on course, CS1A2 begins the transfer of the conceptual foundation to an
executable programming context.

Prerequisitesnone

Syllabus:

» Background: History of technology and human thought, including technology as a
catalyst of paradigmatic change; history of computing

» Algorithms and problem-solving: Problem-solving strategies; the role of algorithms in
the problem-solving process; the concept and properties of algorithms; pseudocode
descriptions of algorithms

* Introduction to recursion: The concept of recursion; recursive mathematical functions;
simple recursive procedures; divide-and-conquer strategies

* Fundamental programming constructs: Variables, types, expressions, and assignment;
conditional and iterative control structures; abstraction using functions and procedures

 Fundamental data structures: Primitive types; arrays; records; the idea of type
abstraction

 Introduction to object-oriented programming: Object-oriented design; encapsulation
and information-hiding; separation of behavior and implementation; classes and
subclasses; inheritance; polymorphism

* Fundamental computing algorithms: Simple numerical algorithms; sequential and
binary search algorithms; sorting algorithms

e Basic algorithmic analysis: Introduction to computational complexity; identifying
differences among best, average, and worst case behaviors; big O notation; standard
complexity classes; empirical measurements of performance; time and space tradeoffs
in algorithms

» Basic computability: Tractable and intractable problems; uncomputable functions; the
halting problem; implications of uncomputability; the limits of computing

Units covered:

PF1  Fundamental programming constructs 9 core hours

PF2  Algorithms and problem-solving 3 core hours (of 6)
PF3  Fundamental data structures 6 core hours (of 14)
PF4  Recursion 3 core hours (of 5)
AL1 Basic algorithmic analysis 2 core hours (of 4)
AL2  Algorithmic strategies 2 core hours (of 6)
AL3  Fundamental computing algorithms 2 core hours (of 12)
AL5 Basic computability 1 core hour (of 6)
AL6  The complexity classes P and NP 1 hour

PL1  Overview of programming languages 1 core hour (of 2)
PL5  Abstraction mechanisms 2 core hours (of 3)

PL6  Object-oriented programming 4 core hours (of 10)
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SP1  History of computing 1 core hour

SE1  Software design 2 core hours (of 8)

SE5  Software requirements and specifications 1 core hour (of 4)
Notes:

This course has a three-part agenda:

1. It introduces key algorithmic concepts and constructs apart from any particular
programming language and without executable performance requirements. Students
learn to construct and analyze algorithms in the context of a pseudocode that is
executable only “by hand and mind.” This permits students to distinguish between
essential concepts/constructs and the features of any particular programming
language. The absence of execution requirements permits comparatively rapid
progress through the range of concepts and constructs essential to functional,
imperative, and object-oriented paradigms.

2. Concurrent with the first agenda item, it introduces students to essential computing
applications in order to (a) provide students with hands-on computing experience to
complement the “by hand and mind” approach of the first item, (b) explicate the
power of, and need for, abstraction in contexts other than traditional programming
contexts, and (c) provide students with a foundation in powerful abstraction-based
approaches to using such applications.

3. Subsequent to the first two agenda items, once students have experience in reasoned
algorithmic development, tracing, and analysis, the course’s lecture and project
agendas merge, providing an introduction to applying these concepts and constructs
in the context of a modern, production-quality programming environment.

The lecture-and-homework agenda emphasizes abstraction, algorithm construction and
algorithm analysis in the context of a non-executable pseudocode. The lab-and-project
agenda emphasizes the development of both application-use and programming skills,
with an focus on abstraction as a key component in the successful use of applications and
programming languages. The goal is to provide students with a broad foundation that

explicates essential algorithmic constructs and their effective use in a language-

independent way, thus preparing students for a fast-paced “Introduction to Programming”

in any of a variety of programming languages and paradigms.
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CS112. Programming Methodology

Builds on the foundation provided by CSaltb provide students with immersion in
programming experience and associated techniques, with a focus on the object-oriented
paradigm. Emphasis on effective software engineering practices, including incremental
development, systematic testing, and hypothesis-driven debugging of software artifacts.

PrerequisitesCS11h

Syllabus:
* Review of elementary programming and data structures

» Overview of programming languages: History of programming languages; brief survey
of programming paradigms; virtual machines

* Recursion: Divide-and-conquer strategies; recursive backtracking; game trees;
implementation of recursion

* Fundamental data structures: Strings and string processing; data representation in
memory; static, stack, and heap allocation; runtime storage management; pointers and
references; linked structures; implementation strategies for stacks, queues, and hash
tables; implementation strategies for graphs and trees; strategies for choosing the right
data structure

» Object-oriented programming: Review of basic concepts; object-oriented design; class
hierarchies; collection classes and iteration protocols; internal representations of
objects and method tables

» Event-driven programming: Event-handling methods; event propagation; exception
handling

* Introduction to language translation: Comparison of interpreters and compilers;
language translation phases; machine-dependent and machine-independent aspects of
translation

» Algorithmic strategies: Brute-force algorithms; greedy algorithms; divide-and-
conquer; backtracking; branch-and-bound; heuristics; pattern matching and string/text
algorithms; numerical approximation algorithms

» Fundamental computing algorithms: Hash tables; binary search trees; representations
of graphs; depth- and breadth-first traversals; shortest-path algorithms; transitive
closure; spanning trees; topological sort; heaps

* Fundamental techniques in graphics: Using a graphics API; graphical user interfaces

* Introduction to cryptography: Historical overview of cryptography; private-key
cryptography and the key-exchange problem; public-key cryptography; digital
signatures

» Software development methodology: Fundamental design concepts and principles;
structured design; testing and debugging strategies; test-case design; programming
environments; testing and debugging tools

Units covered:

PF3  Fundamental data structures 5 core hours (of 14)
PF4  Recursion 2 core hours (of 5)

PF5  Event-driven programming 3 core hours (of 4)
AL2  Algorithmic strategies 2 core hours (of 6)
AL3 Fundamental computing algorithms 4 core hours (of 12)
AL9  Cryptographic algorithms 2 hours

PL1  Overview of programming languages 1 core hour (of 2)

PL2 Virtual machines 1 core hour
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PL3 Introduction to language translation 2 core hours

PL4  Declarations and types 3 core hours

PL5  Abstraction mechanisms 1 core hour (of 3)

PL6  Object-oriented programming 4 core hours (of 10)

GV1 Fundamental techniques in graphics 2 core hours

SE1  Software design 2 core hours (of 8)

SE2  Using APIs 2 core hours (of 5)

SE3  Software tools and environments 2 core hours (of 3)

SE6  Software validation 1 core hour (of 3)

SE7  Software evolution 1 core hour (of 3)
Notes:

As specified in the description of CSkllstudents in that course are exposed to the
complete range of algorithmic concepts and constructs. This liberates the teaching-and-
learning agenda of the current course to focus on effective programming skills, including
systematic approaches to design, implementation, testing and debugging. It also permits
students to proceed more rapidly through this agenda than might otherwise be possible, as
they enter the course with a broad and appropriate conceptual foundation.

Transfer students who have had only a single CS course other thanaGfsd likely to

have difficulty in this course, as they will not likely have an adequate foundation. Except
in exceptional circumstances, they should be counseled to obtain a remedial foundation in
CS11k material prior to taking this course. Transfer students who have succeeded in
alternate versions of both CS111 and CS112 are likely to succeed in this course and to
appreciate its orientation to effective programming skills.
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B.1.6 Hardware-first

The hardware-first approach exists only in the two-semester form. If the approach proves
popular, it may be appropriate to consider a three-semester implementation.

CS11H. Introduction to the Computer

Offers a bottom-up introduction to the computer, beginning with bits and moving up the
conceptual hierarchy to higher-level languages.

Prerequisitesnone

Syllabus:
* Introduction: Brief history of computing; the components of a computing system

* Machine level representation of data: Bits, bytes, and words; numeric data
representation and number bases; signed and twos-complement representations;
fundamental operations on bits; representation of nonnumeric data

 Digital logic: Switching circuits; gates; memory

* Assembly level machine organization: Basic organization of the von Neumann
machine; control unit; instruction fetch, decode, and execution; instruction sets and
types; assembly/machine language programming; instruction formats

» Algorithms and problem-solving: Problem-solving strategies; the role of algorithms in
the problem-solving process; the concept and properties of algorithms

 Input and output: simple 1/O; files

» Overview of programming languages: History of programming languages; brief survey
of programming paradigms; the role of language translation in the programming
process

* Fundamental programming constructs: Basic syntax and semantics of a higher-level
language; variables, types, expressions, and assignment; simple 1/O; conditional and
iterative control structures; functions and parameter passing; structured decomposition

 Fundamental data structures: Primitive types; arrays; records; strings and string
processing; data representation in memory; pointers and references

« Recursion: The concept of recursion; recursive mathematical functions; simple
recursive procedures; implementation of recursion

» Software development methodology: Fundamental design concepts and principles;
structured design; testing and debugging strategies; test-case design; programming
environments; testing and debugging tools

Units covered:
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PF1
PF2
PF3
PF4
AL2
AL3
AL5
PL1
PL4
PL5
AR1
AR2
AR3
AR4
SP1
SE1
SE3
SE6

Fundamental programming constructs
Algorithms and problem-solving
Fundamental data structures
Recursion

Algorithmic strategies

Fundamental computing algorithms
Basic computability

Overview of programming languages
Declarations and types

Abstraction mechanisms

Digital logic and digital systems
Machine level representation of data
Assembly level machine organization
Memory system organization and architecture
History of computing

Software design

Software tools and environments
Software validation

~194 -

5 core hours (of 9)
2 core hours (of 6)
5 core hours (of 14)
5 core hours
2 core hours (of 6)
2 core hours (of 12)
1 core hour (of 6)
1 core hour (of 2)
1 core hour (of 3)
2 core hours (of 3)
3 core hours (of 6)
2 core hours (of 3)
2 core hours (of 9)
2 core hours (of 5)
1 core hour
2 core hours (of 8)
1 core hour (of 3)
1 core hour (of 3)
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CS1124. Object-Oriented Programming Techniques

Extends the foundation developed in CS11d encompass object-oriented programming
and algorithmic analysis.

PrerequisitesCS11H
Syllabus:

Review of programming concepts

Algorithms and problem-solving: Implementation strategies for algorithms; debugging
strategies

Object-oriented programming: Object-oriented design; encapsulation and information-
hiding; separation of behavior and implementation; classes, subclasses, and
inheritance; polymorphism; class hierarchies; collection classes and iteration protocols;
fundamental design patterns

Fundamental data structures: Static, stack, and heap allocation; runtime storage
management; linked structures; implementation strategies for stacks, queues, and hash
tables; implementation strategies for graphs and trees; strategies for choosing the right
data structure

Event-driven and concurrent programming: Event-handling methods; event
propagation; managing concurrency in event handling; exception handling

Using APIs: API programming; class browsers and related tools; programming by
example; debugging in the API environment

Basic algorithmic analysis: Asymptotic analysis of upper and average complexity
bounds; identifying differences among best, average, and worst case behaviors; big
“O,” little “0,” omega, and theta notation; standard complexity classes; empirical
measurements of performance; time and space tradeoffs in algorithms; using
recurrence relations to analyze recursive algorithms

Algorithmic strategies: Brute-force algorithms; greedy algorithms; divide-and-
conquer; backtracking; heuristics

Fundamental computing algorithms: Simple numerical algorithms; sequential and
binary search algorithms; sorting algorithms

Overview of programming languages: History of programming languages; brief survey
of programming paradigms; the role of language translation in the programming
process

Fundamental issues in language design: General principles of language design; design
goals; typing regimes; data structure models; control structure models; abstraction
mechanisms

Virtual machines: The concept of a virtual machine; hierarchy of virtual machines;
intermediate languages; security issues arising from running code on an alien machine

Introduction to language translation: Comparison of interpreters and compilers;
language translation phases; machine-dependent and machine-independent aspects of
translation; language translation as a software engineering activity

Basic computability theory: Tractable and intractable problems; the existence of
noncomputable functions

Fundamental techniques in graphics: Hierarchy of graphics software; using a graphics
API

Software design: Fundamental design concepts and principles; software architecture;
structured design; object-oriented analysis and design; component-level design; design
for reuse

Software tools and environments: Programming environments; testing tools
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Units covered:

PF1
PF2
PF3
PF5
AL1
AL2
AL3
PL1
PL2
PL4
PL5
PL6
SE1l
SE2
SE3
SE5

Fundamental programming constructs
Algorithms and problem-solving
Fundamental data structures
Event-driven programming

Basic algorithmic analysis

Algorithmic strategies

Fundamental computing algorithms
Overview of programming languages
Virtual machines

Declarations and types

Abstraction mechanisms
Object-oriented programming
Software design

Using APIs

Software tools and environments
Software requirements and specifications
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4 core hours (of 9)
1 core hour (of 6)
6 core hours (of 14)
2 core hours (of 4)
2 core hours (of 4)
2 core hours (of 6)
4 core hours (of 12)
1 core hour (of 2)
1 core hour
2 core hours (of 3)
1 core hour (of 3)
8 core hours (of 10)
2 core hours (of 8)
2 core hours (of 5)
1 core hour (of 3)
1 core hour (of 4)
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B.2 Other first-year courses
The courses in this section are arranged in numerical order.

CS105. Discrete Structures |

Introduces the foundations of discrete mathematics as they apply to computer science,
focusing on providing a solid theoretical foundation for further work. Topics include
functions, relations, sets, simple proof techniques, Boolean algebra, propositional logic,
digital logic, elementary number theory, and the fundamentals of counting.

PrerequisitesMathematical preparation sufficient to take calculus at the college level.

Syllabus:

 Introduction to logic and proofs: Direct proofs; proof by contradiction; mathematical
induction

* Fundamental structures: Functions (surjections, injections, inverses, composition);
relations (reflexivity, symmetry, transitivity, equivalence relations); sets (Venn
diagrams, complements, Cartesian products, power sets); pigeonhole principle;
cardinality and countability

» Boolean algebra: Boolean values; standard operations on Boolean values; de Morgan’s
laws

» Propositional logic: Logical connectives; truth tables; normal forms (conjunctive and
disjunctive); validity
+ Digital logic: Logic gates, flip-flops, counters; circuit minimization

» Elementary number theory: Factorability; properties of primes; greatest common
divisors and least common multiples; Euclid’s algorithm; modular arithmetic; the
Chinese Remainder Theorem

» Basics of counting: Counting arguments; pigeonhole principle; permutations and
combinations; binomial coefficients

Units covered:

DS1 Functions, relations, and sets 9 hours (6 core + 3)
DS2 Basic logic 5 core hours (of 10)
DS3  Proof techniques 4 core hours (of 12)
DS4  Basics of counting 9 hours (5 core + 4)
AR1 Digital logic and digital systems 3 core hours (of 6)
Elementary number theory 5 hours
Elective topics 5 hours
Notes:

This implementation of the Discrete Structures area (DS) divides the material into two
courses. CS105 covers the first half of the material and is followed by CS106, which
completes the core topic coverage. Because the material is stretched over two courses—
as opposed to CS115 which covers the material in a single course—many of the units are
given more coverage than is strictly required in the core. Similarly, the two-course
version includes additional topics, reducing the need to cover these topics in more
advanced courses, such as the introductory course in algorithmic analysis (CS210).

Although the principal focus is discrete mathematics, the course is likely to be more
successful if it highlights applications whose solutions require proof, logic, and counting.
For example, the number theory section could be developed in the context of public-key
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cryptography, so that students who tend to focus on the applications side of computer
science will have an incentive to learn the underlying theoretical material.
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CS106. Discrete Structures Il

Continues the discussion of discrete mathematics introduced in CS105. Topics in the
second course include predicate logic, recurrence relations, graphs, trees, matrices,
computational complexity, elementary computability, and discrete probability.

PrerequisitesCS105

Syllabus:
* Review of previous course

* Predicate logic: Universal and existential quantification; modus ponens and modus
tollens; limitations of predicate logic

* Recurrence relations: Basic formulae; elementary solution techniques

* Graphs and trees: Fundamental definitions; simple algorithms ; traversal strategies;
proof techniques; spanning trees; applications

» Matrices: Basic properties; applications
» Computational complexity: Order analysis; standard complexity classes

* Elementary computability: Countability and uncountability; diagonalization proof to
show uncountability of the reals; definition of the P and NP classes; simple
demonstration of the halting problem

» Discrete probability: Finite probability spaces; conditional probability, independence,
Bayes’ rule; random events; random integer variables; mathematical expectation

Units covered:

DS2 Basic logic 7 core hours (of 10)
DS3  Proof techniques 8 core hours (of 12)
DS5 Graphs and trees 4 core hours
DS6 Discrete probability 6 core hours
AL1  Basic algorithmic analysis 2 core hours (of 4)
AL5  Basic computability 3 core hours (of 6)
AL6  The complexity classes P and NP 2 hours

Matrices 3 hours

Elective topics 5 hours

Notes:

This implementation of the Discrete Structures area (DS) divides the material into two
courses: CS105 and CS106. For programs that wish to accelerate the presentation of this
material, there is also CS115, which covers the core topics in a single course. The two-
course sequence, however, covers some additional material that is not in the compressed
version, primarily in the Algorithms and Complexity area (AL). As a result, the
introductory course in algorithmic analysis (CS210) can devote more time to advanced
topics if an institution adopts the two-course implementation.

Like CS105, this course introduces mathematical topics in the context of applications that
require those concepts as tools. For this course, likely applications include transportation
network problems (such as the traveling salesperson problem) and resource allocation.



CC2001 Computer Science volume —200 -
Final Report (December 15, 2001)

CS115. Discrete Structures for Computer Science

Offers an intensive introduction to discrete mathematics as it is used in computer science.
Topics include functions, relations, sets, propositional and predicate logic, simple circuit
logic, proof techniques, elementary combinatorics, and discrete probability.

PrerequisitesMathematical preparation sufficient to take calculus at the college level.

Syllabus:

* Fundamental structures: Functions (surjections, injections, inverses, composition);
relations (reflexivity, symmetry, transitivity, equivalence relations); sets (Venn
diagrams, complements, Cartesian products, power sets); pigeonhole principle;
cardinality and countability

» Basic logic: Propositional logic; logical connectives; truth tables; normal forms
(conjunctive and disjunctive); validity; predicate logic; limitations of predicate logic;
universal and existential quantification; modus ponens and modus tollens

» Digital logic: Logic gates, flip-flops, counters; circuit minimization

» Proof techniques: Notions of implication, converse, inverse, contrapositive, negation,
and contradiction; the structure of formal proofs; direct proofs; proof by
counterexample; proof by contraposition; proof by contradiction; mathematical
induction; strong induction; recursive mathematical definitions; well orderings

 Basics of counting: Counting arguments; pigeonhole principle; permutations and
combinations; recurrence relations

» Discrete probability: Finite probability spaces; conditional probability, independence,
Bayes’ rule; random events; random integer variables; mathematical expectation

Units covered:

DS1 Functions, relations, and sets 6 core hours
DS2 Basic logic 10 core hours
DS3  Proof techniques 9 core hours (of 12)
DS4  Basics of counting 5 core hours
DS6  Discrete probability 6 core hours
AR1 Digital logic and digital systems 3 core hours (of 6)
Elective topics 1 hour
Notes:

This implementation of the Discrete Structures area (DS) compresses the core material
into a single course. Although such a strategy is workable, many institutions will prefer
to use two courses to cover this material in greater depth. For an implementation that
uses the two-course model, see the descriptions of CS105 and CS106.

CS120. Introduction to Computer Organization

Introduces the concept of computers and information systems by presenting the process
of computation as a hierarchy of virtual machines, beginning with the hardware and
moving upward through various levels of increasingly sophisticated software. This
course outlines the facilities provided by each virtual machine, along with the
mechanisms and software tools that lead to the realization of the hierarchy.

Prerequisitesnone

Syllabus:
» The fundamental elements of digital logic and their use in computer construction
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* Reqgister-level description of computer execution and the functional organization of a
computer

* Representation of data of different kinds
* The elements of machine- and assembly-language programming
» The role and function of programming languages and their associated libraries

* The role and function of an operating system (including networking and distributed
systems)

» Applications including description of the functionality of the relevant software (word
processors, databases, browsers, search engines, and so forth)

* Human-computer interaction and its importance for interface software

e Introduction to the World-Wide Web: Fundamentals of the web; browsers; search
engines; information retrieval; web-page construction

* Networked information: Information servers; newsgroups; search strategies;
information storage and retrieval; underlying principles.

* Intellectual property issues
Units covered:

AR2  Machine level representation of data 1 core hour (of 3)
AR3 Assembly level machine organization 3 core hours (of 9)
AR6  Functional organization 1 core hour (of 7)
OS2  Operating system principles 1 core hour (of 2)
NC1 Introduction to net-centric computing 1 core hour (of 2)
NC2 Communication and networking 4 core hours (of 7)
NC4 The web as an example of client-server computing 2 core hours (of 3)
PL3 Introduction to language translation 1 core hour (of 2)
HC1 Foundations of human-computer interaction 3 core hours (of 6)
HC2 Building a simple graphical user interface 2 core hours
HC3 Human-centered software evaluation 3 hours
HC4 Human-centered software development 3 hours
IS1 Fundamental issues in intelligent systems 1 core hour
IS2 Search and constraint satisfaction 2 core hours (of 5)
IM1 Information models and systems 2 core hours (of 3)
IM2  Database systems 1 core hour (of 3)
SP1  History of computing 1 core hour
SP2  Social context of computing 2 core hours (of 3)
SP4  Professional and ethical responsibilities 1 core hour (of 3)
SP6 Intellectual property 1 core hour (of 3)
Elective topics 4 hours
Notes:

Computer systems appear to be immensely complex. Yet when viewed as a hierarchy of
abstract (or virtual) machines, their construction takes on an elegance and sophistication
that illustrates vital aspects of the discipline of computer science. The purpose of this

course is to consider the various commonly understood virtual machines, to consider the
facilities and mechanisms provided by each virtual machine, and to consider the nature of
the mechanisms or software tools that lead to the realisation of the different levels in the

hierarchy.

In addressing this material there is a challenge in terms of ensuring that the material is
presented in a manner that is interesting and exciting. An up-to-date description of a
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computer system can help to set expectations and provide motivation for further study.
The treatment should recognize the importance not just of traditional data but also of
sound, video, and so forth.

Given the wide range of resources available via the World-Wide Web, there is enormous
scope for using this module to teach students a range of personal and transferable skills:
undergraduate research, presentational skills of various kinds, and so on. At the same
time, it is essential that students recognize there are problems in dealing with vast
volumes of information.

For their own purposes, students will need to be able to cope with a range of e-mail

messages of varying importance, documents or information for different classes, web site
references, software tools, case studies and illustrations, and so on. If properly and
carefully structured, these tools can be used to create environments for efficient and

effective operation. Thus, the material in this course should be of high value to students.

In more general terms, the same principles can be used to create environments with a
range of possible uses: learning, desk-top publishing, project management, information

retrieval and web searching, computer graphics and animation, developing computer

games, and so on. The principles outlined in this course should provide a framework for

these other areas.

CS130. Introduction to the World-Wide Web

Introduces students to the world of computer science through the World-Wide Web,
focusing on the techniques of web-page creation. No programming background is
required, although students will learn some programming through scripting languages.

Prerequisitesnone

Syllabus:

* Introduction to the Internet: Background and history of networking and the Internet;
overview of network architectures

» Communication and networking: Overview of network standards and protocols; circuit
switching vs. packet switching

 Introduction to the World-Wide Web: Web technologies; the HTML protocol; the
format of a web page; support tools for web site creation

* Multimedia data technologies: Sound and audio, image and graphics, animation and
video; input and output devices; tools to support multimedia development

* Interactivity on the web: Scripting languages; the role of applets

* Human-computer interaction: HCI aspects of web-page design; graphical user-
interface design

* Network management: Overview of the issues of network management; use of
passwords and access control mechanisms; domain names and name services; issues
for Internet service providers; security issues and firewalls;

» Compression and decompression: Analog and digital representations; overview of
encoding and decoding algorithms; lossless and lossy compression

* Network security: Fundamentals of cryptography; secret-key algorithms; public-key
algorithms; authentication protocols; digital signatures; examples

» Software tools and environments: Web-page development tools

* Intellectual property: Foundations of intellectual property;copyrights, patents, and
trade secrets; issues regarding the use of intellectual property on the web
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» Privacy and civil liberties: Ethical and legal basis for privacy protection; freedom of
expression in cyberspace; international and intercultural implications

Units covered:

NC1 Introduction to net-centric computing 2 core hours

NC2 Communication and networking 2 core hours (of 7)
NC3 Network security 3 core hours

NC4 The web as an example of client-server computing 3 core hours
NC5 Building web applications 3 hours

NC6 Network management 2 hours

NC7 Compression and decompression 3 hours

NC8 Multimedia data technologies 3 hours

HC5  Graphical user-interface design 2 hours

HC7 HCI aspects of multimedia systems 2 hours

SE3  Software tools and environments 2 core hours (of 3)
SP6 Intellectual property 2 core hours (of 3)
SP7 Privacy and civil liberties 2 core hours

Elective topics 9 hours
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B.3 Intermediate courses

Although the courses in this section are typically identified with thematic tracks—topics,
compressed, systems, and web-based—the course numbers are unique. This property
makes it useful to list these courses in numerical order. If the same course appears in
more than one track, all appropriate suffixes are shown.

CS21Qc,s,,w}. Algorithm Design and Analysis

Introduces formal techniques to support the design and analysis of algorithms, focusing
on both the underlying mathematical theory and practical considerations of efficiency.

Topics include asymptotic complexity bounds, techniques of analysis, algorithmic

strategies, and an introduction to automata theory and its application to language
translation.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115)

Syllabus:
* Review of proof techniques

» Basic algorithmic analysis: Asymptotic analysis of upper and average complexity
bounds; best, average, and worst case behaviors; big-O, lile-and & notation;
standard complexity classes; empirical measurements of performance; time and space
tradeoffs in algorithms; using recurrence relations to analyze recursive algorithms

* Fundamental algorithmic strategies: Brute-force; greedy; divide-and-conquer;
backtracking; branch-and-bound; heuristics; pattern matching and string/text
algorithms; numerical approximation

 Fundamental data structures: Implementation strategies for graphs and trees;
performance issues for data structures

» Graph and tree algorithms: Depth- and breadth-first traversals; shortest-path algorithms
(Dijkstra’s and Floyd’s algorithms); transitive closure (Floyd’s algorithm); minimum
spanning tree (Prim’s and Kruskal's algorithms); topological sort

» Automata theory: Finite-state machines; Turing machines; context-free grammars;
uncomputable functions; the halting problem; implications of uncomputability

* Introduction to language translation: Comparison of interpreters and compilers;
language translation phases; machine-dependent and machine-independent aspects of
translation; language translation as a software engineering activity

Units covered:

DS3  Proof techniques 3 core hours (of 12)
DS5 Graphs and trees 4 core hours

PF2  Algorithms and problem-solving 3 core hours (of 6)
PF3  Fundamental data structures 3 core hours (of 14)
PL3 Introduction to language translation 2 core hours

AL1 Basic algorithmic analysis 2 core hours (of 4)
AL2  Algorithmic strategies 6 core hours

AL3 Fundamental computing algorithms 6 core hours (of 12)
AL5  Basic computability 6 core hours

AL6  The complexity classes P and NP 2 hours

AL7  Automata theory 2 hours

Elective topics 1 hour
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Notes:

The topic of algorithmic analysis is central to much of computer science. The thrust of
this course is to explore and examine a range of algorithms that can be used to solve
practical problems. Each algorithm possesses strengths and weaknesses. Moreover, the
performance or any particular algorithm typically varies according to the size and nature
of the input data. Students need a thorough understanding of the tools of analysis in order
to select the right algorithm for the job.

Students are most receptive to the material presented in this course if they understand the
connections between theory and practice. To this end, instructors should try to find ways
to reinforce the theoretical topics through practical activity. It is also important for
instructors to provide compelling demonstrations of the enormous differences in running
time that can occur when algorithms have different complexity characteristics. The
importance of complexity measures must be made real.

Algorithmic animation can be a powerful tool toward getting students to understand both
the algorithms themselves and the associated complexity measures. Tools for creating
graphical animations of classical algorithms are widely available on the web. These tools
provide visible evidence of the complexity measures and thus reinforce the theoretical
results.

It is also possible to take a more formal approach to this topic that focuses on formal
specification of algorithms and proofs of correctness, possibly supported by appropriate
specification and verification tools. A more informal approach, however, is likely to
appeal to a wider spectrum of students.

Students who complete this course should be able to perform the following tasks:

» Explain the mathematical concepts used in describing the complexity of an algorithm.
» Select and apply algorithms appropriate to a particular situation.

» Employ one from a range of strategies leading to the design of algorithms to serve
particular purposes.

» Explain the trade-offs that exist between a range of algorithms that possess the same
functionality.
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CS22Qc,s,13. Computer Architecture

Introduces students to the organization and architecture of computer systems, beginning
with the standard von Neumann model and then moving forward to more recent
archictural concepts.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115)

Syllabus:

Digital logic: Fundamental building blocks (logic gates, flip-flops, counters, registers,
PLA); logic expressions, minimization, sum of product forms; register transfer
notation; physical considerations (gate delays, fan-in, fan-out)

Data representation: Bits, bytes, and words; numeric data representation and number
bases; fixed- and floating-point systems; signed and twos-complement representations;
representation of nonnumeric data (character codes, graphical data); representation of
records and arrays

Assembly level organization: Basic organization of the von Neumann machine; control
unit; instruction fetch, decode, and execution; instruction sets and types (data
manipulation, control, 1/0); assembly/machine language programming; instruction

formats; addressing modes; subroutine call and return mechanisms; I/O and interrupts

Memory systems: Storage systems and their technology; coding, data compression,
and data integrity; memory hierarchy; main memory organization and operations;
latency, cycle time, bandwidth, and interleaving; cache memories (address mapping,
block size, replacement and store policy); virtual memory (page table, TLB); fault
handling and reliability

Interfacing and communication: 1/0O fundamentals: handshaking, buffering,
programmed /O, interrupt-driven 1/O; interrupt structures: vectored and prioritized,
interrupt acknowledgment; external storage, physical organization, and drives; buses:
bus protocols, arbitration, direct-memory access (DMA); introduction to networks;
multimedia support; raid architectures

Functional organization: Implementation of simple datapaths; control unit: hardwired
realization vs. microprogrammed realization; instruction pipelining; introduction to
instruction-level parallelism (ILP)

Multiprocessor and alternative architectures: Introduction to SIMD, MIMD, VLIW,
EPIC; systolic architecture; interconnection networks; shared memory systems; cache
coherence; memory models and memory consistency

Performance enhancements: RISC architecture; branch prediction; prefetching;
scalability

Contemporary architectures: Hand-held devices; embedded systems; trends in
processor architecture
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Units covered:

AR1 Digital logic and digital systems 3 core hours (of 6)
AR2  Machine level representation of data 3 core hours
AR3  Assembly level machine organization 9 core hours
AR4  Memory system organization and architecture 5 core hours
AR5 Interfacing and communication 3 core hours
AR6  Functional organization 7 core hours
AR7  Multiprocessing and alternative architectures 3 core hours
AR8 Performance enhancements 3 hours
Contemporary architectures 2 hours
Elective topics 2 hours
Notes:

Differences in the internal structure and organization of a computer lead to significant
differences in performance and functionality, giving rise to an extraordinary range of
computing devices, from hand-held computers to large-scale, high-performance
machines. This course addresses the various options involved in designing a computer
system, the range of design considerations, and the trade-offs involved in the design
process.

A key issue in relation to this course is motivation. It is important to try to heighten the
motivation of both students and faculty into seeing hardware design as an increasingly
interesting, relevant, and challenging area. One approach is to include a significant
laboratory component with the course that gives students the opportunity to build their
own computer system. In doing so, they will come to appreciate the underlying issues at
a much greater level of detail. In addition, those students will experience a sense of
accomplishment in the hardware area similar to what most students describe when they
complete a significant software project.

Software tools can play an important role in this course, particularly when funding for a
hardware laboratory is not available. These tools include, for example, instruction set
simulators, software that will simulate cache performance, benchmark systems that will
evaluate performance, and so on.

Students who complete this course should be able to perform the following tasks:

» Write and debug simple programs using assembly code.

» Explain the principles underlying the design and development of computer systems for
a variety of purposes.

» Trace the influences of important computing developments (such as compiler
technology, networking, the web, multimedia, safety, security) on the architecture of
computer systems.

» Outline the architectural features of a modern computer system.
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CS221w. Architecture and Operating Systems
Presents a combined introduction to the concepts of architecture and operating systems.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115)

Syllabus:

» Digital logic and digital systems: Fundamental building blocks; logic expressions,
minimization, sum of product forms; register transfer notation; physical considerations

* Machine level representation of data: Bits, bytes, and words; numeric data
representation and number bases; fixed- and floating-point systems; signed and twos-
complement representations; representation of nonnumeric data; representation of
records and arrays

* Assembly level machine organization: Basic organization of the von Neumann
machine; control unit; instruction fetch, decode, and execution; instruction sets and
types; assembly/machine language programming; instruction formats; addressing
modes; subroutine call and return mechanisms; I/O and interrupts

* Memory system organization and architecture: Storage systems and their technology;
coding, data compression, and data integrity; memory hierarchy; main memory
organization and operations; latency, cycle time, bandwidth, and interleaving; cache
memories; virtual memory; fault handling and reliability

» Functional organization: Implementation of simple datapaths; control unit; instruction
pipelining; introduction to instruction-level parallelism

» Overview of operating systems: Role and purpose of the operating system; history of
operating system development; functionality of a typical operating system,;
mechanisms to support client-server models, hand-held devices; design issues;
influences of security, networking, multimedia, windows

* Operating system principles: Structuring methods; abstractions, processes, and
resources; concepts of application program interfaces; applications needs and the
evolution of hardware/software techniques; device organization; interrupts; concept of
user/system state and protection, transition to kernel mode

» Concurrency: dispatching and context switching; the role of interrupts; concurrent
execution; the “mutual exclusion” problem and some solutions

» Scheduling and dispatch: Preemptive and nonpreemptive scheduling; schedulers and
policies; processes and threads

« Memory management. Review of physical memory and memory management
hardware; overlays, swapping, and partitions; paging and segmentation; placement and
replacement policies; working sets and thrashing; caching

Units covered:

AR1 Digital logic and digital systems 3 core hours (of 6)
AR2 Machine level representation of data 3 core hours

AR3  Assembly level machine organization 9 core hours

AR4  Memory system organization and architecture 5 core hours
AR6  Functional organization 7 core hours

OS1 Overview of operating systems 2 core hours

OS2  Operating system principles 2 core hours

0OS3  Concurrency 2 core hours (of 6)
0S4  Scheduling and dispatch 2 core hours (of 3)

OS5 Memory management 5 core hours
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CS222v. Architectures for Networking and Communication

Presents those aspects of computer architecture that are central to communications and
networking.

PrerequisitesCS221v
Syllabus:

Distributed algorithms: Consensus and election; termination detection; fault tolerance;
stabilization

Interfacing and communication: 1/0 fundamentals; interrupt structures; external
storage, physical organization, and drives; buses; introduction to networks; multimedia
support; RAID architectures

Multiprocessing and alternative architectures: Introduction to SIMD, MIMD, VLIW,
EPIC; systolic architecture; interconnection networks; shared memory systems; cache
coherence; memory models and memory consistency

Architecture for networks and distributed systems: Introduction to LANs and WANS;
layered protocol design, ISO/OSI, IEEE 802; impact of architectural issues on
distributed algorithms; network computing; distributed multimedia

Concurrency: States and state diagrams; structures; dispatching and context switching;
the role of interrupts; concurrent execution; the “mutual exclusion” problem and some
solutions; deadlock; models and mechanisms; producer-consumer problems and
synchronization; multiprocessor issues

Scheduling and dispatch: Review of processes and scheduling; deadlines and real-time
issues

Real-time and embedded systems: Process and task scheduling; memory/disk
management requirements in a real-time environment; failures, risks, and recovery;
special concerns in real-time systems

Fault tolerance: Fundamental concepts; spatial and temporal redundancy; methods
used to implement fault tolerance; examples of reliable systems

System performance evaluation: Why system performance needs to be evaluated; what
Is to be evaluated; policies for caching, paging, scheduling, memory management,
security, and so forth; evaluation models; how to collect evaluation data

Scripting: Scripting and the role of scripting languages; basic system commands;
creating scripts, parameter passing; executing a script; influences of scripting on
programming

Units covered:

AL4  Distributed algorithms 3 core hours

AR5 Interfacing and communication 3 core hours

AR7  Multiprocessing and alternative architectures 3 core hours
AR9  Architecture for networks and distributed systems 5 hours

0OS3  Concurrency 4 core hours (of 6)
0S4  Scheduling and dispatch 2 core hours (of 3)
0OS9 Real-time and embedded systems 5 hours

OS10 Fault tolerance 5 hours

0OS11 System performance evaluation 4 hours

0OS12 Scripting 3 hours

Elective topics 3 hours
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CS225s,1}. Operating Systems

Introduces the fundamentals of operating systems design and implementation. Topics
include an overview of the components of an operating system, mutual exclusion and
synchronization, implementation of processes, scheduling algorithms, memory

management, and file systems.

PrerequisitesCS220

Syllabus:

* Overview: Role and purpose of operating systems; history of operating system
development; functionality of a typical operating system; design issues (efficiency,
robustness, flexibility, portability, security, compatibility)

» Basic principles: Structuring methods; abstractions, processes, and resources; design of
application programming interfaces (APIs); device organization; interrupts;
user/system state transitions

» Concurrency: The idea of concurrent execution; states and state diagrams;
implementation structures (ready lists, process control blocks, and so forth);
dispatching and context switching; interrupt handling in a concurrent environment

* Mutual exclusion: Definition of the “mutual exclusion” problem; deadlock detection
and prevention; solution strategies; models and mechanisms (semaphores, monitors,
condition variables, rendezvous); producer-consumer problems; synchronization;
multiprocessor issues

» Scheduling: Preemptive and nonpreemptive scheduling; scheduling policies; processes
and threads; real-time issues

« Memory management. Review of physical memory and memory management
hardware; overlays, swapping, and partitions; paging and segmentation; page
placement and replacement policies; working sets and thrashing; caching

» Device management: Characteristics of serial and parallel devices; abstracting device
differences; buffering strategies; direct memory access; recovery from failures

* File systems: Fundamental concepts (data, metadata, operations, organization,
buffering, sequential vs. nonsequential files); content and structure of directories; file
system techniques (partitioning, mounting and unmounting, virtual file systems);
memory-mapped files; special-purpose file systems; naming, searching, and access;
backup strategies

» Security and protection: Overview of system security; policy/mechanism separation;
security methods and devices; protection, access, and authentication; models of
protection; memory protection; encryption; recovery management

Units covered:

AL4  Distributed algorithms 3 core hours
OS1 Overview of operating systems 2 core hours
OS2  Operating system principles 2 core hours
OS3 Concurrency 6 core hours
0S4  Scheduling and dispatch 3 core hours
OS5 Memory management 5 core hours
0OS6  Device management 4 hours

OS7  Security and protection 4 hours

0S8  File systems 5 hours

0OS11 System performance evaluation 2 hours

Elective topics 4 hours
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CS228c,s}). Operating Systems and Networking

Introduces the fundamentals of operating systems together with the basics of networking
and communications.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115)

Syllabus:
 Introduction to event-driven programming

* Using APIs: API programming; class browsers and related tools; programming by
example; debugging in the APl environment

» Overview of operating systems: Role and purpose of the operating system; history of
operating system development; functionality of a typical operating system

* Operating system principles: Structuring methods; abstractions, processes, and
resources; concepts of application program interfaces; device organization; interrupts;
concepts of user/system state and protection

* Introduction to concurrency: Synchronization principles; the “mutual exclusion”
problem and some solutions; deadlock avoidance

* Introduction to concurrency: States and state diagrams; structures; dispatching and
context switching; the role of interrupts; concurrent execution; the “mutual exclusion”
problem and some solutions; deadlock; models and mechanisms; producer-consumer
problems and synchronization

» Scheduling and dispatch: Preemptive and nonpreemptive scheduling; schedulers and
policies; processes and threads; deadlines and real-time issues

* Memory management: Review of physical memory and memory management
hardware; overlays, swapping, and partitions; paging and segmentation; placement and
replacement policies; working sets and thrashing; caching

 Introduction to distributed algorithms: Consensus and election; fault tolerance

 Introduction to net-centric computing: Background and history of networking and the
Internet; network architectures; the range of specializations within net-centric
computing

* Introduction to networking and communications: Network architectures; issues
associated with distributed computing; simple network protocols; APIs for network
operations

* Introduction to the World-Wide Web: Web technologies; characteristics of web
servers; nature of the client-server relationship; web protocols; support tools for web
site creation and web management

* Network security: Fundamentals of cryptography; secret-key algorithms; public-key
algorithms; authentication protocols; digital signatures; examples
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Units covered:

PF5  Event-driven programming 2 core hours (of 4)

AL4  Distributed algorithms 3 core hours

OS1 Overview of operating systems 2 core hours

OS2  Operating system principles 2 core hours

OS3  Concurrency 6 core hours

0S4  Scheduling and dispatch 3 core hours

OS5 Memory management 5 core hours

NC1 Introduction to net-centric computing 2 core hours

NC2 Communication and networking 7 core hours

NC3 Network security 3 core hours

NC4 The web as an example of client-server computing 3 core hours

PL6  Object-oriented programming 2 core hours (of 10)
Notes:

Because this course includes a range of topics, CS226 is an example of a “crosscutting”
approach to designing a core. In a more traditional implementation of the core, an
institution might offer one course in operating systems and another in networks. There is,
however, a good deal of interplay between these topics. It therefore makes sense to
design a course that looks at these pieces of system software together, particularly since
the web is extremely appealing to students. Combining the operating system topics with
the discussion of networking helps motivate students and stimulates their thinking about
both the effect of the web on operating systems and the more general principles involved.

The issue of motivation is paramount in the design of the course. The area of operating
systems is often regarded as difficult for both students and faculty, but nonetheless
contains many ideas of relevance to all computer scientists. Faculty must ask themselves
how they can make operating systems relevant to undergraduates. This consideration
must drive the choice of approach to learning and teaching. To this end, students must
see these issues as related to the systems that they use. As an example, students might be
asked to consider the impact on the operating system of such developments as
networking, multimedia, security, and hand-held devices. Similarly, one could also ask
about the impact of other developments, such as the following:

* Playing music on a CD at the same time as using the computer

* Downloading TV pictures onto a window

» Docking systems or devices such as digital cameras and hand-held computers
» Client-server architectures

In pursuing any course on operating systems, students need to be made aware of the
wider relevance of many of the ideas. It is therefore useful to highlight the following
connections:

* The cache idea, while relevant at the hardware level, shows up again in the context of
the web and downloading material from web sites.

* The concepts that arise in the discussion of virtual memory come up again in the
development of virtual environments.

» The material on concurrency is relevant in the wider context of concurrent and parallel
programming.

* The material on resource allocation and scheduling features as a major component of
operations research.
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* Much of the course material is relevant to the design and construction of real-time and
dependable systems.

Students are likely to take a greater interest in operating systems if they see themselves as
working in the context of a real system rather than some highly simplified and more
abstract simulation. In this regard, the open-source movement has made an important
contribution to pedagogy in the operating systems area, because the source code for
several well-known operating systems is now available free of charge. These public-
domain resources make it easier to illustrate aspects of operating systems and can often
provide useful examples of how different systems implement particular features. It is
worth observing that many of the students are likely to be fired up with the idea of
installing Linux (for example) on their own machines.

Students who complete this course should be able to perform the following tasks:

» Summarize the principles underlying the design and construction of a typical operating
system, giving particular recognition to the wider applicability of the ideas and the
influences from such developments as high-level languages, networking, multimedia,
and security concerns.

» Use the facilities of the operating system to achieve a range of simple tasks, including
enhancing the functionality by integrating new software components.

 Identify the security issues associated with distributed web applications and be able to
suggest mechanisms leading to a resolution of these problems.
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CS23Qr,wy. Net-centric Computing

Introduces the structure, implementation, and theoretical underpinnings of computer
networking and the applications that have been enabled by that technology.

PrerequisitesCS222v or CS225

Syllabus:

» Communication and networking: Network standards and standardization bodies; the
ISO 7-layer reference model in general and its instantiation in TCP/IP; circuit
switching and packet switching; streams and datagrams; physical layer networking
concepts; data link layer concepts; Internetworking and routing; transport layer
services

* The web as an example of client-server computing: Web technologies; characteristics
of web servers; role of client computers; nature of the client-server relationship; web
protocols; support tools for web-site creation and web management; developing
Internet information servers; publishing information and applications

» Building web applications: Protocols at the application layer; principles of web
engineering; database-driven web sites; remote procedure calls; lightweight distributed
objects; the role of middleware; support tools; security issues in distributed object
systems; enterprise-wide web-based applications

* Network management. Review of the issues of network management; issues for
Internet service providers; security issues and firewalls; quality of service issues

« Compression and decompression: Review of basic data compression; audio
compression and decompression; image compression and decompression; video
compression and decompression; performance issues

* Multimedia data technologies: Review of multimedia technologies; multimedia
standards; capacity planning and performance issues; input and output devices; MIDI
keyboards, synthesizers; storage standards; multimedia servers and file systems; tools
to support multimedia development

* Wireless and mobile computing: Overview of the history, evolution, and compatibility
of wireless standards; the special problems of wireless and mobile computing; wireless
local area networks and satellite-based networks; wireless local loops ; mobile Internet
protocol; mobile aware adaption; extending the client-server model to accommodate
mobility; mobile data access; the software packages to support mobile and wireless
computing; the role of middleware and support tools; performance issues; emerging
technologies

Units covered:

PF5  Event-driven programming 2 core hours (of 4)
NC1 Introduction to net-centric computing 2 core hours

NC2 Communication and networking 7 core hours

NC3 Network security 3 core hours

NC4 The web as an example of client-server computing 3 core hours
NC5 Building web applications 8 hours

NC6 Network management 2 hours

NC7 Compression and decompression 3 hours

NC8 Multimedia data technologies 3 hours

NC9 Wireless and mobile computing 4 hours

PL6  Object-oriented programming 2 core hours (of 10)

Elective topics 1 hour
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CS24G. Programming Language Translation

Introduces the theory and practice of programming language translation. Topics include
compiler design, lexical analysis, parsing, symbol tables, declaration and storage
management, code generation, and optimation techniques.

PrerequisitesCS210, CS220
Syllabus:

Overview of programming languages: History of programming languages; brief survey
of programming paradigms; the role of language translation in the programming
process

Fundamental issues in language design: General principles of language design; design
goals; typing regimes; data structure models; control structure models; abstraction
mechanisms

Virtual machines: The concept of a virtual machine; hierarchy of virtual machines;
intermediate languages

Introduction to language translation: Comparison of interpreters and compilers;
language translation phases; machine-dependent and machine-independent aspects of
translation; language translation as a software engineering activity

Lexical analysis: Application of regular expressions in lexical scanners; hand-coded
vs. automatically-generated scanners; formal definition of tokens; implementation of
finite-state automata

Syntactic analysis: Formal definition of grammars; BNF and EBNF; bottom-up vs.
top-down parsing; tabular vs. recursive-descent parsers; error handling; automatic
generation of tabular parsers; symbol table management; the use of tools in support of
the translation process

Models of execution control: Order of evaluation of subexpressions; exceptions and
exception handling; runtime systems

Declaration, modularity, and storage management: Declaration models;
parameterization mechanisms; type parameterization; mechanisms for sharing and
restricting visibility of declarations; garbage collection

Type systems: Data type as set of values with set of operations; data types; type-
checking models; semantic models of user-defined types; parametric polymorphism;
subtype polymorphism; type-checking algorithms

Interpretation: Iterative vs. recursive interpretation; iterative interpretation of
intermediate code; recursive interpretation of a parse tree

Code generation: Intermediate and object code; intermediate representations;
implementation of code generators; code generation by tree walking; context-sensitive
translation; register use

Optimization: Machine-independent optimization; data-flow analysis; loop
optimizations; machine-dependent optimization

Units covered:

PL1  Overview of programming languages 2 core hours
PL2  Virtual machines 1 core hour
PL3 Introduction to language translation 2 core hours
PL8 Language translation systems 15 hours

PL9  Type systems 4 hours

Elective topics 16 hours
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Notes:

This course has two distinct but interrelated goals. First, it explores the theory of
language translation. Second, it shows how to apply this theory to build compilers and
interpreters, as well as compiler generators. It covers the building of translators both
from scratch and using compiler generators. In the process, the course also identifies and
explores the main issues of the design of translators.

As is the case in many computer science courses with a significant theoretical component,
visualization tools can improve the quality of lectures and serve as animated lecture
notes. The most useful kind of algorithm animations are those that show in a
synchronized way both an operational view and a conceptual view of the algorithm steps.

The construction of a compiler/interpreter is a necessary component of this course, so
students can obtain the necessary skills. Compiler programming projects, however, are
often problematic for the following reasons:

» The size of a compiler implementation is usually much larger than that of the projects
students have undertaken in earlier courses.

* Most compiler generators are tabular, which makes the resulting compiler more
difficult to debug.

The severity of these problems can be reduced by using declarative scanners and parser
generators that produce recursive-descent parsers.
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CS25@. Human-Computer Interaction

Presents a comprehensive introduction to the principles and techniques of human-
computer interaction.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115)

Syllabus:

Foundations of human-computer interaction: Motivation; contexts for HCI; human-
centered development and evaluation; human performance models; human
performance models; accommodating human diversity; principles of good design and
good designers; engineering tradeoffs; introduction to usability testing

Human-centered software evaluation: Setting goals for evaluation; evaluation without
users; evaluation with users

Human-centered software development: Approaches, characteristics, and overview of
process; functionality and usability; specifying interaction and presentation;
prototyping techniques and tools

Graphical user-interface design: Choosing interaction styles and interaction
techniques; HCI aspects of common widgets; HCI aspects of screen design; handling
human failure; beyond simple screen design; multi-modal interaction; 3D interaction
and virtual reality

Graphical user-interface programming: Dialogue independence and levels of analysis;
widget classes; event management and user interaction; geometry management; GUI
builders and Ul programming environments; cross-platform design

HCI aspects of multimedia systems: Categorization and architectures of information;
information retrieval and human performance; HCI design of multimedia information
systems; speech recognition and natural language processing; information appliances
and mobile computing

HCI aspects of collaboration and communication: Groupware to support specialized
tasks; asynchronous group communication; synchronous group communication; online
communities; software characters and intelligent agents

Units covered:

PF5  Event-driven programming 2 core hours (of 4)
HC1 Foundations of human-computer interaction 6 core hours

HC2 Building a simple graphical user interface 2 core hours

HC3 Human-centered software evaluation 5 hours

HC4 Human-centered software development 5 hours

HC5  Graphical user-interface design 6 hours

HC6  Graphical user-interface programming 3 hours

HC7 HCI aspects of multimedia systems 5 hours

HC8 HCI aspects of collaboration and communication 3 hours

PL6  Object-oriented programming 2 core hours (of 10)

Elective topics 1 hour
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CS255s,wy. Computer Graphics

Offers an introduction to computer graphics, which has become an increasingly important
area within computer science. Computer graphics, particularly in association with the
multimedia aspects of the World-Wide Web, have opened up exciting new possibilities
for the design of human-computer interfaces. The purpose of this course is to investigate
the principles, techniques, and tools that have enabled these advances.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115), linear algebra

Syllabus:

» Graphic systems: Raster and vector graphics systems; video display devices; physical
and logical input devices; issues facing the developer of graphical systems

* Fundamental techniques in graphics: Hierarchy of graphics software; using a graphics
API; simple color models; homogeneous coordinates; affine transformations; viewing
transformation; clipping

» Graphical algorithms: Line generation algorithms; structure and use of fonts;
parametric polynomial curves and surfaces; polygonal representation of 3D objects;
parametric polynomial curves and surfaces; introduction to ray tracing; image
synthesis, sampling techniques, and anti-aliasing; image enhancement

* Principles of human-computer interaction: Human-centered software development and
evaluation

» Graphical user-interface design: Choosing interaction styles and interaction
techniques; HCI aspects of interface design; dynamics of color; structuring a view for
effective understanding

» Graphical user-interface programming: Graphical widgets; event management and user
interaction; GUI builders and programming environments

» Computer animation: Key-frame animation; camera animation; scripting system;
animation of articulated structures; motion capture; procedural animation; deformation

» Multimedia techniques: Sound, video, and graphics; design of multimedia systems;
tools for multimedia development; virtual reality

Units covered:

AL10 Geometric algorithms 2 hours

HC2 Building a simple graphical user interface 2 core hours
HC3 Human-centered software evaluation 2 hours
HC4 Human-centered software development 2 hours
HC5 Graphical user-interface design 5 hours

HC6  Graphical user-interface programming 5 hours

GV1l Fundamental techniques in graphics 2 core hours
GV2 Graphic systems 1 core hour
GV3 Graphic communication 2 hours

GV4  Geometric modeling 3 hours

GV5 Basic rendering 3 hours

GV8 Computer animation 2 hours

GV10 Virtual reality 2 hours

IM13 Multimedia information and systems 4 hours

SE2  Using APIs 2 core hours (of 5)

Elective topics 1 hour
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Notes:

Computer graphics is extremely exciting to students and can serve as an excellent
motivator for students, particularly to the extent that the course structure offers students
the opportunity to create graphical systems. Although implementation must be a central
component of this course, it is equally important to emphasize the mathematical
underpinnings of the area, thereby reinforcing the relationship between theory and
practice.

Software tools play a particularly critical role in this course. While it is useful for
students to learn basic principles at an abstract level, it is also essential for them to have
exposure to sophisticated graphical libraries, which will vastly extend their ability to
construct interesting applications. In addition to programmer-oriented graphical APIs, it
may make sense to include other packages—multimedia tools, modeling languages,
virtual reality—in this course as well.

Students who complete this course should be able to perform the following tasks:

» Offer a meaningful critique of graphical and multimedia interfaces that incorporates an
understanding of the principles of HCI design.

* Apply the principles that underpin the design of graphics and multimedia systems.

» Describe the range of tools that can be used to support the development of graphical
and multimedia systems.

» Use existing graphics and multimedia packages to develop appropriate graphical
applications.
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CS26Qs,T}. Artificial Intelligence

Introduces students to the fundamental concepts and techniques of artificial intelligence
(Al).

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115)

Syllabus:

Fundamental issues in intelligent systems: History of artificial intelligence;
philosophical questions; fundamental definitions; philosophical questions; modeling
the world; the role of heuristics

Search and constraint satisfaction: Problem spaces; brute-force search; best-first
search; two-player games; constraint satisfaction

Knowledge representation and reasoning: Review of propositional and predicate logic;
resolution and theorem proving; nonmonotonic inference; probabilistic reasoning;
Bayes theorem

Advanced search: Genetic algorithms; simulated annealing; local search

Advanced knowledge representation and reasoning: Structured representation;
nonmonotonic reasoning; reasoning on action and change; temporal and spatial
reasoning; uncertainty; knowledge representation for diagnosis, qualitative
representation

Agents: Definition of agents; successful applications and state-of-the-art agent-based
systems; software agents, personal assistants, and information access; multi-agent
systems

Machine learning and neural networks: Definition and examples of machine learning;
supervised learning; unsupervised learning; reinforcement learning; introduction to
neural networks

Al planning systems: Definition and examples of planning systems; planning as
search; operator-based planning; propositional planning

Units covered:

IS1 Fundamental issues in intelligent systems 1 core hour
1S2 Search and constraint satisfaction 5 core hours
IS3 Knowledge representation and reasoning 4 core hours
1S4 Advanced search 6 hours

IS5 Advanced knowledge representation and reasoning 5 hours
IS6 Agents 3 hours

IS8 Machine learning and neural networks 5 hours

1S9 Al planning systems 5 hours

Elective topics 6 hours
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CS26w. Al and Information
Introduces the basics of artificial intelligence and information management.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115)

Syllabus:

Fundamental issues in intelligent systems: History of artificial intelligence;
philosophical questions; fundamental definitions; philosophical questions; modeling
the world; the role of heuristics

Search and constraint satisfaction: Problem spaces; brute-force search; best-first
search; two-player games; constraint satisfaction

Knowledge representation and reasoning: Review of propositional and predicate logic;
resolution and theorem proving; nonmonotonic inference; probabilistic reasoning;
bayes theorem

Advanced search: Genetic algorithms; simulated annealing; local search

Machine learning and neural networks: Definition and examples of machine learning;
supervised learning; learning decision trees; learning neural networks; learning belief
networks; the nearest neighbor algorithm; learning theory; the problem of overfitting;

unsupervised learning; reinforcement learning

Information models and systems: History and motivation for information systems;
information storage and retrieval; information management applications; information
capture and representation; analysis and indexing; search, retrieval, linking,
navigation; information privacy, integrity, security, and preservation; scalability,

efficiency, and effectiveness

Database systems: History and motivation for database systems; components of
database systems; DBMS functions; database architecture and data independence

Data modeling: Data modeling; conceptual models; object-oriented model; relational
data model

Relational databases: Mapping conceptual schema to a relational schema; entity and
referential integrity; relational algebra and relational calculus

Database query languages: Overview of database languages; SQL; query optimization;
QBE and 4th-generation environments; embedding non-procedural queries in a
procedural language; introduction to Object Query Language

Units covered:

IS1 Fundamental issues in intelligent systems 1 core hour
1S2 Search and constraint satisfaction 5 core hours
IS3 Knowledge representation and reasoning 4 core hours
1S4 Advanced search 3 hours

IS8 Machine learning and neural networks 3 hours

IM1  Information models and systems 3 core hours
IM2  Database systems 3 core hours
IM3  Data modeling 4 core hours

IM4  Relational databases 3 hours

IM5  Database query languages 3 hours

SP6 Intellectual property 1 core hour (of 3)

Elective topics 7 hours
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CS26Z. Information and Knowledge Management

Uses the idea of information as a unifying theme to investigate a range of issues in
computer science, including database systems, artificial intelligence, human-computer
interaction, multimedia system, and data communication.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115)

Syllabus:

» Information models and systems: History and motivation for information systems;
information storage and retrieval; information management applications; information
capture and representation; analysis and indexing; search, retrieval, linking,
navigation; information privacy, integrity, security, and preservation; scalability,
efficiency, and effectiveness

» Database systems: History and motivation for database systems; components of
database systems; DBMS functions; database architecture and data independence; use
of a database query language

» Data modeling: Data modeling; conceptual models; object-oriented model; relational
data model

* Relational databases: Mapping conceptual schema to a relational schema; entity and
referential integrity; relational algebra and relational calculus

» Search and constraint satisfaction: Problem spaces; brute-force search; best-first
search; two-player games; constraint satisfaction

» Knowledge representation and reasoning: Review of propositional and predicate logic;
resolution and theorem proving; nonmonotonic inference; probabilistic reasoning;
bayes theorem

* Foundations of human-computer interaction: Motivation; contexts for HCI; human-
centered development and evaluation; human performance models; human
performance models; accommodating human diversity; principles of good design and
good designers; engineering tradeoffs; introduction to usability testing

* Fundamental issues in intelligent systems: History of artificial intelligence;
philosophical questions; fundamental definitions; philosophical questions; modeling
the world; the role of heuristics

» Cryptographic algorithms: Historical overview of cryptography; private-key
cryptography and the key-exchange problem; public-key cryptography; digital
signatures; security protocols

 Introduction to compression and decompression: Encoding and decoding algorithms;
lossless and lossy compression

* Multimedia information and systems

* Intellectual property: Foundations of intellectual property; copyrights, patents, and
trade secrets; software piracy; software patents; transnational issues concerning
intellectual property

» Privacy and civil liberties: Ethical and legal basis for privacy protection; privacy
implications of massive database systems; technological strategies for privacy
protection; freedom of expression in cyberspace; international and intercultural
Implications
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Units covered:

AL9  Cryptographic algorithms 3 hours

NC7 Compression and decompression 2 hours

HC1 Foundations of human-computer interaction 4 core hours (of 6)

IS1 Fundamental issues in intelligent systems 1 core hour

1S2 Search and constraint satisfaction 5 core hours

IS3 Knowledge representation and reasoning 4 core hours

IM1 Information models and systems 3 core hours

IM2  Database systems 3 core hours

IM3  Data modeling 4 core hours

IM4  Relational databases 4 hours

IM13 Multimedia information and systems 2 hours

SP6 Intellectual property 3 core hours

SP7  Privacy and civil liberties 2 core hours
Notes:

Given that it addresses a mix of topics from such areas as databases, artificial
intelligence, and human-computer interaction, it is unlikely that courses like €S262
appear in existing curricula. We believe, however, that courses of this sort, which take a
unifying theme and use that to provide structure to an otherwise diverse set of topics,
provide a useful way to develop a “crosscutting core” that focuses on broad themes rather
than specific artifacts. In this case, the broad theme is that of the management,
representation, and manipulation of information. It addresses, for example, the entire
area of storing, retrieving, encoding, and managing information, whether for database
use, intelligent systems use, telecommunications, or graphics. It also addresses the social
and ethical issues related to information management, such as the ownership of
intellectual property and individual privacy rights.

More than the other courses in the compressed approach, €&2680om for a range of
interesting topics outside the core. This implementation, for example, includes such
topics as cryptography, compression, and multimedia, all of which fit the theme of
information management. Depending on the particular strengths of the faculty and the
interests of the students, other topics could be incorporated as well.
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CS270r. Databases
Introduces the concepts and techniques of database systems.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115)

Syllabus:

Information models and systems: History and motivation for information systems;
information storage and retrieval; information management applications; information
capture and representation; analysis and indexing; search, retrieval, linking,
navigation; information privacy, integrity, security, and preservation; scalability,

efficiency, and effectiveness

Database systems: History and motivation for database systems; components of
database systems; DBMS functions; database architecture and data independence

Data modeling: Data modeling; conceptual models; object-oriented model; relational
data model

Relational databases: Mapping conceptual schema to a relational schema; entity and
referential integrity; relational algebra and relational calculus

Database query languages: Overview of database languages; SQL; query optimization;
4th-generation environments; embedding non-procedural queries in a procedural
language; introduction to Object Query Language

Relational database design: Database design; functional dependency; normal forms;
multivalued dependency; join dependency; representation theory

Transaction processing: Transactions; failure and recovery; concurrency control

Distributed databases: Distributed data storage; distributed query processing;
distributed transaction model; concurrency control; homogeneous and heterogeneous
solutions; client-server

Physical database design: Storage and file structure; indexed files; hashed files;
signature files; b-trees; files with dense index; files with variable length records;
database efficiency and tuning

Units covered:

HC1 Foundations of human-computer interaction 2 core hours (of 6)
IM1  Information models and systems 3 core hours
IM2  Database systems 3 core hours
IM3  Data modeling 4 core hours
IM4  Relational databases 5 hours

IM5  Database query languages 4 hours

IM6  Relational database design 4 hours

IM7  Transaction processing 3 hours

IM8  Distributed databases 3 hours

IM9  Physical database design 3 hours
SP6 Intellectual property 3 core hours
SP7  Privacy and civil liberties 2 core hours

Elective topics 1 hour
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CS27%. Information Management

The task of organizing large volumes of information of potentially different kinds is a
daunting one. Typically, resolution of the associated problems depends on the use of an
underlying database technology, often involving networking. This course addresses both
the technical and social issues involved.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115), CS120
Syllabus:

* Overview of information management: History and motivation for information
systems; common problems of information management; the business perspective

» Social issues in information technology: Intellectual property; computer crime;
privacy; security and civil liberties; the need for a legal and ethical framework;
guidelines for computer use

* Introduction to database systems: History and motivation for database systems;
components of database systems; DBMS functions; database architecture and data
independence; use of a database query language; the relational model

« Building databases: Underlying methodology; database query languages; particular
database issues

* Information systems to serve particular purposes: Intranets and extranets; the
information retrieval problem

» Design and development of information systems: Database design; relational database
design; life-cycle issues

» Security and control issues: Overview of problems and standard solutions; database
integrity; transactions; the role of encryption

» Evaluation of information systems

Units covered:

IM1  Information models and systems 2 core hours (of 3)
IM2  Database systems 2 core hours (of 3)
IM3  Data modeling 4 core hours
IM4  Relational databases 5 hours
IM5  Database query languages 5 hours
IM6  Relational database design 2 hours
IM7  Transaction processing 3 hours
IM11 Information storage and retrieval 2 hours
IM13 Multimedia information and systems 2 hours
IM14 Digital libraries 2 hours
SP2  Social context of computing 1 core hour (of 3)
SP3  Methods and tools of analysis 2 core hours
SP4  Professional and ethical responsibilities 2 core hours (of 3)
SP5 Risks and liabilities of computer-based systems 1 core hour (of 2)
SP6 Intellectual property 2 core hours (of 3)
SP7  Privacy and civil liberties 2 core hours
Elective topics 1 hour
Notes:

The material for this class builds on the work of earlier classes, in particular £5140
The focus of the course is on the decisions that need to be made about how best to
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manage complex information and how to store it in a manner that ensures ease of
retrieval, with a simple and natural conceptual framework.

With the development of any information system, there will be imperatives of various
kinds. One important one is the business or commercial perspective. Accordingly, this
course can be used as a vehicle for introducing students to the world of business and
commerce and to the imperatives—including the ethical ones—that operate in this
environment. But ultimately there will be an underlying life-cycle model with a
requirements phase, a specification phase, a design phase, a development phase, as well
as validation and verification phases. Ideas from human computer interaction and
networking will also be relevant. Students need to be exposed to these ideas to convey
the notion of a disciplined and considered approach to the development of these systems.

At some level, all information systems depend on database technology. Many other
issues, however, also come into play including human factors and the dynamics of the
World-Wide Web. Examples of good practice can be made available by exposing
students to suitable web sites and to suitable digital libraries.

Students typically respond positively and responsibly to instances of computer disasters
and malpractice. Such illustrations and case studies can be used as a vehicle to engender
an appreciation of the importance of a study of social and ethical issues. Indeed, it is vital
to have an approach which ensures that students understand the importance and relevance
of this topic.

In the wider environment of the university, ideas from this course can be reinforced by
appealing to other sets of rules to which students must adhere. These systems of rules
provide living examples of the discipline that must be practiced within laboratories and
the management practices that should be associated with the running of computer systems
by support staff.

Students who complete this course should be able to perform the following tasks:

» Describe the different business and other imperatives (including legal and ethical) that
influence the development of information systems, and this includes the requirements
of remote access.

» Apply the basic principles of database technology.

» Explain the potential of distributed information management systems and the problems
such systems entail.

» |ldentify common security and control mechanisms associated with information
management and be able to apply these mechanisms effectively.

» Justify the need for codes of conduct and a legal framework for computer use.

» Give examples of several computing applications that raise sensitive legal and ethical
concerns.
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CS280r. Social and Professional Issues

Introduces students to the social and professional issues that arise in the context of
computing.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112)

Syllabus:

» History of computing: Prehistory—the world before 1946; history of computer
hardware, software, networking; pioneers of computing

» Social context of computing: Introduction to the social implications of computing;
social implications of networked communication; growth of, control of, and access to
the Internet; gender-related issues; international issues

» Methods and tools of analysis: Making and evaluating ethical arguments; identifying
and evaluating ethical choices; understanding the social context of design; identifying
assumptions and values

» Professional and ethical responsibilities: Community values and the laws by which we
live; the nature of professionalism; various forms of professional credentialing and the
advantages and disadvantages; the role of the professional in public policy;
maintaining awareness of consequences; ethical dissent and whistle-blowing; codes of
ethics, conduct, and practice; dealing with harassment and discrimination; “Acceptable
use” policies for computing in the workplace

* Risks and liabilities of computer-based systems: Historical examples of software risks;
implications of software complexity; risk assessment and management

 Intellectual property: Foundations of intellectual property; copyrights, patents, and
trade secrets; software piracy; software patents; transnational issues concerning
intellectual property

» Privacy and civil liberties: Ethical and legal basis for privacy protection; privacy
implications of massive database systems; technological strategies for privacy
protection; freedom of expression in cyberspace; international and intercultural
Implications

» Computer crime: History and examples of computer crime; “Cracking” and its effects;
viruses, worms, and Trojan horses; crime prevention strategies

» Economic issues in computing: Monopolies and their economic implications; effect of
skilled labor supply and demand on the quality of computing products; pricing
strategies in the computing domain; differences in access to computing resources and
the possible effects thereof

» Philosophical frameworks: Philosophical frameworks, particularly utilitarianism and
deontological theories; problems of ethical relativism; scientific ethics in historical
perspective; differences in scientific and philosophical approaches
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Units covered:

SP1  History of computing 1 core hour
SP2  Social context of computing 3 core hours
SP3  Methods and tools of analysis 2 core hours
SP4  Professional and ethical responsibilities 3 core hours
SP5 Risks and liabilities of computer-based systems 2 core hours
SP6 Intellectual property 3 core hours
SP7  Privacy and civil liberties 2 core hours
SP8  Computer crime 3 hours
SP9  Economic issues in computing 2 hours
SP10 Philosophical frameworks 2 hours
Elective topics 17 hours
Notes:

A computer science program can incorporate social and professional issues into the
curriculum in many different ways. In many ways, the ideal approach is to include
discussion of this material in a wide variety of courses so that students have the chance to
consider these issues in the context of each technical area. Unfortunately, this strategy
sometimes fails to have the desired effect. Unless faculty members commit to give this
material serious consideration, social and professional issues are often given low priority
in the context of other courses, to the sometimes wind up being left out altogether in the
press to cover more traditional material.

To ensure that students have a real opportunity to study this material, many departments
choose to devote an entire course to social and professional issues. Programs that adopt
this strategy must make sure that they make the material relevant to students by
discussing these issues in the context of concrete examples that arise in computer science.
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CS290r. Software Development

Provides an intensive, implementation-oriented introduction to the software-development
techniques used to create medium-scale interactive applications, focusing on the use of
large object-oriented libraries to create well-designed graphical user interfaces. Topics
include event-driven programming, computer graphics, human-computer interaction
(HCI), and graphical user interfaces.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), discrete structures (CS106 or CS115)

Syllabus:

» Event-driven programming: Event-handling methods; event propagation; managing
concurrency in event handling; exception handling

» Using application programmer interfaces (APIs): APl programming; class browsers
and related tools; programming by example; debugging in the api environment;
component-based computing

» Computer graphics: Raster and vector graphics systems; video display devices;
physical and logical input devices; issues facing the developer of graphical systems

 Introduction to human-computer interaction (HCI): Motivation and context; human-
centered development and evaluation; human performance models; accommodating
human diversity; principles of good design and good designers; engineering tradeoffs;
introduction to usability testing

* Human-centered software evaluation: Setting goals for evaluation; evaluation
strategies

* Human-centered software development: Approaches, characteristics, and overview of
process; prototyping techniques and tools

» Graphical user interfaces (GUIs): Graphical APIs; choosing interaction styles and
interaction techniques; HCI aspects of graphical design (layout, color, fonts, labeling);
geometry management; programming environments for creating GUIs

» Software development techniques: Object-oriented analysis and design; component-
level design; software requirements and specifications; prototyping; characteristics of
maintainable software; software reuse; team management; project scheduling

Units covered:

PF5  Event-driven programming
HC1 Foundations of human-computer interaction

4 core hours
6 core hours

HC2 Building a simple graphical user interface 2 core hours

HC3 Human-centered software evaluation 1 hour

HC4 Human-centered software development 1 hour

HC5 Graphical user-interface design 3 hours

HC6 Graphical user-interface programming 3 hours

GV1l Fundamental techniques in graphics 2 core hours

GV2  Graphic systems 1 core hour

SE1  Software design 2 core hours (of 8)
SE2  Using APIs 3 core hours (of 5)
SE3  Software tools and environments 2 core hours (of 3)
SE5  Software requirements and specifications 2 core hours (of 4)
SE6  Software validation 1 core hour (of 3)
SE7  Software evolution 2 core hours (of 3)
SE8  Software project management 2 core hours (of 3)

Elective topics

3 hours
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CS29%k. Software Development and Systems Programming

Extends the ides of software design and development from the introductory programming
sequence to encompass the problems encountered in large-scale programs. Topics
include software engineering techniques for programming in the large, advanced issues in
object-oriented prorgamming, design patterns, client-server computing, and principles of
interface design.

Prerequisites: introduction to computer science (any implementation of CS103 or
CS112), CS219

Syllabus:

» Large-system engineering: Separate compilation; design issues; verification and
validation; integrating components; documentation

» Advanced issues in object-oriented programming: Modularity; storage management;
parallelism; event-centered programming; common design patterns; software reuse

» Client-server computing: Software support needed for client and server
iImplementation; varieties of server structures; strategies for client-server design; tools
for client-server system development; middleware

* The web as an example of client-server computing: Web technologies; characteristics
of web servers; role of client computers; the applet concept; web protocols; support
tools for web site creation and web management; publishing information and
applications; performance issues

 Introduction to human-computer interaction (HCI): Human-centered software design
and evaluation; relevant psychological and cognitive background theory; user
modeling; teachability and learnability concerns

» Principles of HCI design: Building interactive systems; guidelines for interface design;
illustrations of good and bad examples of interface design; tools and classes that
support interface design; metrics

» Graphical user-interface design: Choosing interaction styles and interaction
techniques; HCI aspects of common widgets; HCI aspects of screen design; special
problems associated with color, sound, video, and multimedia

Units covered:

PF3  Fundamental data structures 6 core hours (of 14)
PF5  Event-driven programming 4 core hours

NC4 The web as an example of client-server computing 2 core hours (of 3)
HC1 Foundations of human-computer interaction 3 core hours (of 6)
HC3 Human-centered software evaluation 2 hours

HC4 Human-centered software development 2 hours

HC5  Graphical user-interface design 2 hours

HC6  Graphical user-interface programming 2 hours

PL6  Object-oriented programming 4 core hours (of 10)
SE1  Software design 2 core hours (of 8)
SP5  Risks and liabilities of computer-based systems 1 core hour (of 2)
SE2 Using APIs 3 core hours (of 5)

SE4  Software processes 1 core hour (of 2)
SE5  Software requirements and specifications 2 core hours (of 4)
SE6  Software validation 2 core hours (of 3)
SE7  Software evolution 1 core hour (of 3)

SE8  Software project management 1 core hour (of 3)



CC2001 Computer Science volume —-231 -
Final Report (December 15, 2001)

Notes:

An important stage in the education of a good software developer consists of making the
transition from programming-in-the-small to programming-in-the-large. The purpose of
this course is to bridge that gap by enabling students to develop large programs in well
defined stages. In the process, this course explores the requirements at each stage of the
development along with various issues of quality control. In the practical component of
the course, students learn to appreciate the range of facilities that a typical object-oriented
language offers and to apply sound approaches to software design in the large-system
environment.

Moving from programming-in-the-small to programming-in-the-large, however, is not
straightforward. Students need to be provided with a range of reasonable illustrations and
examples for them to attempt. In the syllabus presented here, those illustrations are
drawn from net-centric computing and user-interface design. Other possibilities,
however, exist as well. For example, courses designed to introduce programming-in-the-
large might be based on e-commerce, groupware, or other kinds of sophisticated
application servers. In every case, it is important to emphasize the importance of
complexity management by showing how large tasks can be broken down into smaller
tasks that can often be addressed through the selection of appropriate algorithms. In this
way, students see the relevance of earlier course work, including the study of algorithms
and complexity.

With the transition to larger systems, the quality of the user interface becomes

increasingly vital, because the interface has a significant bearing on the usability of

software. This course therefore includes a study of the basic principles of human-

computer interaction (HCI). While human-computer interaction can be seen as a subject
in its own right or interpreted as an aspect of software engineering, there is merit in

taking the former view, since the basic ideas will be relevant in many contexts. An

understanding of these same principles provides essential insight into the design and
development of other software systems including web sites, multimedia systems, and so
forth.

A useful starting point in the study of HCI consists of having students evaluate interfaces
of various kinds, making sure that they are exposed to both good and bad practice.
Ultimately, however, the students must demonstrate their understanding of the principles
by designing an interface of some sophistication. An important aspect of the practical
component of HCI lies in exposing students to state-of-the-art software that supports such
development, including special-purpose tools and class libraries to support interface
development. The laboratory aspect of this course can also benefit from the use of design
languages and associated tools.

Students who complete this course should be able to perform the following tasks:

» Apply guidelines for the design of application software and user interfaces.

» Apply the principles of program design (involving the design and development of a
range of objects) to the construction of a significant piece of software, justifying the
design decisions made at each stage and addressing the relevant quality issues.

* Identify the basic techniques that result in efficient and effective ways of building large
software systems and be able to use those techniques in practice.

» Discuss the power and potential of net-centric computing, including both the technical
issues involved and the range of software needed to exploit this technology.

* Apply the principles associated with the design and development to a range of web
applications.
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* Outline the theories that underpin the design and development of human-computer
interfaces.

* Assess in a systematic fashion the quality of the interfaces in a range of software
systems.
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CS292c,w}. Software Development and Professional Practice

Combines a range of topics integral to the design, implementation, and testing of a
medium-scale software system with the practical experience of implementing such a
project as a member of a programmer team. In addition to material on software
engineering, this course treats also includes material on professionalism and ethical
responsibilities in software development and human-computer interaction.

PrerequisitesCS22@ and CS26@, or CS22% and CS25®¢

Syllabus:

* Event-driven programming: Event-handling methods; event propagation; exception
handling

» Foundations of human-computer interaction: Human-centered development and
evaluation; human performance models; accommodating human diversity; principles
of good design and good designers; engineering tradeoffs; introduction to usability
testing

» Using APIs: API programming; class browsers and related tools; programming by
example; debugging in the API environment; introduction to component-based
computing

» Building a simple graphical user interface: Principles of graphical user interfaces; GUI
toolkits

» Graphic systems: Raster and vector graphics systems; video display devices; physical
and logical input devices; issues facing the developer of graphical systems

» Software processes: Software life-cycle and process models; process assessment
models; software process metrics

» Software requirements and specifications: Requirements elicitation; requirements
analysis modeling techniques; functional and nonfunctional requirements; prototyping;
basic concepts of formal specification techniques

» Software design: Fundamental design concepts and principles; design patterns;
software architecture; structured design; object-oriented analysis and design;
component-level design; design for reuse

» Software validation: Validation planning; testing fundamentals, including test plan
creation and test case generation; black-box and white-box testing techniques; unit,
integration, validation, and system testing; object-oriented testing; inspections

+ Software evolution: Software maintenance; characteristics of maintainable software;
reengineering; legacy systems; software reuse

» Software project management: Team management; project scheduling; software
measurement and estimation techniques; risk analysis; software quality assurance;
software configuration management; project management tools

» Social context of computing: Introduction to the social implications of computing;
social implications of networked communication; growth of, control of, and access to
the Internet; gender-related issues; international issues

* Methods and tools of analysis: Making and evaluating ethical arguments; identifying
and evaluating ethical choices; understanding the social context of design; identifying
assumptions and values

» Professional and ethical responsibilities: Community values and the laws by which we
live; the nature of professionalism; various forms of professional credentialing and the
advantages and disadvantages; the role of the professional in public policy;
maintaining awareness of consequences; ethical dissent and whistle-blowing; codes of
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ethics, conduct, and practice; dealing with harassment and discrimination; “Acceptable

use” policies for computing in the workplace

* Risks and liabilities of computer-based systems: Historical examples of software risks;

—234-

implications of software complexity; risk assessment and management

Units covered:

PF5
HC1
HC2
GVl
GVv2
SP2
SP3
SP4
SP5
SE1l
SE2
SE3
SE4
SE5
SE6
SE7
SES8

Event-driven programming

Foundations of human-computer interaction
Building a simple graphical user interface
Fundamental techniques in graphics
Graphic systems

Social context of computing

Methods and tools of analysis

Professional and ethical responsibilities
Risks and liabilities of computer-based systems
Software design

Using APIs

Software tools and environments

Software processes

Software requirements and specifications
Software validation

Software evolution

Software project management

2 core hours (of 4)
2 core hours (of 6)
2 core hours
2 core hours
1 core hour
3 core hours
2 core hours
3 core hours
2 core hours
4 core hours (of 8)
3 core hours (of 5)
1 core hour (of 3)
2 core hours
3 core hours (of 4)
2 core hours (of 3)
3 core hours
3 core hours
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B.4 Advanced courses

The CC2001 Task Force has decided not to include in the printed report full descriptions

of the advanced courses unless those courses are part of one of the curricular tracks
Instead, we plan to create web pages for these courses, which
will be accessible from the CC2001 web page. A list of the advanced courses we propose

described in Chapter 8.
appears in Figure B-4.

Figure B-4. Advanced courses by area
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Discrete Structures (DS)
CS301. Combinatorics
CS302. Probability and Statistics
CS303. Coding and Information Theory

Computational Science (CN)
CS304. Computational Science
CS305. Numerical Analysis
CS306. Operations Research
CS307. Simulation and Modeling
CS308. Scientific Computing
CS309. Computational Biology

Algorithms and Complexity (AL)
CS310. Advanced Algorithmic Analysis
CS311. Automata and Language Theory
CS312. Cryptography
CS313. Geometric Algorithms
CS314. Parallel Algorithms

Architecture and Organization (AR)
CS320. Advanced Computer Architecture
CS321. Parallel Architectures
CS322. System on a Chip
CS323. VLSI Development
CS324. Device Development

Operating Systems (OS)
CS325. Advanced Operating Systems

CS326. Concurrent and Distributed Systems

CS327. Dependable Computing
CS328. Fault Tolerance
CS329. Real-Time Systems

Net-Centric Computing (NC)
CS330. Advanced Computer Networks
CS331. Distributed Systems
CS332. Wireless and Mobile Computing
CS333. Cluster Computing
CS334. Data Compression
CS335. Network Management
CS336. Network Security
CS337. Enterprise Networking
CS338.

Programming Languages (PL)
CS340. Compiler Construction
CS341. Programming Language Design
CS342. Programming Language Semantics
CS343. Programming Paradigms
CS344. Functional Programming
CS345. Logic Programming
CS346. Scripting Languages

Programming for the World-Wide Web

Human-Computer Interaction (HC)
CS350.
CS351.
CS352.
CS353.
CS354.

Graphics and Visual Computing (GV)
CS355.
CS356.
CS357.
CS358.
CS359.

Intelligent Systems (IS)
CS360.

CS361

. Automated Reasoning
CS362.
CS363.
CS364.
CS365.
CS366.
CS367.
CS368.
CS369.

Information Management (IM)
CS370.
CS371.
CS372.
CS373.
CS374.
CS375.
CS376.
CS377.

Social and Professional Issues (SP)
CS380.
CS381.
CS382.
CS383.
CS384.
CS385.
CS386.

Software Engineering (SE)
CS390.
CS391.
CS392.
CS393.
CS394.
CS395.
CS396.
CS397.
CS398.

Human-Centered Design and Evaluation
Graphical User Interfaces

Multimedia Systems Development
Interactive Systems Development
Computer-Supported Cooperative Work

Advanced Computer Graphics
Computer Animation
Visualization

Virtual Reality

Genetic Algorithms

Intelligent Systems

Knowledge-Based Systems
Machine Learning

Planning Systems

Natural Language Processing
Agents

Robotics

Symbolic Computation
Genetic Algorithms

Advanced Database Systems
Database Design

Transaction Processing
Distributed and Object Databases
Data Mining

Data Warehousing

Multimedia Information Systems
Digital Libraries

Professional Practice

Social Context of Computing
Computers and Ethics
Computing Economics
Computer Law

Intellectual Property

Privacy and Civil Liberties

Advanced Software Development
Software Engineering

Software Design

Software Engineering and Formal Specifica
Empirical Software Engineering
Software Process Improvement
Component-Based Computing
Programming Environments
Safety-Critical Systems

fion
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B.5 Project courses

As we discuss in section 9.3, we believe that it is critical for all undergraduates to
complete a significant team project as part of their undergraduate program. In some
cases, this experience may be integrated into existing courses, such as those in software
engineering. In other cases, however, it is appropriate to offer standalone project courses
that allow students to integrate the many concepts and skills they have learned as
undergraduates in the context of a significant project.

The curriculum descriptions in this report refer to two different implementations of a
project course. The firstis

CS490. Capstone Project

which provides a one-semester capstone experience. The second is the two-semester
sequence

CS491. Capstone Project |
CS492. Capstone Project Il

which makes it possible for students to complete a much more ambitious project over the
course of a full year.

The design of these courses will vary greatly from institution to institution. In some
programs, the project course may include lectures, particularly if the earlier courses do
not cover the full set of required units in the core. In any event, we expect that any
project course will provide coverage of some of the material from the body of knowledge,
as illustrated in the following table:

HC1 Foundations of human-computer interaction 2 core hours (of 6)

HC5 Graphical user-interface design 2 hours

HC6 Graphical user-interface programming 2 hours

SE1  Software design 4 core hours (of 8)

SE2  Using APIs 3 core hours (of 5)

SE3  Software tools and environments 3 core hours

SE4  Software processes 2 core hours

SE5  Software requirements and specifications 2 core hours (of 4)

SE6  Software validation 3 core hours

SE7  Software evolution 2 core hours (of 3)

SE8  Software project management 3 core hours
Team management 2 hours
Communications skills 2 hours

Regardless of whether these topics are covered in lecture or are simply acquired in the
completion of the work, the focus of the course must remain on the project, which gives
students the chance to reinforce through practice the concepts they have learned earlier in
a more theoretical way.
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Abstract

With the exponentially growing amount of information available on the Internet,
the task of retrieving documents of interest has become increasingly difficult.
Search engines usually report more than 1,500 hits, and out of the top twenty
results, only one half turn out to be relevant to the user. One reason for this is
that Web queries are in general very short and give an incomplete specification of

individual users’ information needs.

This thesis is exploring ways of incorporating users’ interests into the search
process to improve the results. The user profiles are structured as a concept
hierarchy of 4,400 nodes. These are populated by “watching over a user’s shoulder”

while he is surfing. No explicit feedback is necessary.

The obtained profiles are shown to converge and to reflect the actual interests
quite well. One possible deployment of these profiles is investigated: re-ranking
and filtering search results. The increases in performance are moderate, but they
are noticeable, and they show that fully automatic creation of large hierarchical

user profiles is possible.
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Chapter 1

Introduction

As of March 1999, the Internet provides about 165 million users worldwide! with
every imaginable type of information. In general, people have two ways to find
the data they are looking for: they can search, and they can browse. Search
engines index some of the documents on the Internet and allow users to enter
some keywords to retrieve documents that contain these keywords. Browsing is
usually done by clicking through a hierarchy of subjects until the area of interest
has been reached. The corresponding node then provides the user with links to
related websites. The search and browsing algorithms are essentially the same for

all users.

It is unlikely that 165 million people are so similar in their interests that one
approach to searching or browsing, respectively, fits all needs. Indeed, in terms
of searching, about one half of all retrieved documents have been reported to be
irrelevant [8]. Every user knows how time consuming and error-prone it is to

locate specific information.

Laccording to Nua Internet Surveys, www.nua.ie/surveys
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CHAPTER 1. INTRODUCTION 6

The main problem is that there is too much information available, and that
keywords are rarely an appropriate means of locating the information in which a
user is interested.

Presumably, information retrieval will be more effective if individual users’ id-
iosyncrasies are taken into account. This way, an effective personalization system
could decide autonomously whether or not a user is interested in a specific web-
page and, in the negative case, prevent it from being displayed. Or, the system
could navigate through the Web on its own and notify the user if it found a page

or site of presumed interest.

This thesis studies ways to model a user’s interests and shows how these models
- also called profiles - can be deployed for more effective information retrieval and
filtering.

A system is developed that “watches over the shoulder” of a user while he is
surfing the Web. A user profile will be created over time by analyzing surfed pages
to identify their content and by associating that content with the length of the
document and the time that was spent on it. When pages about certain subjects
are visited again and again, this could be an indication for the user’s interest in
that subject. Except for the act of surfing, no user interaction with this system

will be necessary.

If such a profile accurately reflects a user’s interest, it can be of tremendous
advantage for the user. Imagine a recommendation service that would automat-
ically notify you if new websites, books, or articles have been published. Other
users with a similar profiles could recommend items to you. If an expert with very

specific skills is needed, a query for those skills could be matched against avail-
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CHAPTER 1. INTRODUCTION 7

able profiles. In addition, the profiles could be used for re-ranking and filtering
search results. This is the focus of this thesis: Once the user profiles are gathered
(in fact, they never stop being gathered), they are used to re-rank search results,
hopefully putting personally relevant items on top of the result list. They also
help to identify documents that are most probably not interesting to the user and

that should therefore be excluded from the result list.

This thesis shows that it is possible to build a system that learns a user’s
interests without any explicit user feedback. This seems important since in the
author’s opinion, users are unlikely to frequently answer questions “Did you find
that page relevant?” - they tend to annoy the user. It is shown how these
profiles can be used to achieve search performance improvements. The increases

in performance are small, but they are noticeable, and they are a first step.

Several approaches to personalization have been investigated. After giving an
overview of the theoretical and practical context of this thesis in the remainder of
this chapter, these different approaches are discussed in some depth in chapter 2.
Chapter 3 explains how exactly the profiles are obtained. Several approaches are
suggested and thoroughly evaluated. These profiles are then used for re-ranking
and filtering in chapter 4. Different re-ranking and filtering mechanisms are de-
veloped, discussed and evaluated. It turns out that performance improvements
with the automatically created profiles are possible. Chapter 5 summarizes the
ideas and results of this thesis.

Appendix A contains additional information on profile convergence, and ap-

pendix B contains a concise description of the implementation.
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1.1. BACKGROUND 8

1.1 Background

This section first briefly reviews some basic notions in information retrieval. The
second part consists of a description of the OBIWAN project which forms the

framework for the presented personalization system.

1.1.1 Information Retrieval: The Vector Space Model

Information retrieval is concerned with retrieving data that match certain (user-
defined) criteria. Examples are finding documents that match a given query (a
list of words) or determining similarities between documents for clustering or

categorization purposes.

The most obvious way of finding documents with respect to a given query is
to simply look for documents that contain words that are also contained in the
query. This is what most local search services on websites (i.e., sites that index
their own pages) do by performing a grep-like command on the set of available
documents. The number of matches (words that occur in both the query and a
document) is used to rank the search results. This basic model does not take into
account different word frequencies, nor is there an obvious way to determine the

similarity between documents.

In the vector space model [48], documents are represented as vectors of key-
words. Given a set of documents which together contain n different keywords,
each query or document is represented as an n-dimensional vector where each
component corresponds to one keyword in the collection. The motivation for this

representation is that there is a natural means of comparing two vectors: the an-
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1.1. BACKGROUND 9

gle, or inverse cosine of the dot product, between these two vectors. The smaller
the angle is, the more similar are the two vectors - and therefore the documents

they represent.

In the Boolean vector space model, the entries of the vectors are either 1 or
0, depending on whether or not the keyword associated with this entry occurs in
the document represented by the vector. Obviously, this model does not take into
account word frequencies. Assuming that terms with high occurrence frequen-
cies describe the content of a document better than terms with low occurrence
frequencies, the Boolean vector space model appears to be too coarse.

This problem can be circumvented by incorporating word frequencies in the
model. One could simply divide the number of occurrences of a given keyword in
a given document by the total number of words in this document and use these
word frequencies as elements of the vector. However, there is a drawback with
this approach: If the collection of documents is concerned with “apples”, the word
“apple” will probably occur many times in each document, and is therefore not
suited to represent the content of the document precisely. Consider an application
that asks for the content of a given document: An algorithm based on the above
approach would probably assign the topic “apple” to all documents. But since
the collection of documents consists of nothing but documents on apples, there is

no real discrimination between the documents.

The solution to this problem is based on “punishing” terms that occur too
often. The elements of the vectors that represent documents consist hence of a
combination of term frequencies and some inverse of the overall frequency of this

particular term. This ensures that terms that occur often in a document, but not
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too often in the collection of documents, get the highest weights.

To be more precise, the term frequency of term ?; in document dj, tf,;, is

defined as

if ;; = occurrences of i; in d;.

The inverted document frequency of a term #; in a collection D of documents,

idf ;, is typically defined as

idf, = log number of documents in D

number of documents in D that contain term ¢;

These factors are then combined to calculate the if-idf weight of every term
in every document. The weight of term ¢; in document d;, w;; is defined as their

product:

In order not to retrieve long documents in preference to short ones, these

weights are normalized as

Wi
T
\/ Ztiedj Wi;

If D contains m documents, and these documents together contain n different

Wi5 =

terms, then there are m m-dimensional vectors with their respective w;; entries,

where 7 ranges from 1 to n, and j ranges from 1 to m.
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Clearly, queries can be represented in a very similar way. The set of documents
in this case consists of 1 “document”, namely the query. It is essential though
that the query is also represented as a vector with the same dimension as the

document vectors in the document collection of interest.

If d; and d; are document vectors? with ¢f - idf weight components, the
similarity sim(d;,d2) of these two documents is expressed as the cosine of the

angle between the two document vectors:

sim _ d, - d2 _ Z?:l dl(i) -d2 (7')
(dy,d2) dy ||~ dz || \/EL d,(i)2- >0, d2(i)27

where n is the number of different terms in a given collection of documents, and

di(7) addresses the ith component of vector dy.

Alternative approaches to document representation [48] include probabilistic
models, fuzzy set models, and n-grams.

It is common practice [12] to exclude words which do not carry any information
when isolated. Examples are “and”, “or”, “has”, and “why”.

Sometimes words are “stemmed” [12] before the weight vectors are calculated.
This means that common suffixes such as “ing”, “e”, or “ation” are removed
- “personalize”, “personalizing”, and “personalization” all become “personaliz”.
The reason for this is that if a user wants to find all documents on “personaliza-
tion agents”, he will probably also be interested in documents on “personalizing”

agents. Some Internet search engines such as AltaVista require the user to take

care of this by providing wildcards in the queries.

2one of which can, of course, be a query vector
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1.1.2 The OBIWAN project

The exponentially growing number of webpages available on the Internet make
it unlikely that centralized information services will provide users with relevant
up-to-date information. There are basically two ways of “information services”:

browsing services, and searching services:

o Browsing services typically maintain a hierarchy of subjects, or ontology. By
starting at the root subject, the user can navigate through this tree until
the subject of interest is found. Top level nodes typically include broad
categories such as “Economics”, “Arts”, “Music” or “Sports”, and bottom
level subjects can be very narrow, for instance “Orthic Dark Gray Cher-
nozemic Soil”.®> Examples for browsing ontologies can be found at major
search engines such as www.yahoo.com, or at the virtual WWW library,

www.vlib.org.

e Search services typically let the user enter one or more keywords. A given
database — about roughly 30% of all available pages on the Web in the case
of AltaVista, or all known Java JDK 1.2 bugs in the case of one section of
Sun’s JavaSoft site — is then searched, and the results are returned to the

user.

These services tend to be centralized in the sense that an index of the database
is stored on one centralized server which processes all requests.

Clearly, there are problems with this approach. In the case of Internet search or
browsing services, the wealth of information is simply growing too fast for accurate

mirroring, and the databases will eventually become problematically large.

3In this case, the path from the root (the WWW Virtual Library, www.vlib.org) is: Science
- Earth Science - Forestry - Soils and Substrates - Soil profiles of Canada - Chernozemic order
- Orthic Dark Gray Chernozemic Soil.
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OBIWAN’s (Ontology Based Informing Web Agent Navigation? [59]) approach
is to distribute the various information sources. The idea is similar to Web rings®
[22]: Websites are clustered into regions. The clustering criterion may be geo-
graphical location (e.g., all websites in Kansas), content (e.g., all sites related to
Canadian soil), specific quality criteria (e.g., speed of growth), or combinations
thereof. Regions may overlap. They are clustered into super regions, and super

regions can be grouped into hyper regions, etc., building a hierarchy of regions.

Local information retrieval

Searching and browsing on a local basis (i.e., one particular site) is done by using
a hierarchy of concepts. The information retrieval process for regions is described
in the next paragraph.

The hierarchy of concepts, or rather ontology, is based on a publicly accessible
browsing hierarchy. In this case, the Magellan® hierarchy has been mirrored,
which is comprised of approximately 4,400 nodes. The nodes of the ontology are
labelled with the names of the nodes in the browsing hierarchy. The semantics
of the edges of this hierarchy are not specified; in most cases, they correspond to
a specialization relation (super-/subconcept). Figure 1.1 shows an excerpt from
this hierarchy.

Each node of the browsing hierarchy is associated with a set of documents
which are used to represent the content of this node. All of the documents for a

node (in the experiments, 10 documents per node) are merged into a superdocu-

4www.ittc.ukans.edu/obiwan
Se.g., www.webring.org
Smagellan.excite.com
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4062 Sports
4248 Recreation

4314 Water-Sports

4315 Boating
4316 Boat-Manufacturers
4317 Boat-Shows

4326 Yacht-Clubs

4327 Canoeing

4328 Fishing

4329 Fishing-Links
4330 Fishing-Locations---International
4331 Fishing-Locations---North-America

4337 The-Tackle-Shop
4338 Hydroplane-Racing
4339 Kayaking

Figure 1.1: Excerpt from the Magellan Ontology

ment. The #f idf weights (see section 1.1.1) for the superdocument are calculated
to yield a single vector which describes this specific node. These vectors are

precalculated using an indexing process.

A website can be characterized with respect to this “standard” ontology (nodes
consisting of labels and their content in form of weighted keyword vectors). Each
webpage for a specific site is spidered, and its if-idf weights are calculated. The
webpage vector is then compared with the ontology node vectors to locate the
top matching node(s) or categories. [59] contains a detailed discussion of the
algorithm as well as a comparison with other classification approaches.

The characterization process adds the similarity weights for the top nodes

PUM 0068146



1.1. BACKGROUND 15

across all pages for a specific website. This yields a weighted ontology that relates

nodes in the ontology to

e weights representing the degree of how much the content of the site can be

described by this particular subject, and to

e documents of this site that are related to this subject (i.e., qualitatively)
together with the a measurement of how much the content of each document

is described by this subject node (i.e., quantitatively).

This categorization process may be done regularly, e.g. once a week or a day,

to ensure that the site characterization remains up to date.

Browsing this site is done by clicking on the nodes of the standard ontology,
i.e., the subject hierarchy, which results in displaying the pages of the site that
correspond to that subject, together with a measurement of how much they are
related to that subject. This clickable hierarchy may also be visualized in three

dimensions [16].

Top search a site, all of its documents indexed (with no regard to the charac-
terization). Documents are retrieved by choosing the maximum ¢f-idf values of all

documents for the query terms (or rather the sum over all query terms).

Figure 1.2 graphically represents local information retrieval. The personaliza-
tion module can be used for both re-ranking documents for browsing purposes

and re-ranking/filtering search results.
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Figure 1.2: Local Information Retrieval in OBIWAN [14]

Regional Information Retrieval

Up to this point, information retrieval has only been done within one single site.
When multiple sites are clustered into one region, the search and browsing process

are distributed.

Every region contains a sitemap which maps every site in this region to the
subjects this particular site covers. When a query is entered, it is first categorized,
i.e., the subjects related to this query are determined. The sitemap is then used
to find the most promising sites for this query by matching the query’s categories
against the different sites (or rather the subjects that are covered by every site).
The query is then brokered to these most promising candidates. The results are

retrieved and after merging, they are presented to the user.
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1.2. CONTRIBUTIONS 17

Browsing is done in a similar manner. Browsing a region means browsing the
“best” sites related to each subject simultaneously (by merging the pages from

the “best” sites).

Here again, the personalization module can be used for re-ranking or filtering
the documents associated with a node in the browsing case, or it can be used for

re-ranking or filtering search results.

Figure 1.3 shows how the regional information process works. From a concep-
tual point of view, there is no difference between retrieving information from a
region and retrieving information from a super region, i.e., a cluster of regions. In

principle, an arbitrary number of levels of regions can be established.

1.2 Contributions

This thesis provides a new method of modeling user interests that has not been
investigated before. Its most important characteristics are the profiles’ structure,
a hierarchy consisting of 4,400 nodes, and the lack of a need for explicit user
feedback to populate them. A novel system that maps Web browser caches to
user interests has been written, is operational, and in daily use.

Further contributions include the discovery that, when using read documents
to model a user’s interests, the length of these pages does not matter as much
as the time spent on that page. Four mapping functions for interest modeling
are investigated, two of which exhibit desired characteristics such as profile con-

vergence (defined in section 3.2.2) and performance improvements in modifying
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Figure 1.3: Regional Information Retrieval in OBIWAN [14]

search results. Re-ranking or filtering results that have been returned by a pop-
ular search engine (ProFusion) are only one possible application of deploying the
user profiles. Several algorithms to re-rank and filter search results have been
implemented. Together with four different ways of modeling user interests, this
yields 20 different ways of re-ranking and 120 ways of filtering.

Unlike most personalization systems that have been presented in the literature,
this thesis includes a thorough evaluation of the profiles and their application. The
algorithms for evaluation have been implemented and can be reused for similar

tasks in information retrieval.
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Chapter 2

Personalization

Soon after the WWW emerged, work on personalizing the access to or views of the
Web began. This chapter gives an overview over existing systems and approaches
to personalization developed over the last several years. Due to the large number
of systems, this chapter is necessarily incomplete, but well-known representative

systems are described.

In order to structure the wealth of approaches to personalization, the discussion

will be organized according to the following orthogonal dimensions:

e application:
For what are the user profiles used? Application fields can broadly be di-
vided in personalized access to certain resources (personalized “portals” to
the Web, filesystems) and filtering/ranking issues: electronic newspapers,
Usenet news, recommendation services (browsing, navigation), and search.
e creation and representation of the user profiles:

What data is used to build the profiles? How are they built, i.e., what

19
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CHAPTER 2. PERSONALIZATION 20

is the learning mechanism (if any)? How are they stored - structured or

unstructured?

— data source for user profiles:

What is learned, i.e. how is the user profile obtained? More precisely,
does the system learn implicitly by observing the user’s behavior, or

does it learn explicitly by requiring the user to enter her interests [44]?

— learning algorithms

Once information on a user is gathered, how is it used to build the
profile? Is the system adaptive in that the profile changes over time,
hopefully adjusting to a user’s actual interests? Examples for learning
algorithms are probabilistic algorithms, genetic algorithms [33], and
algorithms working in the vector space model [48]. [35] contains a
detailed bibliography for all of these approaches in the context of text

learning.

— representation of user profiles:

How are the interests of a user stored? Common representations in-
clude Boolean or weighted keyword vectors, semantic nets, n-grams,

and keyword vectors for a small number of categories.

e rating and filtering algorithms:

Which algorithms are used to decide whether or not a user is interested in
a particular item? In other words, how is the matching of a document with

a user profile done?

e collaborative vs. individual filtering:
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CHAPTER 2. PERSONALIZATION 21

Does the personalization and/or filtering process focus on one user, or is it

also concerned with a community of users (collaborative filtering)?

e architecture:

For collaborative and search issues, does the user profile reside on the server
side, or is it local to the user’s machine? A possible partitioning of this
dimension is “agent” and “non-agent” systems, but there is no agreement

on how to use this word, so this distinction is not considered in this survey.

The following sections present the systems grouped together by their appli-
cation. Each of the above dimensions will be discussed. Discriminating features
concerning the other dimensions will be presented together with their discussion
in these brief presentations.

If the description of a product does not include a discussion on one of the
dimensions, the discussion of that is also omitted in this survey.

Section 2.2 contains a summary in tabular form.

Whenever possible, references to comparisons of products in one of the cat-
egories are given. [40] is a compilation of freely available information filtering
systems (some of which will not be discussed here), and [23] is an early approach
to categorizing Usenet news filtering systems. [34] and [35] contain a more recent
discussion on some of the systems, and [9] gives an overview on other “intelligent”
information brokering systems. Finally, [41] contains a thorough discussion of

trends in text filtering, in particular with respect to personalized approaches.
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2.1. APPLICATIONS OF PERSONALIZATION 22

2.1 Applications of Personalization

Applications are coarsely divided into two areas: personalized access to some

resources, and approaches involving filtering.

2.1.1 Personalized Access

As the Web continues to gain popularity, it is not surprising there do exist commer-
cial providers for personalized information systems. Examples include Pointcast'
and InfoQuest!. These programs provide the user with a desktop containing
links to different sources of information (news, weather, stock market, televison
programs and the like), and they allow for (explicitly) specifying topics of interest
to the user.? The profiles here consist of a simple list of words or subjects. A very
similar approach is implemented in the personal MyYahoo section of the popular

search engine Yahoo!. Recently, this kind of service has been dubbed “portal”.

Popular Internet browsers such as Microsoft’s Internet Explorer or the Netscape
Navigator allow for organizing bookmarks in a personalized manner. An early ap-
proach to personalization in this direction is the PAINT system [42] which views
the Internet as a file system and helps in personalizing views on it. PAINT consid-
ers the navigation problem a name space management problem and therefore aims
at personalizing this namespace. BASAR [54] assists users in managing their per-
sonal information spaces by updating links (in the bookmarks) and deleting links

that are seldom or never used.

'URLs: Pointcast: www.pointcast.com, InfoQuest: www.inforian.com/quest, Yahoo:
www.yahoo.com

2The techniques used for filtering are very simple versions of the ones used by the systems
described in section 2.1.2
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Finally, personalization is very common in the area of e-commerce, where a user
explicitly wants the site to store information on her, such as credit card numbers
and/or addresses (e.g., Amazon.com® which also regularly sends information
on new books of interest (based on a list of categories a user enters) or eBay?)
as well as user preferences such as “no frames” or “text only” (in the Personal
Wall Street Journal®). This kind of information is typically stored in form of
cookies [31]. Amazon and e-Bay are collaborative systems in the following sense:
They allow for assessing books or vendors, respectively, and this collected infor-
mation is visible to every user. Firefly®is a provider for personalized information
systems, featuring customizable versions of MyYahoo, personalized movie recom-
mendations, finding people with similar interests, or applications in e-commerce,
e.g. Barnes and Noble®. User interests are determined by keywords, and
later on, by reviews they write. This allows for personalized delivery of book

recommendations and other information services.

2.1.2 Filtering and Rating

Filtering and rating seem to be the main focus of research in personalization. This
section presents personalized newspapers, Usenet news filtering systems, recom-

mendation systems for browsing and navigation, and search.

Newspapers

The electronic version of the Personal Wall Street Journal® allows for perso-

nalization in a similar way as do Yahoo or Pointcast.

3 Amazon: www.amazon.com, eBay: www.ebay.com, Wall Street Journal: www.wsj.com,
Firefly: www firefly.net, Barnes and Noble: www.barnesandnoble.com
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2.1. APPLICATIONS OF PERSONALIZATION 24

Information sources: The user interests have to be provided explicitly (by
clicking on categories of interest), or they are inferred from a user’s stock portfolio
- the Wallstreet Journals proposes links or articles to follow which are related to

the shares contained in the user’s portfolio(s),?

a somewhat more “intelligent”
approach to personalization. Indeed, this seems to be a clever approach since the
shares of a user will naturally reflect her interests!

Learning algorithm, profile representation: The underlying technology is not
documented, but it is reasonable to assume that the companys’ names are labels
of classes, and these classes are presumably defined (trained) by words occurring
in articles concerning a particular company. Concerning the change of user pro-
files over time, there seems to be no learning process (except when portfolios are
updated).

Architecture: No explicit information is disclosed, but a list of cookies used by
this site does not exhibit any cookie containing portfolio information. It seems
reasonable to assume that this information is stored on the server’s side.

Another electronic newspaper, Fishwrap [11] (the technology is used within
the electronic version of the San Francisco Chronicle®), is quite similar in that it

allows for choosing topics of interests and customizing the layout of the personal-

ized news page.

A somewhat different approach was chosen for Krakatoa [20] and its succes-
sor, Anatagonomy [46], in that these products infer the user profiles from the
user’s behavior. The presentation of the articles “can be personalized in terms of

contents, layout, media ..., advertisement, and so on”[20].

4Yahoo’s investment challenge offers a similar service.
Shttp://www.sfgate.com
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Information sources: An initial profile may be provided in form of a list of
keywords. The user behavior is tracked while he reads: activities like scrolling,
peeking at, maximizing, opening articles in new windows, or saving them to a
scrapbook probably mean a user is interested in that article. Explicit feedback
is also supported, and it turns out that, not surprisingly, explicit feedback yields
better results than implicit feedback, and a combination of both clearly yields the
best results w.r.t. recall and precision”.

Profile representation: No explicit information is given, but the article suggests
the profile is a list of weighted keywords (this is indicated by the fact that an initial
profile can be given in form of a list, and that the user profiles and documents
can be compared easily).

Collaborative vs. individual: Anatagonomy supports both collaborative as well
as individual filtering.

Architecture: The user profiles are stored at the server’s side (without this,

collaborative rating would be much more difficult, but there are, however, privacy

concerns).

[47] pushes the personalization a little further in that it assumes a user visits
the newspaper several times a day and would probably like newer (“fresher”)
information to be visibly distinguished from known articles. This is done by

putting “fresh” articles at exposed positions such as the top of the article list.

The SmartPush System [25] is used for information delivery of economic data
as provided by a major Finnish newspaper.

Profile representation: An initial profile can be provided by ranking sample

"Performance evaluation in terms of recall and precision is undertaken in ProFilter [8], too.
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documents, giving a list of keywords or choosing among a set of default profiles.
The profile is stored in the form of a concept hierarchy, or rather ontology.
Rating and filtering: Documents are augmented with ontologies similar to the
user profiles, and they are created by hand by the document’s author. These meta-
data describe the content of a document and are attached to the latter. According
to the authors, the ontologies will eventually reach a size of 600 nodes (40 as of
March 1999). The matching process then becomes slightly more complicated, since
in this case distances between weighted hierarchies have to be calculated rather
than distances between vectors ([49] proposes an asymmetric distance measure).
Learning algorithm: [25] emphasizes the adaptive nature of SmartPush, but
no information is given on how implicit and explicit feedback actually is provided.
Collaborative vs. individual: At present, SmartPush is an individual system,

but future versions are envisioned to support collaboration.

WebMate [10] spiders a URL the user wants to be monitored, typically pages
that contain many news headlines such as the homepage of NewsLinx®. The
articles associated with headlines are fetched and compared to the user’s profile,
resulting in a personalized presentation of news.

Profile representation: The system stores documents as weighted keyword vec-
tors and clusters them. These clusters are then automatically labelled with the
“most important” word and are assumed to represent one domain of a user’s inte-
rests. The profile consists thus of the cluster centers together with their associated
documents the number of which is bounded to save space.

Learning algorithm, information sources: There is some evidence the system

relies on explicit feedback. The learning is done by adjusting the cluster centers

8www.newslinx.com

PUM 0068158



2.1. APPLICATIONS OF PERSONALIZATION 27

as new documents are stored.
Indwidual vs. collaborative: WebMate is an individual system.
WebMate is an integrated tool which also provides assistance in searching by

expanding queries (unpersonalized).

Usenet News

Taking into account the number of Usenet news filtering systems, this kind of
information system clearly exhibits a need for personalization. This conforms to
daily experience: With a hundred or even more articles per group, it is impossible
to read them all.

The following briefly presents the systems NewT, SIF'T, PSUN, and GroupLens
(as these seem to be good representatives for the different classes of news filtering
software). There are many other news filtering systems (e.g., NewsWeeder,
Browse, NewsClip, Lurker, Smart, Borges, InfoScan, RAMA, Pefna,
and InfoScope) which can be found in [23] or [40].

NewT’s [50, 51] personal profiles are initially provided by the user in form of a list
of keywords. Whenever presenting a filtered article to a user, the latter decides
by explicit relevance feedback if he liked or disliked this article. This feedback is
then used to modify the profile.

Source of information, profile representation: Profiles are stored as vectors of
weighted keywords (and so are the documents). Explicit user feedback is the input
to the learning algorithm.

Learning algorithm: A user’s interests are learned by means of a genetic al-
gorithm. Several instances of the user profile (called agents) compete with each

other, and an agent is rewarded when the user liked a suggested document (and
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punished when the user disliked it). The common techniques of crossover and mu-
tation then yield a generation of agents that eventually represent a user’s interests
suitably.

Rating and filtering: Documents are compared with the user profiles using the
cosine measure in the vector space model.

Collaborative vs. individual: Clearly, NewT is an system focusing on one

individual.

In SIFT [57], filtering is done by comparing articles to an individual user’s static
profile. SIFT is the representative of the earliest class of news filtering programs
which use the same profile representation and exhibit no adaptivity or learning
component.

Profile representation, Rating and filtering: The profile is represented by a
Boolean or weighted vector of keywords. Matching of the profile and an article
occurs w.r.t the cosine similarity of the vector space model.

Collaborative vs. individual: SIFT’s focus is on individual users.

PSUN [52] differs from the previous systems in the representation of the profiles
and the learning technique.

Profile representation: Profiles are provided initially by presenting the system
with some articles a user finds interesting. Recurring words in these are stored
by means of n-grams (n words found to occur after each other a significantly high
number of times and thus providing some context), and the n-grams are stored
in a network of mutually attracting or repelling words, the degree of attraction
being determined by the degree of co-occurrences/ Different user profiles are then

stored in a way similar to Minsky’s K-lines [32], connecting n-grams of different
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weights. Each user has multiple profiles that compete via a genetic algorithm.
Source of information: Explicit feedback is needed for the learning algorithm.
Learning algorithm: The user profiles consisting of K-lines-like connections
of weighted n-grams compete with each other. The usual operations in genetic
algorithms then eventually lead to a generation of profiles that represent the user’s
interests accurately. (Since this is a particularly original approach, it is regrettable
there is no evaluation).

Collaborative vs. indiwidual: PSUN aims to support single users.

GroupLens® [24] is different from the previous approaches in that it allows for
implicit rating and is an exclusively collaborative filtering system.

Information sources: Quality assessments of articles are based on explicit
feedback and the time a user spent on a page (an approach also investigated
in [37, 39, 41] and, with some modifications, implemented in this thesis. This
quality assessment technique issue is discussed in some depth in chapter 3.

Collaborative vs. individual: GroupLens is not suited for individual perso-
nalization (and can therefore be seen as a recommendation service as discussed

below).

A more recent system is Alipes [56] which allows for explicitly modeling
disinterest in a particular field, and can be used for both searching and news

filtering tasks.

9www.cs.umn.edu/Research/GroupLens
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Recommendation Services

Recommendation services usually suggest that a user follow a link on a page he
is currently visiting (or suggesting that he not follow it). This recommendation is
based on the user’s interests.

In this section, the following systems are presented: Amalthaea, ifWeb, FAB,
Letizia, SitelF, Siteseer, Syskill and Webert, WebWatcher, and Personal Web-
Watcher.

Amalthaea [38] is exploring personalized data discovery and information filtering.
The Web is searched for documents that might be of interest for a user, and the
user profiles are also used for news filtering.

Profile representation and Information sources: Initially, the user provides
Amalthaea with a list of keywords reflecting her interests. The profile is stored in
form of weighted keyword vectors. Explicit feedback is given by the user to decide
if she liked or disliked the documents presented by Amalthaea.

Learning algorithm: Learning is done by means of genetic algorithms which
compete in representing a user’s interest most accurately. Eventually, the fittest
class of algorithms will suitably represent the user’s interests. Amalthaea can
be bootstrapped with new genetic algorithms (profiles, list of keywords) that are
explicitly provided by the user.

Rating and filtering: The quality of a document in terms of the user’s interest

is assessed by calculation of cosine similarities in the vector space model.

ifWeb [2] supports two modes: navigation support and support in document

search.
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Profile representation and Information sources: User profiles are stored in the
form of “weighted semantic networks”. These semantic networks differ from those
in the knowledge representation domain, since they represent terms and their
context by linking nodes (words) with arcs which represent co-occurrences in some
documents. The authors claim that ifWeb supports implicit feedback, but their
description lacks any mention thereof. The author was unable to verify this. In
addition to the unconventional method of representing profiles, ifWeb is, however,
interesting for two other reasons: It takes into account not only interests, but also
explicit disinterest, and therefore presumably reflects a user’s idiosyncrasies more
accurately. Secondly, it incorporates a mechanism for temporal decay, i.e., ages
the interests as expressed by the user.

Rating and filtering: No details are disclosed, but evaluations of the person-
alized orderings of some search results by means of the ndpm comparison [58]
exhibit a good performance of the system.

Collaborative vs. individual: ifWeb focuses on individual users.

FAB [3] is a collaborative recommendation service and succeeds the LIRA system
[4].

Profile representation and Information sources: User profiles are stored in form
of weighted keyword vectors and updated on the basis of explicit relevance feed-
back. Documents and user profiles are matched according to the cosine similarity
in the vector space model.

Learning algorithm: As stated above, profiles are updated w.r.t. explicit user
feedback. FAB implements a (temporal) aging function for a user’s interests.

Collaborative vs. individual: As already stated, FAB’s focus is on collabora-

tive filtering. A central repository of recommended documents is (automatically)
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updated with documents that are recommended by a user who exhibits interest
in the document (whose interest profile matches the document). User profiles are
compared on the basis of the cosine similarity, too.

Architecture: User profiles seem to be stored at the server’s side (which seems

inevitable in a collaborative system).

Letizia [29, 28] assists a user when browsing by suggesting links that might be of
interest and are related to the page the user currently visits.

Profile Representation: No explicit information is available, but since the doc-
uments to be matched with a profile are stored as a weighted keyword vector, it
is reasonable to assume that the user profile is a weighted keyword vector as well.

Information sources: Letizia relies on implicit feedback: Links followed from
the currently visited page are assumed to reveal interest in the document contain-
ing the link. Bookmarking a page also means this page is interesting. Furthermore,
as (Western) users tend to read from the top left corner to the right bottom cor-
ner, links that are omitted during the reading process might express disinterest in
the referenced document.

Rating and filtering: There is no ordinal scale for the importance of suggested
links but rather a (cardinal) preference ordering. It is reasonable to assume the
filtering mechanism involves cosine similarities in the vector space model since the
documents to matched are stored as weighted keyword vectors.

Collaborative vs. individual: Letizia is for individual use. Let’s Browse [27]

extends Letizia for collaborative use.

SiteIF [53] strongly resembles ifWeb, except that explicit user interaction is

avoided. The cited paper does not contain information on actual deployment
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of the system, so its current objective seems to be gathering and maintenance of
user profiles.

Profile representation: As in ifWeb, profiles and documents are stored as se-
mantic networks (terms and correlated terms, their context). Sitelf also involves
a decay function for aging user interests.

Information sources: The profile is built in terms of the links followed by the
user.

Architecture: Since users must enter a login name and a password is required,
the author assumes that profiles are centrally stored.

Collaborative vs. individual: Like ifWeb, SitelF is concerned with individual

users.

SiteSeer [45] is another collaborative webpage recommendation system.

Information source, Profile representation: User profiles are extracted from
their bookmark files, taking into account the content of the referenced documents,
and the structure of the bookmark file. The folders in the bookmark files are used
to identify the user’s categories of interest. Even though there is no technical
information on how the representation is done, it is said that the system does not
derive any semantic value from the content of the stored URLs. The profiles thus
seem to consist of a list of URLs together with their structure.

Collaborative vs. individual: SiteSeer is a purely collaborative system. Recom-
mendations occur when the profiles (as derived from the bookmarks) of two users
match in terms of the URLSs contained therein (and thus measuring the overlap),
by giving additional weight to URLs that do not occur frequently, an approach
similar to the tf*idf approach for content determination of documents [48].

Architecture: Being a collaborative system, the user profiles are most likely
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stored on a central server in order to allow for matching users.

Syskill and Webert [43] allows for both personalized search and recommenda-
tion (navigation). Search results, returned by Lycos, are annotated with symbols
reflecting the assumed interest (good, okay, don’t know, poor). In the recommen-
dation mode, the system suggests links to follow on “index pages” which contain
many links related to a given topic. Recommendation is done as in the search
mode by graphically annotating the links on the index page. Examples for index
pages are the pages contained in Yahoo’s Browsing hierarchy or many overview
pages in the WWW Virtual Library.!?

Information sources: Syskill and Webert relies on explicit user feedback on a
three point scale.

Profile representation: A user’s interests are divided into classes (which sim-
ply coexist; there is no hierarchical relationship between classes). These interest
classes describe the content of the index page, the links contained in which will
be annotated later. Within each class, the profiles consist of boolean keyword
vectors.

Learning algorithm: A thorough investigation'' of which learning algorithm to
choose resulted in choosing a naive Bayes Classifier. Classification is done w.r.t. to
the different categories of a user’s interests. It is found that for good classification
results, it is not necessary to characterize whole documents, but that the first 96

words of a document are sufficient'?. Interestingly, this yields better results than

Ohttp://vlib.org, a good example for an index page is the complete index for medicine related
issues: http://www.ohsu.edu/clinicweb/wwwvl/all.html

"The discussion in [43] compares Bayesian classifiers, Nearest Neighbors, PEBLS, Decision
Trees, tf*idf, and Neural Nets. [6] focuses on probabilistic user models. Text Learning techniques
in this context are discussed in [35, 59].

12 A similar observation is made in ProFilter [8].
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working with entire documents.
Rating and filtering: Rating is done by classifying the documents w.r.t. to the
user profile and determining the degree of membership.

Collaborative vs. individual: Syskill and Webert is an individual system.

WebWatcher [1, 19] is a popular browsing assistant. For a particular site, Web-
Watcher takes the role of a museum guide, pointing the visitor to interesting
documents.

Profile representation: The interests of a user are given at the beginning of the
tour in form of a list of keywords (and therefore represent rather a “goal” than
an “interest”).

Information sources, Learning algorithm: Individually, the interests of a user
are given at the beginning of the tour. No further learning takes place w.r.t. to
a user’s profile. In terms of collaboration, all hyperlinks are annotated with the
profile (the goal in form of keywords) of the user who followed them. WebWatcher
uses reinforcement learning to associate links with the content of the underlying
documents. This aims at finding “paths through the Web which maximize the
amount of relevant information encountered” [19].

Collaborative vs. individual: WebWatcher combines collaborative and indi-
vidual aspects. Whenever a user selects a link, his interests (in form of some
keywords) are annotated with that link. This information is subsequently used in
the recommendation process by matching the annotation with the interests as ex-
pressed by the user. Personal WebWatcher is an adaptive version of WebWatcher.

Architecture: User profiles are rather a goal for one browsing session, and this
goal is stored at the server’s side. The same is true for the collaborative implicit

feedback (which links were chosen).
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Personal WebWatcher [34] augments WebWatcher with adaptive behavior to-
wards one user. It is thus a recommendation service, too. The suggestions are
restricted to links that already exist on a page, and if the system considers them
interesting, these links are highlighted.

Information source: To build and update profiles, Personal WebWatcher uses
the content of links that have been followed as examples for interesting pages, and
links that have not are considered boring.

Learning algorithm, Profile representation: Learning is done by a naive Bayes
classifier where the documents are represented as weighted keyword vectors, and
the classes are “interesting” and “not interesting”. The profile is then described
by these two classes with the associated sets of documents (their vector represen-
tation).

Rating and Filtering: Bayesian Classification is used to distinguish between
interesting and uninteresting pages.

Collaborative vs. individual: Personal WebWatcher is an individual system

related to the collaborative WebWatcher.

References to other collaborative browsing assistants such as Firefly,'> Web-
hound and Ariadne can be found in [27]. Since they are similar to other ap-

proaches, their description is omitted here.

Search assistance

ProFusion Personal Assistant [8] is a filtering tool for results returned by the

meta search engine ProFusion [15]. It decides which results to present to the user

Bhttp:/ /www.agentsinc.com
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and which to discard. This judgement is done for the results of queries that are
resubmitted regularly.

Information source: Explicit relevance feedback is used to determine the areas
of interest.

Profile representation, Learning algorithm: User profiles are stored as sets of
two classes of documents: interesting and rather boring ones. Documents are
stored as weighted keyword vectors, and for both classes, every term is assigned a
weight representing its membership to “its” class. Explicit feedback updates the
two classes by simply adding the document to its class and possibly modifying
the weights of the occuring terms in both classes.

Rating and filtering: For each term in the retrieved documents (or rather their
summaries), its weight in the irrelevant set and in the relevant set are used to
assess how interesting the document is. This is done by calculating similarities
with the two classes in the vector space model.

Architecture: The user profile is stored on the server’s side.

PEA [36] is similar to Syskill and Webert in that search results are augmented
with icons indicating a possible interest of the user. PEA is intended to work on
top or together with other personalization services.

Profile representation, Information sources: Profiles are essentially bookmark
files, similar to Siteseer. Different folders represent different classes of interest.
Documents contained in these classes are stored as weighted keyword vectors.
PEA also allows for adding interesting search results to an index which initially

contains the bookmarks.

The system described in [31] re-ranks search results rather than filtering them.
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Profile representation, Information Sources: Profiles are stored as weighted
keyword vectors. These vectors contain the frequencies of all the words occuring
in a user’s entire filesystem, and therefore, no explicit feedback is required. No
adaptation takes place.

Rating and filtering: For all documents (URLSs) that were returned by a search
engine, every word contained in them is looked up in the profile. If it exists in
the user profile, its weight in the retrieved document is added to the URLs score.
This yields a new personalized ranking.

Architecture: Profiles are stored on the client machine.

As ifWeb [2] and Syskill and Webert [43] are both recommendation services
and personalized search engines, their characteristics were discussed on pages 30
and 34, respectively.

Rating and Filtering: Concerning ifWeb, it is not clear if the personalization
process is done by filtering or re-ranking of the returned results. Syskill and

Webert annotates search results graphically, in a way similar to PEA.

2.1.3 Other

This section presents systems that do not fit in one of the other categories: ex-

pertise location, e-mail filtering, and machine-dependent link annotation.

The system described in [55] exhibits a quite different form of personalization.
Its aim is to find experts in a given field, e.g., the JAVA programming language.
Profile Representation and Information Source: Profiles are built by scanning

a user’s JAVA source code and storing the classes and/or constructs he uses in
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form of weighted keyword vectors.

Rating: Users in need of an expert submit their query which is then matched
with all user profiles. The person with the presumably best knowledge to answer
this question is determined by calculating a cosine similarity between the query
and all user profiles.

Other similar projects use papers written, emails and citations to determine

the field of expertise of a particular user [21].

Information Lens [30] is a tool for filtering and ranking e-mails.

Profile representation: Profiles are stored as rules on structured lists of key-
words, where the structure is determined by the components of mails: sender,
subject, etc.

Information source, Learning algorithm: Rules have to be built by hand.

WBI [5] provides the user with rudimentary browsing assistance by recording his
entire surfing history (as done in the most recent versions of Netscape Navigator
and Microsoft Internet Explorer) and thus allowing for shortcuts. An interesting

feature is the annotation of links with “their” network speed or download time.

Finally, document filtering systems of various kinds can be perceived as person-
alizing systems. So-called cybersitters'* allow parents to enumerate categories
or rather keywords that should not be contained in documents their kids retrieve.
SurfWatch!® allows companies to restrict the Internet access of their employees.

As in the case of the cybersitters, the goal of this product is to “block objectionable

e g. www.solidoak.com
Bwwwl.surfwatch.com
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sites”.

2.2 Summary

This chapter summarizes the described systems in tabular form. The first column
contains the name of the system, if available, and the second column briefly
describes its application, or purpose. The third column gives a brief description
of some technical internals, such as how the profile is built, and what data it is
built on. Whether a system is adaptive or static, i.e. if a profile changes over
time or not, is indicated in the fourth column. The fifth column indicates how the
matching process of a profile with a document is done, and finally, the sixth

column indicates if a system is a collaborative or an individual one.

System Application profile: ad./| rating coll.
what-t+how? st. model ind.
Alipes news and | cat. of interest, key- | ad. | based ind.
search word vectors, expl. on cosine
feedback sim.
Amalthaea data disc. + | keywords, expl. feed- | ad. | cosine ind.
news back, genetic alg. sim.
Amazon e-comimn. cr.card#, book | st. both

rev.+ ass., stored as

keywords
Anatagonomy|| newspaper browsing beh. ad. both
eBay e-comin. vendor ass., stored as | st. both
keywords
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System Application profile: ad./| rating coll.
what+how? st. model ind.
BASAR bookmarks URLs+their usage ad. ind.
Borges news retrieval | keywords, based on | st. | cosine ind.
SMART sim.
Browse news articles read or not | ad. | sim. ind.
read, neural network of pairs of
words
FAB recomin. pages, weighted key- | st. | cosine coll.
words, explicit sim.
feedback
FireFly multiple both both
FishWrap newspaper keywords st. ind.
GroupLens news pages + time spent, | ad. coll.
expl. feedback
ifWeb nav. + search | pages, expl. feed- | ad. ind.
back?, sem. networks
InfoQuest pers.acc. interests stored as | st. ind.
keywords
Information e-mail filtering | mail com- | st. ind.
Lens ponents, hand built
rules to connect them
InfoScope
Krakatoa newspaper browsing beh. ad. ind.
Letizia recomin. pages, links followed, | ad. | cosine ind.
keyword vectors? sim.?
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System Application profile: ad./| rating coll.
what+how? st. model ind.

LIRA recomin. keywords st. | cosine ind.

sim.

Lurker news rules (boolean conn. | st. ind.
of keywords)

MS Internet || bookm.+hist., | URLs, interests as | st. ind.

Explorer portal keywords

Netscape bookm.+hist., | URLs, interests as | st. ind.

Navigator portal keywords

NewsWeeder || news expl. feedback on | ad. | cosine ind.
articles, stored as sim.
keywords

NewT news keywords, expl. feed- | st. cosine ind.
back, gen. alg. sim.

PAINT bookmarks URLs st. ind.

org.

PEA search bookmarks + their | ad. | cosine ind.
structure, stored as sim.?
keywords

Pefna news explicit feedback on | ad. | cosine ind.
articles in different sim.
categories

Personal browsing ass. links followed, Bayes | ad. | Bayes both

WebWatcher class. class.

Pointcast pers. access interests as keywords | st. ind.
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System Application profile: ad./| rating coll.
what+how? st. model ind.
ProFusion Search search results, expl. | ad. | based ind.
Pers. Ass. feedback, stored as on cosine
keyword vectors in 2 sim.
classes
PSUN news few art. of inte- | ad. | based on | ind.
rests, stored as K- n-grams
Lines, expl. feedback
SIFT news keywords st. | cosine ind
sim.
SitelF recomin. pages, profiles stored | ad. ind.
as sem. networks
SiteSeer recomin. bookmarks+their st. | bookmark | coll
structure overlap
SmartPush econ. interest cat. stored | st. ind.
newspaper as ontology
Syskill + || search pages, explicit feed- | ad. | cosine ind.
Webert recomin. back, 1 prof. per sim.
user interest stored
as weighted key-
words, prob. learn-
ing and others
Wall Str. J. newspaper portfolio, in- | st. ind.
terest cat., stored as
keywords
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System Application profile: ad./| rating coll.
what+how? st. model ind.
WBI browsing ass. visited URLs ad. ind.
WebMate newspaper interest cat- | ad. | cosine ind
egories learned au- sim. with
tomatically, explicit multiple
feedback? categories
WebWatcher || browsing ass. keywords repr. inte- | st. coll.

rests/goals, links an-
notated with prof.,

reinforcem. learning

Yahoo pers.access, keywords st. ind.
portal
[31] search local file system, | st. | based on | ind.
stored as keywords freq.
[55] expertise JAVA source codes st. coll.
location

Table 2.1: Systems with personalization services

2.3 Discussion

Personalization is a very active and broad area of research with many applications.

The main applications are

e customizing access to information sources such as articles in newspapers or

products,
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o filtering news or e-mails
e recommendation services for the browsing process, and

e search.

This chapter introduced a classification methodology and briefly described
approximately 45 personalized information systems. Different models of profile
representation and learning algorithms were discussed and put in context with

their respective application, mainly rating, ranking, or filtering.

Unfortunately, only a few systems evaluate and discuss their results scientifi-
cally - as [17] puts it, “... we laud with our hearts, not with our heads.” This is in
part due to the fact that it actually is hard to determine how well a personalization
systems works, as this involves purely subjective assessments.

However, some approaches are discussed. These discussions then include
comparisons of different learning algorithms, of personalized orderings vs. non-
personalized ones, and discussions of well known measures from IR, recall and

precision.

Due to a lack of data, a comparison of the systems with respect to performance

is currently impossible.

PUM 0068177



Chapter 3

The User Profile

User profiles store approximations of the interests of a given user (see chapter 2
for alternative approaches). The proposed generation of user profiles differs from

the majority of other approaches in that it is
1. hierarchically structured, and not just a list of keywords,
2. generated automatically, without explicit user feedback, and

3. dynamic, i.e. the learning process does not necessarily stop at a given mo-

ment in time.

In Section 3.1, this chapter describes how user profiles are generated and main-
tained. Section 3.2 establishes a notion of convergence for user profiles and in-
vestigates if the proposed approach yields convergent profiles. In addition, the
overlap between the generated profiles and actual user interests is investigated.
Section 3.3 contains implementation details, and Section 3.4 concludes this chap-

ter with a discussion and a brief review of the results.

46
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3.1 Creation and Maintenance

Profiles are generated by analyzing the surfing behavior of a user. “Surfing beha-
vior” here refers to the length of the visited pages and the time spent thereon. No
user feedback is necessary. It is the author’s belief that a system with an explicit
feedback mechanism does not encourage the user to deploy such a system — even
if a simple assessment “relevant” or “non-relevant” does not take more than a

second, it considerably disrupts the user’s workflow and is hence annoying.

The Netscape Navigator caches contain data about the last access date as well
as the content length of each page in the cache. Two subsequent last access dates
are used to determine the time the user spent on the page with the first access
date. [24] shows that there is a strong correlation between the time spent on a
page and the actual user interest. It is unlikely that a user spends more than ten
minutes on one page. If the calculated time exceeds ten minutes, the entry does
not count for the user profile. This guarantees that idle times — the user has other
work to do, or there is a night between two access times — do not influence the
user profile. Since there is a lot of data gathered over a long period of time (i.e.,

four weeks), one can afford to ignore some possibly relevant pages.

In principle, the profile generation and adaptation work as follows:

1. On a regular basis, store the cached (i.e., surfed) pages in a database. The
length of the time intervals depends on the cache size and on how much
the user surfs. It is a good idea to store the cached files before they are
overwritten. With a cache size of 5 MB, two to three days seem to be

sufficient for most users.
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2. Whenever a new set of documents has been stored in the database, charac-
terize it (cf. section 1.1.2). Again, characterizing the page means assigning
subject areas, or categories, to this page. The strength of the match between
the page and the category is also recorded, i.e., how well the content of a

page belongs to that category.
3. The top five category matches are then combined with

e the time a user spent on the page, and

e the length of the page.

This yields an update value for the five categories. Currently, weights can
only increase: it is not attempted to infer from the browsing behavior

whether or not a user disliked a page and the associated categories

Four different combinations of time, length, and subject discriminators are
used. In the following dicussion, #ime refers to the time a user spent on a given
page, and length refers to the length of the page (i.e., the number of characters).
Let v(d, ¢;) be the strength of the match between the content of document d and
category c;.! The adjustment of the interest ¢« in a category c;, t(c;), will be

denoted by Au(c;).

1. Ay(e) = Hme . y(d, ¢;).

— length

This measure takes into account the intuitive idea that the longer a user
visits a given page, the more he is probably interested in this page. The

denominator reflects the fact that more time is needed to read a longer

page.

I This value is a result of the characterization process of a page.
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2. Ai(c;) = log lé;’;‘fh -v(d, ¢;).

This measure is very similar to the previous one, except for the fact that

the interest adjustments are smaller.

3. Au(c;) = log -2 . y(d, c;).

loglength

This measure is similar to the previous one, but the length of a page matters
less. [24] shows that there is a strong correlation between an explicit user
ranking and the time the user spent on a page. This is to say, time matters
greatly - which in this context might also be expressed as “length matters

less™!

4. Au(e;) = log 710g(1§;’?;gth) -v(d, ¢;).

This measure takes the time even more into account than the length. In fact,

length does not really matter since Ac(c;) can be rephrased as (log(time) —

log loglog(length)) - v(d, c;).

In practice, these measures are modified to guarantee a positive interest value.

3.2 Evaluation

The evaluation of the user profiles consists of two parts. Section 3.2.2 introduces a
notion of convergence with respect to which 16 actual user profiles are discussed.
Section 3.2.3 examines the relationship between the calculated user interests and

the actual user interests.
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3.2.1 Experimental Setup

A group of 16 users have been monitored for 26 days. These 16 users together
surfed 7,664 documents (which may contain double counts). Figure 3.1 shows that
on average, users tend to spend a relatively short period of time on one page.

Distribution of time spent on pages Distribution of ime spent on pages (Detall)
T T T T T T T

50

451
401
35

£30k
©

. . . . . . . . . . . . .
0 100 200 300 400 600 600 0 2 4 6 8 10 12 14 16 18
time spent [secs] time spent [secs]

Figure 3.1: Times spent on web pages. 20% of the pages are visited for less than 5
seconds. The right figure is a detail of the left one, ranging from 0 to 50%. Total
number of pages: n=7,664.

The mean time is gy = 54.59 with median £ = 18 seconds. The standard
deviation for this set of data is 0 = 93.94 seconds which is rather large, as reflected

in figure 3.1.

Figure 3.2 shows the distribution of the pages’ lengths. The mean length
is p = 7,887 bytes with median £ = 3,987 bytes. The standard deviation is
o = 14,633 bytes which is due to the fact that there are a few very large files
(these are very large literature databases).

The subject hierarchy mirrors the Magellan browsing hierarchy. It contains

4,385 nodes. A subset of it is shown in figure 1.1.
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Distribution of page lengths
100 T T T T T

%age of documents
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Figure 3.2: Distribution of the length of web pages. 30% are shorter than 2,000
bytes. Less than 1% of the pages are larger than 100,000 bytes; for representational
reasons, these are not included in the graph. Total number of pages: n=7,664.

3.2.2 Convergence

One would assume that every human has a relatively stable collection of interests
which may change over time [26]. Thus, the evaluation of the profiles will be based
on a notion of convergence. In the following, a node always refers to a node in the
subject hierarchy and hence to a category or a subject.

A user profile is said to be convergent if the number of nodes with non-zero
interest values ¢ converges over time. Note that this is not a technical definition
since the notion of “convergence” of a set of values is not specified.

Two main factors necessitate a slight modification of this very simple model:

e The characterization process is not necessarily accurate, i.e., there is no

guarantee that a document has been classified correctly [59].

e Only pages in the English language can be characterized correctly. If a user
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happens to surf non-English pages, the characterization process will usually

determine categories that do not describe the page in question very well.

This leads to the adoption of a “noise filter”: the above strong characterization
is weakened into the following notion of convergence:

A user profile is said to be convergent if the number of nodes that account for
95% of the total accumulated interest value, ST~  1(c;), converges over time. N

denotes the total number of categories, in this case N = 4, 385.

Figures 3.3, 3.4, and 3.5 show sample profiles of three users. The number of
categories that together account for 95% of the total accumulated interest values
is 50, 100, and 150, respectively. Categories are numbered subsequently.

Profile Histogram
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personal weight
o
(=]

ohly Ll 1L

L L L L L L L L
500 1000 1500 2000 2500 3000 3500 4000 4500
categories

Figure 3.3: Sample user profile: less than 50 categories

These three profiles were created by using the adjustment function Au(c;) =
time

108 Toeiog longi) v(d, ¢;). Changing the adjustment function leads to very similar

histograms where only the number of categories slightly changes.
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Personal Histogram
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Figure 3.4: Sample user profile: less than 100 categories
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Figure 3.5: Sample user profile: less than 150 categories.
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For representational purposes, the sixteen profiles have been clustered into
three large groups. The clustering criterion was the number of categories that
account for 95% of the total accumulated interest value. Figures 3.6, 3.7, and 3.8
show these three groups.

User profile convergence: log(time/(log log length))
60 T T

50

40

# categories
w
o
T

20

time periods

Figure 3.6: Convergence of four profiles with less than 50 categories

The time intervals in figures 3.6-3.8 are actually not clock time but rather
represent periods of activity in which an equal number of documents (on average,
about 20) have been surfed. In this way, idle times like weekends or vacations do
not confuse the overall image, and the evaluation is is consistent between users

who surf at different times.

Again, the interest adjustment function was in all cases chosen to be Au(¢;) =

log 1og(1cfg?eength) - v(d, ¢;). For Au(c;) = log logt;.(:,:zegth - 7v(d, ¢;), the graphs are very

similar, but not for the other two adjustment functions. The convergence graphs

for all of the adjustment functions are shown in Appendix A.
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User profile convergence: log(time/(log log length))
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Figure 3.7: Convergence of seven profiles with less than 100 categories

User profile convergence: log(time/(log log length))
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Figure 3.8: Convergence of five profiles with less than 150 categories
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With this interest adjustment function, all profiles show a tendency to converge
after roughly two thirds of all documents have been surfed: The curves eventually
become “flatter” after ten units on the x-axis. On average, that corresponds to
roughly 320 pages, or 17 days of surfing. At the beginning, this seems to be a

rather high number, but by taking into account the number of categories that

have been identified, this accounts for % = 6 pages per category in the case of

profiles with up to 50 categories, for % = 3 pages in the case of profiles with up to

100 categories, and for % = 2 pages in the case of profiles with up to 150 nodes.

Since every document is assigned more than one category, these numbers do not
exactly reflect reality. Nonetheless, the number of pages necessary to determine

areas of interests is rather small.

The reason for presenting the profiles with the adjustment function As(c;) =

logbg(lcf;% - v(d, ¢;) is that two of the four functions do not make the pro-
time
length

files converge. Figures A.1-A.6 suggest that the adjustment functions and

time
length

log result in an ever increasing number of categories. In terms of conver-
gence, these functions should therefore not be used for calculating the profiles.

Figures 3.9 and 3.10 show typical curves.

time
loglength

The adjustment functions log logltime

oglength and log

eventually converge,
whereas the other two functions do not. This is due to the characteristics of the
logarithmic function. Table 3.1 summarizes the convergence properties (numbers

have been determined graphically). In terms of profile convergence, both functions

seem to be equally suited.
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Figure 3.10: Quality functions for a sample profile (2)
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o8

function

convergence after units
(average)

time
length
ime
0g length

log time

logtlength
ime
log log log length

NO convergence
NO convergence
9.6
9.4

Table 3.1: Convergence of interest adjustment functions

3.2.3 Comparison with actual user interests

Convergence of profiles is a rather technical criterion. Indeed, there is no direct

way to evaluate the relation between the user and her profile. The sixteen users

have been presented with the top twenty subjects of their profiles (figure 3.11)

and been asked how appropriately these inferred categories reflect their interests.

All users have been presented with their profiles and been asked the following

questions:

1. How many of the above 20 subjects do reflect your actual interests?

2. How well does that subset (i.e., the subjects describing your interests) reflect

your actual interests (O=very bad ... 5=very good)?

3. How well does the entire set of 20 categories describe your actual interests

(O=very bad ... 5=very good)?

4. How many of the above subjects do not reflect your interests at all?

5. Please answer questions 1-4 by only looking at the top 10 categories, i.e.,

discard the second half of the list!

In terms of categories, the profiles are almost the same for all interest adjust-

ment functions. This is to say, the inferred subjects are the same, but the weights
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10.
11.
12.
13.
14,
15.
16.
17.

18.

19.

20.

Figure 3.11: Sample profile: categories of interest. The last entry in each line
represents the area of interest, all other entries are its parent nodes in the concept

. news-&-reference -> libraries-&-reference -> libraries,-us

-> university-libraries -> midwest
science -> engineering -> academic-programs -> united-states
-> south

. entertainment -> music -> styles-a-z -> classical
. entertainment -> movies -> movie-making -> behind-the-scenes
. hobbies -> cars-&-trucks -> antiques-&-classics

computing -> pcs-&-oss -> win9b6-&-nt

. business -> products -> electronics

-> miscellaneous-componentry
computing -> the-biz -> web-presentation-services

-> web-page-design —> d
science -> engineering -> ee-&-computer -> academic-programs

-> united-states
science -> engineering -> academic-programs -> united-states

-> east
shopping -> computer-mart -> business-specialists

-> western-usa
news-&-reference -> geography-&-maps
computing -> internet -> for-net-novices
news-&-reference -> geography-&-maps -> maps
books -> publishers -> computer
computing -> access-providers -> international -> canada

-> alberta
computing -> the-biz -> web-presentation-services

-> web-page-design-&-hosting -> g
life-&-style -> religion-&-spirituality

-> mystics,-paganism,-&-new-age

-> other-old-&-new-age-religions-&-thoughts

-> new-age-resources

computing -> computer-science

-> courses-&-information-resources -> resources

life-&-style -> religion-&-spirituality -> christianity

-> denominations -> catholicism

hierarchy.
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how many | how well? | how well? | how many ratio

good ones? | (subset) (all) | bad ones? | bad/good
{120 || 10.5 (53%) 3.7 2.8 | 5.3 (27%) 1:2
N 4.8 1.0 1.0 9.3 -
Tag 9 4 3 3 -
po || 52 (52%) 3.5 25| 3 (33%) 1:1.7
10 2.3 1.0 1.4 9.4 ;
Z1o ) 4 3 2 -

Table 3.2: Profiles vs. actual interests for 20 (subscript 20) and 10 categories
(subscript 10). n=16.

of these subjects do differ.

Table 3.2 shows mean p, standard deviation o, and median Z for the answers to
the above questions with the top 10 and top 20 categories, respectively (n = 16).
Since these questions do not take into account the category weights, it is sufficient
to present the tables for just one interest adjustment function.

In both cases, approximately one half of the categories represent actual in-
terests. However, with about a quarter of the maximum values, the standard
deviation is quite high. The reason for this is most likely the suboptimal accuracy
of the categorization algorithm. Bearing in mind that the “good” categories have
been chosen out of as many as 4,400 categories, this result is still surprisingly
accurate. One half of 20 categories chosen reflect actual interests even though
these represent only .5% of all possible categories.

If emphasis is put on these “good” categories, users feel represented well - a
value of 3.5 might be verbalized as “pretty good”. Since roughly one half of the
categories do not represent user interests, it is not surprising that the entire set

does neither represent nor misrepresent actual interests.

Finally, only a quarter to a third of all the categories do not represent inte-
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rests at all.? Together with the percentage of accurate categories, this number
indicates that the created profiles actually represent their human counterparts
fairly well. The goal of chapter 4 is to evaluate whether this qualitative feedback
translates into quantitative improvements for some task (in this case, re-ranking

and filtering).

3.3 Implementation

The first approach to “watching over a user’s shoulder” was to modify the freely
available Mozilla Netscape source code.®> Unfortunately, it was not possible to
even compile the C++4 source code. This led to the second approach of using the

caches instead, an approach that exhibits two minor drawbacks:

e Cache files only yield an approximation of the user’s surfing behavior since

revisiting a cached file does not affect the cache.

e There is no way of monitoring other user interactions, i.e., scrolling, moving
the mouse, highlighting, printing, etc. Anatagonomy [46] and Krakatoa [20]

are systems that use this kind of interaction for inferring their profiles.

Choosing the caches as a source for user interests results in a different prob-
lem: The cache format is not documented, and it seems to change from release to
release. Moreover, the decision of the Netscape designers to use hardware depen-

dent encoding formats (little vs. big Endian) yields problems when the browser

2There is a difference between “not representing at all” and “not representing well”.

3http://developer.netscape.com/source/index.html

4Since (a) most pages have an immediate expiration date and are hence reloaded every time
the browser is restarted, (b) many users actually do restart their browsers more than once a day,
and (c) users are monitored over a long period of time, this does not impose a major problem.
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is deployed on heterogeneous platforms. As a result, the caches are destroyed

whenever there is a change from a little-endian machine to a big-endian one.

Appendix B contains a detailed description of the cache format.
After reading the data, non-HTML pages are thrown away, and an array of
cache entries is sorted with respect to the date of last access. Then the time spent

on that page is calculated as the difference of two subsequent last access times.

The profiles are updated with each invocation of this cache reader program.
Every new entry is then characterized, and the categories’ weights for this docu-

ment are updated with respect to the time spent and the length of the page.

3.4 Discussion

This section summarizes the previous ones and concludes with some remarks on

privacy issues as well as future extensions.

3.4.1 Summary

This chapter described the profile generation mechanism and discussed the gener-
ated profiles. In terms of the “profile dimension” of the classification criteria that

have been introduced in chapter 2, this system can be described as follows:

e Data source:
The profiles are obtained by characterizing the documents a user surfed. No

explicit user feedback is necessary.® The author’s opinion is that users are

5As of now, the program regularly has to be started manually. Future versions will include
mechanisms that make the program run in the background.
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unlikely to use such a system on a regular basis.

e Learning algorithm:
Once the surfed paged have been extracted and stored, they are characte-
rized: their content is determined. Together with the time a user spent on
a given page and the length of the latter, an adjustment is made to the
weights of the categories that best describe the content of the page. The
profile detection runs on the client side (the user’s machine, see the next sec-
tion) and adjusts to the user interests over time. A long term deployment
of the profile generator is proposed since this allows to filter temporary in-
terests (such as buying a car, or looking for a school for Ph.D. studies). The
weights assigned to the subject nodes do never decrease, i.e., only the “po-
sitive” parts of a user’s idiosyncrasies are taken into account. Furthermore,
since a distinction between long term and short term interests is difficult to

quantify, this distinction is not made.

e Profile representation:

The profiles are stored as a weighted subject hierarchy.

Profile creation

The weights associated with the nodes of the subject hierarchy are calculated by
determining the content of a page. This process yields a list of categories together
with their discrimination values. Four different functions are then used to combine
them with the time a user spent on a page, and its length. The resulting value is

the weight adjustment for the categories in question.
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Profile convergence

Sixteen actual user profiles have been evaluated using a notion of convergence.
Roughly speaking, a profile converges if, after some time, the number of categories
of interest remains constant. Two out of four functions have been shown to make
the profiles converge. The sixteen users have been monitored over a period of
26 days. On average, convergence started after two thirds of the total number
of documents have been surfed. Thus, about 48 surfed pages were necessary to
achieve convergence. The profiles contained up to 150 categories of interest. This
rather large number is probably due to the number of very small, related categories

in the hierarchy.

Accordance with actual interests

One half of the top ten/top twenty categories have been reported to represent
actual user interests pretty well. With a total number of 4,400 categories, this
is a surprising performance. Less than one third of the top categories have been
reported not to represent a user’s interests at all. Again, this is probably due to

the accuracy of the classification algorithm.

Alternative approaches

To the author’s knowledge, SmartPush [25] is currently the only system to store
profiles as concept hierarchies. These are much smaller (40-600 nodes), and weight
adjustments are done with respect to data that explicitly describes the docu-
ment contents (cf. page 25). It is doubtful that hand-made hierarchical content

annotation® of data will be done on a large scale.

6i.e., not just lists of keywords as in the case of XML
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Systems that use structured information rather than simple lists of keywords
include PEA [36] and SiteSeer [45] (bookmark structure), PSUN [52] (K-lines),
and SitelF [53] (semantic networks).

Browsing behavior is used for data acquisition in Anatagonomy [46], GroupLens’
[24], Letizia [29, 28], Krakatoa [20], Personal WebWatcher [34], and WBI [5].

Chapter 2 and table 2.1 in particular contain a detailed description of these as
well as many other systems. Many systems do mix explicit with implicit feedback
which makes the list of purely implicit systems rather short.

Very few systems are thoroughly evaluated, and if so, the metrics used is
incompatible to the one used in this chapter. A comparison of the “performance”

of personalization systems is hence impossible.

3.4.2 Privacy

Cache data can become very sensitive information. It is not easy to obtain cache
files for experimental purposes as users are aware of the wealth of information
they may disclose.

In a system that involves personalization, it appears to be the best idea to
create and store profiles locally [31]. Available systems store them either with the
user, or at a central server. The advantage of locally stored profiles is that they
are less likely to be stolen (for criminal hackers, it is presumably more interesting
to crack a site with thousands of profiles than to steal one single profile).

The decision about where to store the profiles depends, of course, on the
application. For re-ranking or filtering search results, the user profile forms a
single isolated part of the overall system. In particular, it can be used after the

outside world has been contacted.

"focusing on Usenet news
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This is not the case for systems that attempt to match profiles (e.g., some
collaborative systems). Matching profiles makes sense for recommendation ser-
vices: The books a user with particular interests bought could be recommended
to all users with similar interests (provided they want the system to do so). Or,
if an expert is sought in a particular field, there must be a database which can be
matched against this particular field.

This problem could be addressed by creating anonymous users. For instance,
the LPWA system [13] creates multiple users which seemingly are not related
one to the other, and these virtual users can be used for e-mail contacts etc.
Furthermore, it proxies all Internet accesses and therefore hides the IP address of
the original user. [7] contains a collection of related papers.

It should be pointed out that even if there is a risk of a “big brother moni-
tors every user” scenario, the advantages of personalization services can have a

tremendous impact on the quality of information retrieval on the Internet.

3.4.3 Future Extensions

Three areas of future work are obvious:

1. Incorporating explicit feedback into the system
Since the accuracy of the categorization algorithm needs to be improved,
explicit feedback could help to obtain better profiles. Two levels of feedback

are conceivable:

e Users could directly modify the weights in the concept hierarchy. For
instance, in the evaluation process described above, users could simply
click on the categories they do not consider to represent their interests

to decrease these subject’s weights. Furthermore, browsing tools could
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be used to determine areas of interests that have not been detected.
Later on, these hand made modifications have to be assigned a higher

importance than automatically inferred data.

e On the application level, users could give feedback to tell the system
whether or not it is performing well. For instance, search results could
be assigned relevant/irrelevant values. This information would then be

used in adjusting the ontology’s weights.

The explicit feedback should be kept to a minimum since it is likely to annoy

the user.

2. Personalizing the structure of the ontology and the underlying thesaurus
The structure of the ontology could be adjusted by tracking not only the
weights of nodes but also the documents that have been characterized into
the nodes (splitting or coalescing nodes). A node with a large weight and a
large number of documents associated with it might actually be too large.
This means that the subject it represents is too broad for the user. By
characterizing and clustering all documents associated with that node, new
children nodes may be created. Conversely, nodes at lower levels of the hier-
archy may refer to subject areas that are too narrowly defined for the user.
Currently, the system stores copies of the surfed documents associated with
each node and creates indexes for nodes if a certain number of documents
for that node was exceeded. What is still needed, are clustering algorithms
for splitting and coalescing purposes.

Finally, the training set of documents for the characterization algorithm
can be extended or replaced to retrain the characterizer. This is likely to re-

sult in a better (personalized) characterization, in particular, if the learning
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process is supervised by the user.

3. Integrating the profile generator into a web browser
This would allow the system to follow the user’s activities in more detail
(scrolling behavior, mouse movements, highlighting). Since cached files are
accessed only once per session (provided they have an immediate expiration
date, which is the case for most documents), information on accessing a

document multiple times during one session is not reflected in the caches.

It is noteworthy that the deployment area of such profiles is ubiquitous (see
Chapters 1 and 2). Since the profile creation process is not coupled with the
application, the profiles created by the above system can be used for a broad

range of applications.
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Chapter 4

Personalized Search

The wealth of information available on the web is actually too large: when entering
a query into a search engine such as AltaVista, too many results are retrieved.
The number of results regularly exceeds 1,500, and the top ranked documents a
user can have a look at, usually are not relevant to this user. Besides the enormous
amount of documents to be retrieved, this happens due to an inherent problem
in the keyword based search: search terms are ambiguous; their meaning depends
on the context and, more importantly, on the meaning a user assigns to them.
In the evaluation of the proposed system, 48 query results have been judged
by 16 users, the judgement being either “relevant” or “irrelevant”. On average,
only u = 8.7 out of 20 result pages were considered to be relevant (median & =
8.5, standard deviation ¢ = 3.0). This is consistent with the findings in [§]
which reports that roughly 50% of the retrieved documents are irrelevant (with a

statistically more significant set of 1,425 queries and 27,598 judged results).

There are three common approaches to address this problem:

e Re-Ranking

69
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Re-Ranking algorithms apply a function to the ranking numbers that have
been returned by the search engine. If that function is well chosen, it will

bring more relevant documents to the top of the list.

e Filtering
Filtering systems determine which documents in the results sets are relevant
and which are not. This is usually done by comparing the documents to a
list of keywords that describe a user or a set of documents that the user pre-
viously judged relevant or irrelevant, respectively. Good filters filter many

non-relevant documents and do keep the relevant ones in the results set.

e Query Expansion
Often, queries are very broad. Consider the query “Harley Davidson”. With
a database as large as the Web, there will be thousands of documents that
are related to Harley Davidsons. If a query can be expanded with the
user’s interests, the search results are likely to be more narrowly focused.
However, this is a very difficult task since query reformulating needs to
expand the query with relevant terms. If the expansion terms are not chosen

appropriately, even more irrelevant documents will be returned to the user.

This Chapter uses the profiles of chapter 3 to implement the first two ideas.
Section 4.1.1 explains the re-ranking and filtering algorithms that will be evaluated

in section 4.2.
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4.1 Re-Ranking and Filtering

4.1.1 Re-Ranking

Re-ranking is done by modifying the ranking that was returned by the underlying
search engine, ProFusion in this case. The idea is to characterize each of the
returned documents (or rather their title together with their summary') and, by
referring to the user profiles, to determine how much a user is interested in these
categories. The user’s average interest in the document’s top categories is assumed

to be an approximation to the actual user interest in the whole document.

Remember that «(d,¢;) denotes a measurement of how well category ¢; de-
scribes the content of a document d. Let w(c;) be the personal interest assigned
to category ¢;. The interest values for the estimated top 4 categories of interest,

C1,-.. ,C4, in a given document d, ¢,(d), ... ,ts(d), are defined as

i (d) = 7(¢;) - v(d, ¢;).

Since the values of «y are usually rather small (< .5) and the values of 7 rather
high (up to 350.0), the values of 7 are normalized with respect to the maximum
personal interest of all categories, 4. They are not normalized with respect
to the highest interest of the top function since this would mean that a user is
interested in all his categories to a same extent. The normalized interests, i;, are

then calculated according to

Lmaz

ii(d) =

1/8] and [43] indicate that this is sufficient for classification purposes.
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The four values of 7 are hence the interests in the top 4 categories that have
been determined to describe the content of a document best. Summing them
up and dividing by four (hopefully) yields an approximation to the actual user

interest in that document.

These values are then combined with the ranking that is returned by the search
engine (ProFusion). Let w(d;) be the rank that ProFusion assigned to document

d;. Four ranking functions will be evaluated:

o aild) = w(dy)- (5+3 %L ud)

multiplies both values which are hence not weighted,

o 02(d;) = w(d;) + 1300, Ta(dy)

is the unweighted sum of both values,

o 03(d;) =3 w(dy) + 135 ii(d))

assigns a slightly higher weight to ProFusion’s ranking,

o o4(d;) =w(d) + 3+ 30, ti(d))

assigns a slightly higher weight to the personal interest, and

o 0s(d;) = w(d;) + 2370, Ti(dy)

assigns an even higher weight to the personal interest.

Adding 0.5 to the second factor of p; seems reasonable since, in general, ap-
proximately three out of four values for ¢; have values in the proximity of 0.0.
Such an adjustment is not needed for the weighted sums (since this would only

“shift” the whole function graph).
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4.1.2 Filtering

Filtering is done by using the rankings g, — g5 that have been described in the
previous chapter. The idea is straightforward: All weights of the personalized
rankings are normalized to 1.0. A threshold is introduced which divides the rel-
evant documents from the non-relevant ones. Note that this machine judgement
need not neccesarily be the same as the user judgement. By ranging over some
reasonable thresholds, the best value will be determined. The judgement that

relates to this threshold is then to be compared with the user judgement.

4.2 FEvaluation

The results that have been produced by the different re-ranking systems must be
evaluated. Since these results are in the form of rank-ordered URLs, it is necessary
to select an objective measure for the relative quality of two rank-ordered lists.
The eleven point precision average (section 4.2.1) is one such measure. The
basic idea is to cluster documents into two groups, the relevant and the non-
relevant ones, and to check how many relevant documents appear at the top of
the re-ranked list. This measure has one disadvantage in that it considers all
relevant documents to be equally relevant. The n-dpm (section 4.2.2) measure

overcomes this restriction.

The filtering algorithm is evaluated by determining how many relevant and

how many irrelevant documents have been filtered.

All the approaches are used to evaluate the system with actual users and

queries.
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4.2.1 Re-Ranking: Eleven point precision average

This section presents a brief review of the 11 point precision average which will

then be used for evaluation of the personalized ranking mechanism.

Introduction

The 11 point precision average [18] is an approach used to compare information
retrieval systems. Initially, it was used to evaluate systems presented at the Text
Retrieval Conferences.

The basic idea is to partition the set of documents (in this case, the search re-
sults) in two classes, the relevant and the non-relevant ones. The average measure
then yields a set of values that reflect how many relevant documents have been
highly rank ordered. This is, the more relevant documents appear on top of the

result list, the better the ranking (and hence the system).

The documents are manually partitioned into two classes - relevant and irrel-
evant. Within each class, there is no ordering between two documents: they are

equally important. Two evaluation measures are used: recall and precision:?

number of relevant items retrieved
recall = - - —, and
number of relevant items in collection

number of relevant items retrieved

precision = : :
total number of items retrieved

Let >= {di,ds,...,d,} be a rank ordered set (or rather sequence) of docu-

ments, where document d; is more important than document dy, document d, is

2The third popular measure, fallout, is not needed with this measure.
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more important than document ds, etc.

For each relevant item in >, precision and recall are calculated, where

e the number of relevant items is counted with respect to all elements in >
that appear before this relevant item in question (the latter is included in

this list as well),

e the denominator of the expression for recall refers to the entire set of relevant

documents retrieved, and

e the denominator of the expression for precision refers to all documents in >

that appear before the relevant item in question (the latter being included).

For instance, with three relevant documents retrieved (in the case of comparing
search results, the set of relevant items retrieved and the set of relevant items are
identical) at ranks 4, 7, and 9, the three recall points are 1/3, 2/3, and 3/3. The
precisions are 1/4 at recall point 1/3, 2/7 at recall 2/3, and 3/9 at recall 3/3,

respectively.

A uniform recall scale is needed to evaluate the performance of a system w.r.t.
to different queries (with different numbers of relevant items in the result list),
as well as for the comparison with other systems. The interval [0;1] is divided
into 10 intervals of equal length (which yields 11 interval boundary points), and
the precisions are calculated at each of these recall points. Since the actual recall
points will usually not coincide with these interval boundaries, the values are
interpolated: the interpolated precision at a recall cutoff R is defined to be the
maximum precision at all points > R.

In the above example, precision value 1/4 is assigned to the interval boundaries

0.0, 0.1, 0.2, and 0.3 (since the maximum precision at recalls greater than these
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values is 1/4), precision value 2/7 is assigned to the boundary points 0.4, 0.5, and
0.6 (since the maximum precision at recalls greater than these values is 2/7), and
precision value 3/9 is assigned to the boundary points 0.7, 0.8, 0.9, and 1.0 (since
3/9 is the maximum precision of all recall points > 0.7.

Note that in practice, precision values for recall cutoff values of 0.0 do not
exist. They are introduced by the above interpolation rule.

These precision vectors of length 11 are averaged component-wise (there is
one such vector per query). These average vectors can then be used to compare
retrieval systems by graphically superposing two of these (interpolated) recall-
precision vectors. The system’s vector that is on top of the other one is the

“better” one.

Usually, these eleven values are then averaged to yield one performance indi-
cator for a system. Since there are few documents being considered per query, the

following discussion will also take into account all recall cutoff values.

Using the 11 point average to evaluate the presented system

Sixteen users were asked to judge the results for three queries which they chose
freely. The results were presented in random order. The judgement was either

“relevant” or “non-relevant”. The re-ranking algorithm is evaluated by

1. Training:
Two thirds of the queries (two queries per user) are chosen to determine
which combination of interest adjustment function/re-ranking formula is

the best one.

2. Testing:
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The remaining query results are then re-ranked by the algorithm that is

considered to be the best one.

Each of the four interest adjustment function (p. 48) was coupled with the
five re-ranking functions g; — g5 (p. 71).

Figures 4.1-4.4 show the recall-precision graphs for 16 users and n = 16-2 = 32
judged queries. The 11 point averages have been averaged to yield one single 11
point average curve for all 32 queries. In the legend, ProFusion refers to the
ranking that is provided by ProFusion, multiplication refers to g1, addition refers
to g2, more ProFusion refers to g3, more personal refers to p4, and even more
personal refers to gs.

If a curve is “above” another curve, the corresponding system is “better” in
terms of recall and precision since with more retrieved documents, more rele-
vant documents have been retrieved. Figure 4.1 and 4.2 are examples where the

personalized ranking curves lie above the system ranking curve.

Eleven point precision average
T T

*—*  ProFusion

0.85 RERERREE +  multiplication
Lo + 0—-—© addition
_._._Q'-._ & - -0  more ProFusion
08l L o +  more personal

Iy \ A--— A even more personal

precision

0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1
recall

Figure 4.1: 11 point average precision for interest adjustment function Ac(c;) =

log o mes - v(d, ¢;) and 5 different ranking formulae.
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Eleven point precision average
T T T

*—*  ProFusion
0.85F .. EURREEE +  multiplication
o--—-© addition
"_‘"_.:__a—{', = - -0 more ProFusion
0'8} < "“t.\';' PR + more personal
b \\ A--—-A  even more personal
AN

precision

o

o e}
) a
T T

e

o

&
T

05

0.45
0

Figure 4.2: 11 point average precision for interest adjustment function Ac(¢;) =
bime 7 7(d, ¢;) and 5 different ranking formulae.

log log(log length
The corresponding interest adjustment function for figure 4.1 is Au(g;) =

time
log length

log - v(d, ¢;), one of the two functions for which profile convergence has
been detected.

01 and ps exhibit higher precisions for recall cutoffs less than .4 and greater
than .5. In the first interval, the improvement gets as high as 6.5% for g, (up to
5.0% for go). In the second interval, the rankings are almost identical. ProFusion’s
ranking is slightly better for the recall cutoff values between these two intervals
(but not better than 1.8%).

The personalized rankings do not, at any recall point, considerably fall below
the ProFusion ranking. Figure 4.5 shows the increases and decreases for all recall
cutoffs. Again, p; and g, exhibit the best performance since they improve the
precision for small recall cutoff values; the overall performance increase is roughly

8%. For this graph, it can be seen that the increase for high recall cutoffs is larger

than for low ones. This undesired result is probably due to the small set of sample
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Figure 4.3: 11 point average precision for interest
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Figure 4.4: 11 point average precision for interest adjustment function Au(c¢;) =

time

Tengsr - V(d, ;) and 5 different ranking formulae.
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queries, and the behavior is not exhibited for the other function (Figure 4.6).

Precision Gain
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Figure 4.5: Relative precision increase for Au(¢;) = log

It is likely that users want the relevant items right at the beginning of the
results list. This leads to the assessment that g, and g, are probably the best
choices: For them, the precision values at low recall values are the highest, and in

particular, they are better than the corresponding ProFusion values.

The corresponding interest adjustment function for figure 4.2 is Au(g) =

time

108 toctiog longii) - v(d, ¢;), the second of the two functions for which profile con-

vergence has been detected.

Except for ps, all ranking formulae exhibit higher precision values for recall
cutoffs less than .3. This means that the personalized ranking includes more
relevant documents in the top five results than does the ProFusion ranking. The

gains in precision for the best ranking function, g1, vary from 1.4% at recall cutoff
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.2 t0 8.9% at recall cutoff .0 (and since that value does not really exist, the highest

gain in precision is 7.8% at recall cutoff .1).

For recall cutoffs between .3 and .6, ProFusion’s ranking is slightly better.

At cutoff value .5, it outperforms the best candidate, g, by 4.8% (see below).

Precisions are almost the same for all functions at cutoff values greater than .6.

The personalized rankings do not, at any recall point, considerably fall below

the ProFusion ranking. Figure 4.6 shows the gains and losses for all recall cutoffs.

Precision Gain
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Figure 4.6: Relative precision increase for Au(c;) = 1og 7o e - 7(d, ¢i)

As pointed out above, it is likely that users want the relevant items on top of

the result list. Hence, g, and g, are probably the best choices: Similar to Figure

4.1, the precision values at low recall values are the highest, and in particular,

they are better than the corresponding ProFusion values.
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Figures 4.3 and 4.4 provide strong evidence that the interest adjustment func-

tions Au(e;) = log 2% - v(d, ¢;) and Au(c;) = 2% - v(d, ¢;) are poor choices not

only in terms of profile convergence, but also in terms of re-ranking. Both are

clearly outperformed by the unpersonalized ProFusion ranking.

It can therefore be concluded that both Au(c;) = loglogléig% - v(d, ¢;) and
Ai(c;) = log logt;.(:,:zegth -7(d, ¢;) in combination with g, or g, are the best choices for

the interest adjustment/ranking function combination.

For both functions, relevant results are more likely to appear on top of the
result list with g, but in the middle part of that list, g, yields better results.

An interesting aspect of this is that the length of the page does not seem to
matter very much (its contribution in both formulae is very small, a subtraction
of a double or even triple logarithm). [24] do not use at all the length of items
that have to be ranked, but focus on the time spent. The goal of incorporating
the length into the above formulae was to normalize time by length. This seems
unneccessary because users can tell at a glance that a page is irrelevant and, in
general, reject it quickly, regardless of its length. There seems to be no need for
normalization because if they spend longer on a page it is because it is relevant,

and not because it is longer.

To verify the above recommendation for a ranking formula, the remaining
16 queries and their results are re-ranked and compared with the user ranking.
Figure 4.7 shows a result that is very similar to the ones obtained in the above
“training” part. The personalized systems yields a slightly higher precision at low
recall cutoff values (8.6% increase in precision for recall values less than .2). The

function that was chosen in this case is Ai(¢;) = log mgmtg% -v(d, ¢;); the graph
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System performance: Testing
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Figure 4.7: 11 point average for the testing set: 16 queries

for the other function is almost identical.

The result of this evaluation is that personalized re-ranking is possible. With
the described functions, a performance increase of up to 8% can be expected. This

means that at every recall cutoff, 8% more relevant documents are retrieved.

4.2.2 Re-Ranking: n-dpm

This section consists of a review of the normalized distance-based performance
measure (n-dpm), of implementation issues, and of the results obtained by evalu-
ating the presented system in terms of the n-dpm. The experiments will be exactly
the same as the ones in the previous chapter, but an additional evaluation method

will be used.
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Introduction

The more recent n-dpm measure (normalized distance-based performance measure,

[58]) is based on two fundamental ideas:

1. The distinction between “relevant” and “non-relevant” documents is too

coarse.

2. Studies® show that users are not able to reproduce a cardinal ranking of
a list of documents. This is to say, they cannot assign the same absolute
values (representing the relevance) to a list of documents when asked to
do so twice. However, the relative positions of the documents in the two
rankings exhibit strong similarities, i.e., the two rankings are the same on

an ordinal scale.

In order to evaluate the performance of a ranking system, it is necessary to
compare the obviously perfect ranking - the ranking the user would have chosen -

with the ranking as provided by a search engine (or a different retrieval system).

The idea behind n-dpm is to compare two rankings by comparing every docu-
ment in ranking 1 with every document in ranking 2. For each pair of documents,

the following test is performed:

e If both rankings agree on which document is more important, the distance

between these two documents is zero.

e If one ranking does not exhibit any ordering between the documents (and

they are hence indifferent), but the other does, there is a slight distance

3see [58] for references
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between these two documents.

o If the preference relationship in one ranking is the inverted relationship in the

other ranking, then there is a large distance between these two documents.

These distance values are then basically added for each pair, and the resulting

sum is the overall distance between the two rankings.

Formally, a finite set of documents D is required to be ordered w.r.t. to
a weak? ordering >C D x D. d; € D is said to be preferred to dy € D iff
di > dy. If neither d; > dy nor dy > d; hold, d; is said to be indifferent to do
(and vice versa). An indifference relation ~C D x D can be defined as follows:
~={(dy,d)|d1 ¥ d2 Ady 1 di }, but it might also be given explicitly.

dy > dy might be interpreted as “the user prefers document 1 to document 2”,

and d; ~ dy can mean both d; and d, are equally important or incomparable.

In the example of a binary ranking where every document is either “relevant”
or “non-relevant”, the documents within each partition are indifferent® one to the
other, and the relevant class is possibly “larger” w.r.t. to this ranking than the

“non-relevant” class.®

Two weak orderings >>; and >, are then compared by means of two auxiliary

functions, cmp : D? — {agreement, compatibility, contradiction} and 6y, ., :
>1,>2 1,L>2

YA weak ordering is antisymmetric and negatively transitive, i.e., d > d — (d' ¥ d), and
((d v d)A(d ¥ d") — (d ¥ d”). Note that the original notation =(d > d') is somewhat
misleading since its usual interpretation is “the statement —(d > d') holds”. This is not equiv-
alent to “the statement d > d' does not hold” (d ¥ d') which is chosen here and was probably
intended in the original paper.

5 Actually, this would be the definition of the indifference relation.

8Tn other words, if the definition of ~ makes it a congruence relation, then it factorizes D
into two equivalence classes, the “relevant” class and the “non-relevant” class.
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D2 - {0,1,2}.

If both orderings are the same for the two documents, c¢mp is evaluated to
agreement. If, in one ordering, they are indifferent one to the other, and in the
other ordering, one document is actually preferred to the other, it is evaluated to
compatibility.

Finally, if in one ordering document 1 is preferred to document 2, and in the

other ordering, the inverse relation holds, there is a contradiction.

(agreement,  ff (d>yd Ad >y d) V(4 >y dAd >y d)
V(d' ~1 dAd ~; d)

CMPy 5o (d, d') = § compatibility, iff (d~1 d'A(d>y d' Vd >y d))

V(d~a d A{d>1d Vd > d))

| contradiction, iff (d > d Ad >g d) \% (d’ > dAd D>y d’)

Note that the three cases cover all possible cases, i.e., cmp is a total function.

The difference between two documents is then mapped to natural numbers by

assigning numeric values to the three outcomes of cmp:

0, iff empy, ,(d,d") = agreement
Op1,3o(d, d') =4 1, iff empy, »,(d,d') = compatibility

2, iff empy, »,(d,d') = contradiction

That is, the more “obvious” the difference between the two rankings for two
documents is, the higher the value of § gets.
It is then easy to accumulate the distance 3 between two orderings for a set

of documents:”

"The factor 1/2 is added since with this definition, every comparison is performed twice.
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B(>1,>2) = % : Z 01,5 (d, @)

d#d' €D

B is motivated by showing that it reflects certain rationality axioms, an ap-
proach that is widely used in decision theory [60]. Moreover, 3 is shown to be the

only function reflecting these rationality axioms.

Consider the following two rankings >; and >; on the set of documents

{do, d1, d2, ds}i

do >y d3}.

{do > dy D>y d2} and {dl D>2 dy

ds
The values for § are

5>1,l>2 (d07d1) =2, 5>1,l>2 (d07d2) =1, 5>1,>2(d07d3) =0,
5l>1,l>2 (d17d2) = 07 5l>1,l>2 (d17d3) = 07 5l>1,l>2(d27d3) =1

Summing them up yields the distance 3(>1,>2) = 4.

Clearly, a system would be considered to have ranked a set of documents
perfectly if the distance between the ranking as calculated by the system and
the ranking as desired by the user was zero. The smaller the value of 3 for a
system ranking and a user ranking is, the better the system performs in terms of

representing a user’s interests.

The above “perfect” criterion (user ranking and system ranking are the same)

can be weakened to the so-called “acceptable ranking criterion”. With this cri-

PUM 0068219



4.2. EVALUATION 88

terion, a system is only required to rank preferred documents higher than the
non-preferred ones. Such a ranking can be derived by arbitrarily ranking the doc-
uments in a same equivalence class. This leads to an evaluation of the system
which does not take into account the system’s ordering of documents that belong
to the same equivalence class in the user’s ranking.®

An acceptable ranking >,.. can be constructed as

D> ace=P user U(Nuser N [>system)7

where the subscripts indicate the origin of the ranking. The distance-based

performance measure, dpm, is then defined as®

dpm([>user7 [>system) = ﬂ([>accy [>system)-

dpm is appropriate for comparing retrieval systems with respect to a fixed
query. The problem with this approach is, for example, that a performance im-
provement, which reduces the distance from 200 down to 100 for one query, is con-
sidered to be the same as the improvement that reduces the distance from 2 to 1 for
100 queries.'® This problem can be remedied by using relative - normalized - dis-
tance measures. This is achieved by scaling the actual distance w.r.t. to the worst

distance, which is the inverse of the user ranking, > 1 = {(d1, d2)|d2 D>user d1}:

dpm([>user7 [>system) dpm([>user7 [>system)
ndpm (> > = =
( users system ) dpm ( > users > ;sler) 2 . | > wsor |

8Clearly, if there are only two equivalence classes - relevant and non-relevant - one major
drawback of the 11 point average measure is reintroduced.

9Tn practice, it is not necessary to actually calculate > 4.

10 Assuming that distances for different queries are averaged.
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defines the normalized distance-based performance measure. By definition of >71
the rightmost equation only holds if >, does not contain explicit indifference
relationships (in this case, every relation between two elements is inverted in
the inverted ranking, yielding a “punishing” value of 2 for each comparison. Note

that it is possible to express every explicit indifference relation by a set of ordering

relations).

Calculating the average ndpms for a given set of N queries (and therefore,

N user rankings™ U = {>.,.,,> } and N system rankings S =

USET ?t " USET

{> bystem> D> oystems - - - » D hystem }» the average distance is expressed as

And;l)m([j S N Z ndpm user’ [>system)

i=1

A low value of A4, indicates a strong similarity between the system and the

user ranking (the system is “good” in terms of reflecting the user’s interests).

Implementation

Documents are represented as nodes of a directed graph, and the (directed) edges
of this graph represent the preference relation (i.e., ny — mo indicates that the
document associated with node nq, d;, is preferred to ds, the document that is
associated with node ny: d; > dy). This graph may consist of several components
which are not connected one to the other (they represent the “threads” of the

partial ordering).

1 Get notation is used to denote sequences.
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The transitive closure of such a graph is then calculated (in order to reflect
the rationality axioms) The node-by-node comparison of the transitive closures of

two partial orders is straightforward.

Using n-dpm to evaluate the presented system

n-dpm was chosen because more than one query is taken into account. The n-dpm
values have been averaged for 32 queries (training data). Figure 4.8 shows the

distance of the personalized rankings to ProFusion’s ranking.
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Figure 4.8: n-dpm for the training set: 16 queries

As in the case of the 11 point average measurement, the interest adjustment

-v(d, ¢;) and Aw(c;) = log

time

length

— _time
length

functions Ac(c;) -7v(d, ¢;) (functions 2 and
3 in the graph) worsen the results (the distances are shown on the y-axis; the
smaller the distance to the user ranking, the better). Another commonality is
that the other two functions result in improvements for the rankings g-, g5, and
01. However, they do not exceed an improvement of 3% (in the case of the 11

point average, an improvement of up to 8% was discovered). It is worth observing
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that the differences between all the rankings do not exceed 5%.
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Figure 4.9: n-dpm for the testing set: 16 queries

This assessment is verified with the test set of the remaining 16 documents
(Figure 4.9). The ranking of g, yields slightly worse results than does go. A
conclusion of this evaluation together with the evaluation of the 11 point average
measure would therefore suggest to use ranking g, together with one of the two
adjustment functions that yielded converging profiles and improved the search

results slightly.

4.2.3 Filtering

Filtering is done as described above. Normalized personalized rankings together
with threshold values provide a basis to decide whether or not a document is

relevant. For the experiments, the thresholds ranged from .4 to .9.
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In the following, D denotes a set of result documents, R C D the set of relevant
documents (as judged by the user), Z = D — R the set of non-relevant documents
(as judged by the user), and F C D denotes the set of documents that are judged
by the system to be irrelevant and should thus be excluded from the result list.

The following values are of interest:

IRNF|=|R—(D-F)
How many relevant documents have been considered to be irrelevant? A low

value indicates good performance.

e |[RN(D—-F)|=|R-F|
How many relevant values have been considered to be relevant? A high value

indicates good performance.

o |INF|=|T—(D-F)
How many non-relevant items have been considered to be irrelevant? A high

value indicates good performance.

e |IN(D-F)|=|T-F|
How many irrelevant documents have been considered to be relevant? A

high value indicates bad performance.

When comparing the different filtering algorithms, it is convenient to refer to
the relative number of documents that have been filtered, i.e., by dividing the first

two sets by ‘R‘ and the third and fourth set by ‘I ‘ In this relative case, both
il ) I ot RO el ) N o R R

| || 7] 7]
The discussion will hence concentrate on the first and on the third value.

The first value describes how many relevant documents have incorrectly been

12That is because of (RNF)U(R—-F)=Rand RNF =R — (D - F).
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considered to be irrelevant. The third value represents the number of irrelevant
documents that correctly have been considered to be irrelevant.

Filter performance
0.25 T T T T T

relevants filtered
irrelevants filtered

# documents

3 4
filter threshold (.4 — .9)

Figure 4.10: Average filter performance: Training. Adjustment function As(c;) =

log logtfgzegth -7(d, ¢;), ranking g,. The x-axis represents threshold values from .4 to

.9, the y-axis represents the ratio of relevant (non-relevant) documents.

Figures 4.10 and 4.11 show the best performances (out of 4*5=20 such figures)
for the training set of 32 documents. They are very similar in that they exhibit
good filtering performance for thresholds greater than .7. For a threshold of .9,
both filters filter twice as many irrelevant documents than relevant ones. However,
with that threshold, only about one to two non-relevant documents out of twenty
(6.2% to 8.1%) are filtered. For smaller thresholds, both the value of relevant and
non-relevant documents that are filtered increase.

It is not surprising that the best combination of adjustment function and
ranking is the same as in the evaluation of the eleven point precision average since
the filter is based on the rankings that have been evaluated in the previous section.

Figure 4.12 shows the filtering performance of Figure 4.10 for the testing set.

PUM 0068225



4.2. EVALUATION 94

Filter performance
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Figure 4.11: Average filter performance: Training. Adjustment function As(c;) =
log logt;(:,:zegth -7(d, ¢;), ranking . The x-axis represents threshold values from .4 to
.9, the y-axis represents the ratio of relevant (non-relevant) documents.

The figure indicates that, for large threshold values, there are two to three times
more irrelevant than relevant documents filtered. However, one should note that

the absolute number (8% of 20, or 1.6 documents per query) is rather small.

Although the filter improves search results, these improvements are rather
small. This suggests that the system performs better in ranking than in filtering.
This is likely due to the fact that the decision “relevant” vs. “non-relevant” is very
coarse and that mistakes are easily made. In the case of re-ranking, switching the

position of two items does, in general, not greatly affect the quality of the results.
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Figure 4.12: Average filter performance: Testing. Adjustment function Au(c;) =
log logt;(:,:zegth -7(d, ¢;), ranking p,. The x-axis represents threshold values from .4 to
.9, the y-axis represents the percentage of relevant (non-relevant) documents.

4.3 Discussion

This chapter introduced two applications for the user profiles: Re-ranking and
filtering search results. It has been found that the quality of Internet search
engines (in the tests, ProFusion was chosen, but it is most likely that the results
carry over to other search engines) is rather poor: only one half of all retrieved
documents are relevant to the user. Reasons for this include the sheer size of the

database to be searched (the Internet) and a lack of personalization.

With the presented system, search results can be slightly improved.

Four different ways of determining user profiles were combined with five dif-

ferent re-ranking functions. Two interest adjustment functions performed better
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than the other two: A(c;) = log e - v(d, ¢;) and Au(e;) = log ppirimncs °
v(d, ¢i).-

These better functions share the commonality of assigning less weight to the
length of the surfed pages than to the time spent on them.

In combination with the above adjustment functions, two re-rankings have
been found to outperform the others: g,(d;) = w(d;) - (.5 +is, Zi(dj)) and
02(dj) = wldy) + § Y25 Tildy)-

They share the commonality of assigning equal importance to the ranking that
was returned by ProFusion and the (calculated) personal interests in the corre-
sponding documents. These findings were confirmed using two evaluation strate-
gies applied to the system: the eleven point precision average, and the normalized

distance-based performance measure.

Personalization improved search results in terms of the above criteria: an
increase of up to 8% was detected for the 11 point precision average, and an

increase of 5% for the n-dpm was found.

The improvements were less compelling for the second application: filtering.
The chosen filtering mechanism uses the rankings as provided by the re-ranking
algorithms and introduces thresholds to determine which documents are relevant
and which are not. Not surprisingly, the same combinations of interest adjustment

function and re-ranking functions turned out to yield the best results.

However, this binary partitioning of a set of documents seems to be too coarse
for the filtering algorithm. The improvements were minor: Of the 20 top docu-

ments in a query’s result set, on average only one document is filtered, and on
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average, every third filtered document will be relevant (since, in general, twice as

many irrelevant than relevant documents are filtered).

A major result of this chapter is that even though performance improvements
are not enormous, they are at least possible. This is insofar noteworthy as it should
not be forgotten that profile creation occurred fully automatically, without any

explicit user feedback.

It is unlikely that the poor improvements are a result of badly chose re-ranking
or filtering algorithms. Rather, the reason for this lies probably in the lack of
accuracy in the user profiles. Search result improvements will hence most likely

be the result of more accurate user profiles.
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Chapter 5

Conclusions and Future Work

This thesis presented a novel way of modeling user interests as a weighted ontology.
With this approach, except for the daily surfing activities, no interaction with the
user is required.’

A notion of convergence for user profiles has been developed, and the profiles
have been evaluated in terms of this convergence as well as the actual interests they
should represent. Convergence means that, after some time, there is an almost
constant set of categories that have been determined to reflect the user’s interests.
Of course, user interests shift, and this is why it is proposed that the profile
maintenance program runs continuously, i.e., is trained perpetually. Two out of
four approaches to profile generation have been shown to yield converging profiles.
Sixteen user profiles have been evaluated, and they were found to converge and
to reflect actual interests fairly well (3.5 on a scale from 0 to 5).

The most important characteristics of the proposed approach include lack of
explicit interaction and the hierarchical structure of the profile representation

(4,400 nodes).

L As of now, the profile maintenance has to be run every second day to extract data from the
caches, but in the future, this will be done by a continuously running background process.
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Because of the intimate nature of data, privacy issues must be considered. The
present system leaves the profiles on the user’s machine and only post-processes
the data that is to be personalized. However, there are applications where profiles
must be made publicly available in order to match them with other profiles or
queries.

In principle, there is a wide range of applications for user profiles. This is
reflected in the fact that there are many personalization systems, of which 45
have been classified and described.

For this thesis, the field of information retrieval was chosen. The profiles are
used to re-rank and filter search results as returned by the ProFusion meta search
engine. The four ways of creating profiles have been combined with five ways of
re-ranking the results, and with six ways of filtering them. The re-ranked results
were evaluated by referring to the 11 point precision average and the normal-
ized distance performance measure. In terms of the first measure, a performance
increase of up to 8% was discovered.

With this measure, document sets are partitioned into two sets, the relevant
and the non-relevant ones. Within each of these two sets, all documents are con-
sidered to be equally interesting (or not). The n-dpm measure addresses this
problem by defining a distance between two rankings. In comparison with Pro-
Fusion’s ranking, the personalized rankings turn out to be 3% more “similar” to

the user ranking.

The above rankings have then been used to implement a simple filtering algo-
rithm by introducing thresholds. Retrieved documents above that threshold are
considered to be relevant, and the others are considered to be irrelevant. The

filtering results were rather modest. When emphasis is put on avoiding filter-
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ing relevant documents, the best filtering approach filters roughly one irrelevant

document out of a total of 20.

The performance improvements that have been achieved are modest. How-
ever, it has been shown that profile generation without explicit user interaction
is at least possible. There are only a few systems that fully automatically create
profiles, and they are rarely thoroughly evaluated. Personal WebWatcher [34] is
the system that is closest to the presented one. However, the profiles are not very
detailed. In fact, there are only two classes, relevant and irrelevant, and their

centers are represented by weighted keyword vectors.

Future work will focus on the profile generator. Several suggestions have been
presented and discussed in section 3.4.1. The most promising approach seems
to be related to personalizing the structure of the profiles rather than only the
weights that are associated with the nodes. Furthermore, it seems possible to
use the surfed documents for re-training the classification algorithm. Finally, it
should be evaluated whether ot not the results would improve if some restricted

explicit user feedback was taken into account.

There is also a need to make the programs more usable. In its current state,
the user explicitly decides when and what parts of the database (copies of the
caches) have to be characterized. Minor modifications are necessary to make the

program run in the background.

PUM 0068232



Appendix A

Profile Convergence

This appendix contains figures showing the convergence of user profiles for diffe-
rent interest adjustment functions. The graphs show how many categories account
for 95% of the accumulated interest values for all categories. The “time periods”
actually represents chunks of a same number of documents, ordered w.r.t. to the
time of access.

Figures A.1, A.2, and A.3 show the number of categories over time for the

adjustment function Au(c¢;) = lZZth - v(d,¢;). Figures A4, A.5, and A.6 show

the profiles for the adjustment function Au(c;) = log lé’;{;‘fh - v(d, ¢;). Finally,

figures A.7, A.8, and A.9 show the profiles for the adjustment function As(c;) =

log logtfgzegth -v(d, ¢;). The adjustment function Ac(c;) = log mgmtg% -v(d, ;) has

been discussed in chapter 3 (figures 3.6, 3.7, and 3.8).
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APPENDIX A.

PROFILE CONVERGENCE

Figure A.1: Convergence of four profiles with less than 50 categories; adjustment
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Figure A.2: Convergence of seven profiles with less than 100 categories; adjust-
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Figure A.3: Convergence of five profiles with less than 150 categories; adjustment
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User profile convergence: log(time/length)
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Figure A.5: Convergence of seven profiles with less than 100 categories; adjust-

ment function log ;2%
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Figure A.6: Convergence of five profiles with less than 150 categories; adjustment

function log ;™%
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User profile convergence: log(time/(log length))
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Figure A.9: Convergence of five profiles with less than 150 categories; adjustment

function log 50
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Appendix B

Implementation

B.1 Architecture

Figure B.1 shows a data flow diagram for the system that has been developed for
this thesis. The evaluation modules are not included.

The system can be divided into three parts: the observer, the user profiler,
and the retriever. The observer extracts data from the caches and calculates the
interest in the pages. The current cache and database is displayed in a window
(figure B.2) and can be browsed. The two subprocesses, the BrowserSpy and
the SpyObserver, extract the data (BrowserSpy) and calculate the interest factors
(SpyObserver). The interest functions to be applied can interactively be chosen
by the user.

The user profiler characterizes the surfed pages. This is done incrementally,
so only new pages need to be characterized. The resulting categories and their
weights are passed to the SpyObserver, which calculates the interests in the cate-
gories and passes them back to the profiler. The profiler maintains the personal-

ized ontology, i.e., the ontology and the weights of its nodes.
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This weighted ontology is then used in the retriever part. The retriever con-
tacts ProFusion, retrieves the results and re-ranks them with respect to the per-

sonalized ontology.

The JavaDoc documentation of the source code can be found at

http://www.ittc.ukans.edu/"alexp/thesis/javadoc.

B.2 Netscape Cache Format

It has been deduced from the Mozilla sources that the database index file, fat .db,
is organized as follows. It is clustered into blocks of size 16KB or 4KB. The four
bytes at position 12 of the first block contain the block length. The four bytes
starting at position 56 of the first block contain the number of blocks. Starting

with the second block, data is encoded:

e the first two bytes contain the number of entries in this block, each entry

representing one file in the cache

o following these two first bytes there are pairs of two-byte-blocks where the
first component contains the (relative) offset of the actual URL, and the
second component contains the offset of the structure containing the rest of
the information on a particular item in the cache. The number of entries
(first two bytes of a block) has to be divided by two since it does not represent

the number of pairs but rather the total number of components.

e Each second component of the (url-offset, struct offset) pairs then points to

a structure which is organized as follows:
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— 4 bytes: length of structure

— 4 bytes: version of cache format

— 4 bytes: time of last modification, GMT in seconds

— 4 bytes: time of last access, GMT in seconds

— 4 bytes: expiry date, GMT in seconds

— 4 bytes: content length

— 1 byte: the corresponding page a web site?

— 4 bytes: lock date

— 4 bytes: length of the cached file’s name (including terminating null)

the filename

The content type should be in accordance with the above data, but this seems
not always to be the case. Hence, the following approach was chosen: Depending
on the suffix of the filename, it is decided if the corresponding page is a text file:

if the suffix is .HTM or does not exist at all, then it probably is a text page.
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B.2. NETSCAPE CACHE FORMAT
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that below).
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Searching for the personal touch

By Stefanie Olsen
Staff Writer, CNET News

Related Siories

A stealth start-up out of Stanford University is hoping
to raise the heat on one of the toughest problems in
Web search--and possibly out-Google Google in the
process.

Kaltix was formed in recent months by three members of
Stanford's PageRank team--a research group created to
advance the mathematical algorithm developed by Google
co-founder and Stanford alum Larry Page that cemented
Google's fame.

PageRank has helped steer people to Web sites like no
other search technology before it, harnessing the link
structure of the Web to determine the most popular pages.
Now, Kaltix hopes to improve upon PageRank, with an
attempt to speed up the underlying PageRank

That, in turn, could lay the groundwork for a breakthrough in a cutting-edge area of

Web search development known as "personalization,” which aims to sort search results

based on the specific needs and interests of individuals, instead of the consensus

approach pioneered by Google.

"Kaltix is a 'stealth mode' start-up...(leveraging) research done at Stanford University

as well as several new technologies developed at Kaltix to provide large-scale

personalized and context-sensitive search,” a Kaltix representative said, declining to

comment further.

Kaltix has disclosed few specifics about its plans or technology. But the company's

general statements appear to place it in a sweet spot for innovation that's being pursued

Yahoo! Buzz
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by all of the major search providers. Now that Web search has become a moneymaker
for portals such as Yahoo and Microsoft's MSN, technologists from all the industry
players are back in the labs developing formulas to personalize search.

Web companies outside the search industry have long made attempts to create
personalization features, but most of these attempts have fallen short of expectations.

purchases, which may no longer be relevant. A personalization feature offered through

TiVo, a maker of video recording devices, was criticized when reports circulated that
the device would recommend gay-themed television programs to viewers based on just
a few program selections.

Despite these flawed attempts, developers continue to have faith that personalization
technology can be created that will ultimately unleash marketing and revenue
opportunities.

If search developers are successful in building such technology, they could help
millions of people better navigate the Web while raising the profile of numbers of
obscure sites. Personalized searches could also unlock new revenue, from online

advertisers seeking to maximize their return on marketing dollars.

$8 billion within five years. By creating a personal relationship with Web surfers and
delivering spot-on results every time, search engines could improve response to links
for advertisers' products and services.

"Personalization is one of the holy grails for search,” Chris Sherman, editor of industry
newsletter Search Day, said. "Everybody's working on personalization to some degree
or another. When it comes out of the labs and what flavor it takes are the big

questions."

This time, it's personal

The personalization of search tools entails matching results to user profiles. These
profiles could include data such as zip code, birth date or individual search history. For
example, the keyword "jaguar" might place car sites at the top of search results for
someone who had recently visited automobile Web sites, but might lead off with Web
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sites about the cat for someone whose surfing history showed an interest in animals.

Personalization techniques include collecting data from the search user directly, as well
as putting algorithms to work behind the scenes. With a little information voluntarily
submitted by a searcher, an engine could localize search for results in German or
French or segment listings to show only 15 out of the top 100 links. An advanced
algorithmic technique might apply keyword-pattern analysis in order to examine an
individual's search history and guess what the object might be of the next search
request.

Many search engines already use some rudimentary personalization features.

AltaVista uses so-called geotracking technology to detect visitors' Internet protocol
(IP) addresses and guess their geographical location. That can provide useful context
for some searches, for example, in returning soccer-related results for a query on
"football" from a user based in the United Kingdom.

Web portal has taken advantage of its relationship with visitors to deliver more tailored
answers in specific areas. For example, its yellow pages, weather information and "My
Yahoo" sections all use members' zip codes or other personal data to deliver tailored

information.

"It's a key focus for Yahoo," company spokeswoman Diana Lee said. "Being able to
bring a more personalized experience for visitors makes it better for them, for us and
for advertisers."

Microsoft has publicized that it's working on advancing MSN and desktop search. One
area of development could be in integrating and personalizing search across Microsoft
Office, Microsoft Outlook and the Web.

Search leader Google has also shown an interest in the area. Two years ago, it bought
Outride, a spinoff from Xerox's Palo Alto Research Center (PARC). Outride uses data-
mining techniques, pattern recognition and natural-language semantic analysis to
improve search results. But the acquisition has yet to produce visible results for
Google.
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Jim Pitkow, former CEO of Outride and current president of search company
Moreover, said that personalization is an issue that Google is actively exploring.
Google declined to comment for this story.

"The macro trend now is you've got the three main search contenders--Yahoo, MSN
and Google--trying to make search better, and you can only do so much by just looking
at the content and just looking at the links," he said. "In order to make significant
breakthroughs that would be perceived by end users, these companies are all looking at

personalization techniques."

Not so easy to build
If the potential rewards of personalized search are great, so are the hurdles to building

a successful personalized search engine.

"The problem is, there isn't a 'one size fits all' formula," Search Day editor Sherman
said. "By its nature, it's something that has to be tailored to each individual user. It's
not like Google can build a personalization module, plug it in and flip a switch. It's a
more-complicated effort, and it will require major investment and commitment. It's not

clear yet that there's enough user demand to justify that cost.”

The main task will be getting the user interface right. That means giving people notice
of what data has been collected, where that data will be stored and how it will be used.
It also means giving users the choice of changing data or removing it.

"A lot of it is going to be experimental. Personalization can turn people off if it's
interfering and annoys them," said Amanda Spink, professor of information science at
the University at Pittsburgh.

Though Kaltix has disclosed little about its technology, the start-up is attracting notice

from search-engine veterans.

The company has demonstrated its service to veterans in the industry, including chief
scientist Jan Pederson at AltaVista, which was recently acquired by Overture Services.
Pederson said that Kaltix "was likely looking to get bought out."

Without discussing Kaltix's plans publicly, the company's founders have published
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research that claims to offer a way to compute search results nearly 1,000 times faster
than what's possible using current methods.

Outride's Pitkow said Kaltix's method is similar to looking for a tree in a forest by
examining only a clump of trees rather than the whole forest.

"If you can localize your computations to those types of trees then you can be much
faster,” Pitkow said. He added that it takes days to compute PageRank. "If you can
compute it really fast, you can compute it on per-person basis," he surmised.

"If they've been able to take a computational block and remove it, that opens up new
opportunities."”
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Official Google Blog: Personalized Search for everyone
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| Content blocked by your organization

‘Google =

Personalized Search for everyone

12/04/2009 03:01:00 PM

Today we're helping people get better search results by extending Personalized Search fo
signed-out users worldwide, and in more than forty languages. Now when you search using
Google, we will be able 1o better provide you with the most relevant results possible. For
example, since | always search for [recipes] and often click on results from epicurious.com,
Google might rank epicurious.com higher on the results page the next time [ look for
recipes. Other times, when I'm locking for news about Cornell University's sports teams, |
search for [big red]. Because | frequently click on www.cornellbigred.com, Google might
show me this resuli first, instead of the Big Red soda company or others.

Previously, we only offered Personalized Search for signed-in users, and only when they
had Web History enabled on their Google Accounts. What we're doing today is expanding
Personalized Search so that we can provide it to signed-out users as well. This addition
enables us to customize search results for you based upon 180 days of search activity
linked o an anonymous cookie in your browser. It's completely separate from vour Google
Account and Web History (which are only available to signed-in users). You'll know when
we customize results because a "View customizations” link will appear on the top right of
the search results page. Clicking the link will let you see how we've customized your results
and also let you turn off this type of customization.

Check out our help center for more details on personalized search, how we customize
results and how you can turn off personalization. Learn more by watching our video:

Posted by Bryan Horling, Software Engineer and Matthew Kulick, Product Manager
Permalink
Share: 0

Labels: search

http://googleblog.blogspot.com/2009/12/personalized-search-for-everyone.html
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Privacy Policy

Last modified: March 1, 2012 (view archived versions)

There are many different ways you can use our services — to search for and share
information, to communicate with other people or to create new content. When you share
information with us, for example by creating a Goodle Account, we can make those services
even better — to show you more relevant search results and ads, to help you connect with
people or to make sharing with others quicker and easier. As you use our services, we want
you to be clear how we’re using information and the ways in which you can protect your

privacy.
Our Privacy Policy explains:

* What information we collect and why we collect it.
* How we use that information.
» The choices we offer, including how to access and update information.

We've tried to keep it as simple as possible, but if you're not familiar with terms like cookies,
IP addresses, pixel tags and browsers, then read about these key terms first. Your privacy
matters to Google so whether you are new to Google or a long-time user, please do take the
time to get to know our practices — and if you have any questions contact us.

Information we collect

We collect information to provide better services to all of our users — from figuring out basic
stuff like which language you speak, to more complex things like which ads you’ll find most
useful or the people who matter most to you online.

We collect information in two ways:

http://www.google.com/intl/en/policies/privacy/ 3/1/2012
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* Information you give us. For example, many of our services require you to sign up for
a Google Account. When you do, we’ll ask for personal information, like your name,
email address, telephone number or credit card. If you want to take full advantage of
the sharing features we offer, we might also ask you to create a publicly visible Google
Profile, which may include your name and photo.

* Information we get from your use of our services. We may collect information
about the services that you use and how you use them, like when you visit a website
that uses our advertising services or you view and interact with our ads and content.
This information includes:

o Device information

We may collect device-specific information (such as your hardware model,
operating system version, unique device identifiers, and mobile network
information including phone number). Google may associate your device
identifiers or phone number with your Google Account.

o Log information

When you use our services or view content provided by Google, we may
automatically collect and store certain information in server logs. This may
include:

m details of how you used our service, such as your search queries.

m telephony log information like your phone number, calling-party number,
forwarding numbers, time and date of calls, duration of calls, SMS routing
information and types of calls.

m Internet protocol address.

m device event information such as crashes, system activity, hardware
settings, browser type, browser language, the date and time of your request

and referral URL.
m cookies that may uniquely identify your browser or your Google Account.

o Location information

When you use a location-enabled Google service, we may collect and process
information about your actual location, like GPS signals sent by a mobile device.
We may also use various technologies to determine location, such as sensor

http://www.google.com/intl/en/policies/privacy/ 3/1/2012
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data from your device that may, for example, provide information on nearby Wi-Fi
access points and cell towers.

o Unique application numbers

Certain services include a unique application number. This number and
information about your installation (for example, the operating system type and
application version number) may be sent to Google when you install or uninstall
that service or when that service periodically contacts our servers, such as for
automatic updates.

o Local storage

We may collect and store information (including personal information) locally on
your device using mechanisms such as browser web storage (including HTML 5)
and application data caches.

o Cookies and anonymous identifiers

We use various technologies to collect and store information when you visit a
Google service, and this may include sending one or more cookies or
anonymous identifiers to your device. We also use cookies and anonymous

identifiers when you interact with services we offer to our partners, such as
advertising services or Google features that may appear on other sites.

How we use information we collect

We use the information we collect from all of our services to provide, maintain, protect and
improve them, to develop new ones, and to protect Google and our users. We also use this
information to offer you tailored content — like giving you more relevant search results and
ads.

We may use the name you provide for your Google Profile across all of the services we offer
that require a Google Account. In addition, we may replace past names associated with your
Google Account so that you are represented consistently across all our services. If other
users already have your email, or other information that identifies you, we may show them
your publicly visible Google Profile information, such as your name and photo.

http://www.google.com/intl/en/policies/privacy/ 3/1/2012
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When you contact Google, we may keep a record of your communication to help solve any
issues you might be facing. We may use your email address to inform you about our
services, such as letting you know about upcoming changes or improvements.

We use information collected from cookies and other technologies, like pixel tags, to improve
your user experience and the overall quality of our services. For example, by saving your
language preferences, we’ll be able to have our services appear in the language you prefer.
When showing you tailored ads, we will not associate a cookie or anonymous identifier with
sensitive categories, such as those based on race, religion, sexual orientation or health.

We may combine personal information from one service with information, including personal
information, from other Google services — for example to make it easier to share things with
people you know. We will not combine DoubleClick cookie information with personally
identifiable information unless we have your opt-in consent.

We will ask for your consent before using information for a purpose other than those that are
set out in this Privacy Policy.

Google processes personal information on our servers in many countries around the world.
We may process your personal information on a server located outside the country where
you live.

Transparency and choice

People have different privacy concerns. Our goal is to be clear about what information we
collect, so that you can make meaningful choices about how it is used. For example, you
can:

» Review and control certain types of information tied to your Google Account by using
Google Dashboard.

» View and edit your ads preferences, such as which categories might interest you,
using the Ads Preferences Manager. You can also opt out of certain Google
advertising services here.

» Use our editor to see and adjust how your Google Profile appears to particular
individuals.

« Control who you share information with.

» Take information out of many of our services.

http://www.google.com/intl/en/policies/privacy/ 3/1/2012
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You may also set your browser to block all cookies, including cookies associated with our
services, or to indicate when a cookie is being set by us. However, it's important to
remember that many of our services may not function properly if your cookies are disabled.
For example, we may not remember your language preferences.

Information you share

Many of our services let you share information with others. Remember that when you share
information publicly, it may be indexable by search engines, including Google. Our services
provide you with different options on sharing and removing your content.

Accessing and updating your personal information

Whenever you use our services, we aim to provide you with access to your personal
information. If that information is wrong, we strive to give you ways to update it quickly or to
delete it — unless we have to keep that information for legitimate business or legal purposes.
When updating your personal information, we may ask you to verify your identity before we
can act on your request.

We may reject requests that are unreasonably repetitive, require disproportionate technical
effort (for example, developing a new system or fundamentally changing an existing
practice), risk the privacy of others, or would be extremely impractical (for instance, requests
concerning information residing on backup tapes).

Where we can provide information access and correction, we will do so for free, except
where it would require a disproportionate effort. We aim to maintain our services in a manner
that protects information from accidental or malicious destruction. Because of this, after you
delete information from our services, we may not immediately delete residual copies from
our active servers and may not remove information from our backup systems.

Information we share

We do not share personal information with companies, organizations and individuals outside
of Google unless one of the following circumstances apply:

* With your consent

http://www.google.com/intl/en/policies/privacy/ 3/1/2012
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We will share personal information with companies, organizations or individuals
outside of Google when we have your consent to do so. We require opt-in consent for
the sharing of any sensitive personal information.

* With domain administrators

If your Google Account is managed for you by a domain administrator (for example, for
Google Apps users) then your domain administrator and resellers who provide user
support to your organization will have access to your Google Account information
(including your email and other data). Your domain administrator may be able to:

o view statistics regarding your account, like statistics regarding applications you
install.

> change your account password.

> suspend or terminate your account access.

o access or retain information stored as part of your account.

o receive your account information in order to satisfy applicable law, regulation,
legal process or enforceable governmental request.

o restrict your ability to delete or edit information or privacy settings.

Please refer to your domain administrator’s privacy policy for more information.
» For external processing

We provide personal information to our affiliates or other trusted businesses or
persons to process it for us, based on our instructions and in compliance with our
Privacy Policy and any other appropriate confidentiality and security measures.

* For legal reasons

We will share personal information with companies, organizations or individuals
outside of Google if we have a good-faith belief that access, use, preservation or
disclosure of the information is reasonably necessary to:

o meet any applicable law, regulation, legal process or enforceable governmental
request.

o enforce applicable Terms of Service, including investigation of potential
violations.

o detect, prevent, or otherwise address fraud, security or technical issues.

http://www.google.com/intl/en/policies/privacy/ 3/1/2012
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o protect against harm to the rights, property or safety of Google, our users or the
public as required or permitted by law.

We may share aggregated, non-personally identifiable information publicly and with our
partners — like publishers, advertisers or connected sites. For example, we may share
information publicly to show trends about the general use of our services.

If Google is involved in a merger, acquisition or asset sale, we will continue to ensure the
confidentiality of any personal information and give affected users notice before personal
information is transferred or becomes subject to a different privacy policy.

Information security

We work hard to protect Google and our users from unauthorized access to or unauthorized
alteration, disclosure or destruction of information we hold. In particular:

« We encrypt many of our services using SSL.
« We offer you two step verification when you access your Google Account, and a Safe
Browsing feature in Google Chrome.

* We review our information collection, storage and processing practices, including
physical security measures, to guard against unauthorized access to systems.

» We restrict access to personal information to Google employees, contractors and
agents who need to know that information in order to process it for us, and who are
subject to strict contractual confidentiality obligations and may be disciplined or
terminated if they fail to meet these obligations.

Application

Our Privacy Policy applies to all of the services offered by Google Inc. and its affiliates,
including services offered on other sites (such as our advertising services), but excludes
services that have separate privacy policies that do not incorporate this Privacy Policy.

Our Privacy Policy does not apply to services offered by other companies or individuals,
including products or sites that may be displayed to you in search results, sites that may
include Google services, or other sites linked from our services. Our Privacy Policy does not
cover the information practices of other companies and organizations who advertise our
services, and who may use cookies, pixel tags and other technologies to serve and offer
relevant ads.

http://www.google.com/intl/en/policies/privacy/ 3/1/2012
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Enforcement

We regularly review our compliance with our Privacy Policy. We also adhere to several self
reqgulatory frameworks. When we receive formal written complaints, we will contact the
person who made the complaint to follow up. We work with the appropriate regulatory
authorities, including local data protection authorities, to resolve any complaints regarding
the transfer of personal data that we cannot resolve with our users directly.

Changes

Our Privacy Policy may change from time to time. We will not reduce your rights under this
Privacy Policy without your explicit consent. We will post any privacy policy changes on this
page and, if the changes are significant, we will provide a more prominent notice (including,
for certain services, email notification of privacy policy changes). We will also keep prior
versions of this Privacy Policy in an archive for your review.

Specific product practices

The following notices explain specific privacy practices with respect to certain Google
products and services that you may use:

¢ Chrome and Chrome OS
* Books
* Wallet

http://www.google.com/intl/en/policies/privacy/ 3/1/2012



Exhibit 48



About personalized ads on Gy@ Search and GmaiWeb Search Help Page 1 of 2

GO-;-. ;Sl{i' Insice Search

Home Features = Search Stories

Web Search Help

About personalized ads on Google Search and Gmaill

When we personalize ads based on your searches and clicks on Google and Gmail, we can actually show
you fewer ads that better match your interests.

How ads are personalized on Google search

When you search for something on Google, for example "hotels in New York," the page that you get
contains search results and ads that match your search terms.

We might personalize ads that appear on search results by using additional information beyond what you
just entered in the search box. For example, if you search for "hotels" and then make a second search for
"travel," and then a third for "New York," the results page for the last search might contain ads for hotels in
New York, based on the combination of the three searches. Or if you search for "New York" on Google from
your laptop while signed in to your Google account, later if you search for "Pizza" on Google from your
mobile device while signed in to that same account, you might see ads for "Pizza in New York."

Other ways we can personalize ads include using your Web History to show ads that are relevant to you, or,
in some countries, based on visits to advertisers' websites.

How ads are personalized on Gmail

In Gmail, most of the ads we show appear next to an open email message and are related to the contents of
the current email conversation or thread. These ads appear on Gmail regardless of your preferences or
settings. In your inbox, you might also see ads that match the contents of one of the emails in your inbox.

When we personalize ads, we display ads based on the contents of all your emails. For example, if you've
recently received lots of messages about photography or cameras, we might show you a deal from a local
camera store. In your inbox, we might also show you ads related to information from different emails in your
inbox. We show you these ads on Gmail depending on your preferences in the Ads Preferences Manager.
Read more about this in the section below.

Find out more about ads in Gmail.

Transparency and choice with the Ads Preferences Manager

The Ads Preferences Manager shows you what information is used to personalize your ads, and lets you
block some advertisers or opt out entirely of personalized ads on Google search and Gmail.

http://support.google.com/websearch/bin/answey?hl=en&answer=1634057 3/1/2012
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Read more about personalized ads and the Ads Preferences Manager.

Blocking advertisers

If you're signed in to your Google Account when you visit the Ads Preferences Manager, you can "block" an
advertiser. This means that while you're signed in, you'll no longer see ads that link to that advertiser's
website, whether you're on Google search or Gmail. You can unblock the advertiser at any time.

If you're not signed in to your Google Account, you can still see some information associated with the
computer's web browser. In this case, ads are customized to a particular computer, rather than to a
personal account.

When you visit the Ads Preferences Manager while signed in to your Google Account, you have more
control over what ads you see and we show you details about why you see those ads. We offer you these
choices only when you're signed in because we want to make sure that only you can access your personal
information on the Ads Preferences Manager. In addition, once you're signed in, we can show you
personalized search results and ads across different computers.

Opting out

If you don't want to see personalized ads on Google search, you can opt out. If you do this while you're
signed in to your Google Account, you'll be opting out of personalized ads on both Search and Gmail, as
well as ads on Google search that are customized for your browser.

When you're signed out of your Google Account, you can also opt out of Google search ads that are
customized for your browser; however, you'll still see ads that are personalized to your Google Account.

Privacy

Please visit our Advertising and Privacy section of our Privacy Center to read more about our commitment
to your privacy.

©2012 Google
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Google

Accounts

Basics: Search history personalization

By personalizing your results based on your search history, we hope to deliver you the most useful,
relevant content for your search. Search history personalization is just one of the ways that we show you
more personalized search results. Learn more about personal results (currently not available in all
languages).

Depending whether or not you're signed in to a Google Account & when you search, the information we
use for customizing your experience will be different:

Signed-in personalization: When you're signed in, Google personalizes your search experience based
on your Web History.# If you don't want to see results personalized based on your Web History while
you're signed in, you can turn off Web History and remove it from your Google Account. You can also
view and remove individual items, as well as pause your Web History.

You can also turn off personal results to prevent personalization based on your Web History. Turning off
personal results will also disable several other personalization features, such as the ability to search
across content shared by your friends and connections. Personal results are currently not available in all
languages.

You may see annotations beneath results that have been personalized by your Web History. The
annotations may indicate how many times you've visited the page, when you last visited the page, or
a previous search term related to the page.

Signed-out personalization: When you're not signed in, Google personalizes your search experience
based on past search information linked to your browser, using a cookie.# Google stores up to 180 days
of signed-out search activity linked to your browser's cookie, including queries and results you click.

Because many people might search from a single computer, the browser cookie may be associated with
more than one person's search activity. For this reason, we don't provide a method for viewing this signed
-out search activity. If you don't want to see results personalized based on your search history while you
are signed out, you can turn off search history personalization.

Here's an illustration of the information we use in each case:

Signed-in search history Signed-out search history
personalization personalization

Where the data we use In Web History, linked to your Google On Google's servers, linked to an
to customize is stored  Account anonymous browser cookie

http://support.google.com/accounts/bin/answpy?hl=en&answer=54041 9/26/2012
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How far back we use

Indefinitely or until you remove it Up to 180 days
search history y y P Y

Which searches are Only signed-in search activity, and

Only signed-out search activit
used to customize only if you have Web History enabled ysig Y

Turn off search history

Turn off search history personalization

How to turn off o _ B} , personalization ("Signed out
("Signed in searches" section) i
searches" section)

Google can send you a text message if you ever forget your password. Learn more

Accounts - Contacting Us - Help for other Google products -

©2012 Google
- Google Home - Privacy Policy - Terms of Service

http://support.google.com/accounts/bin/answpy?hl=en&answer=54041 9/26/2012



Exhibit 50



Search plus Your World: Personal results - Web Search Help Page 1 of 2

Gougle | Inside Search Q|

Home Tips & Tricks Features Search Stories Playground Blog Help

Web Search

Search plus Your World: Personal results

Google helps you find personal results that are relevant to you. With a single Google search, you can see
regular search results, along with all sorts of results that are tailored to you -- pages shared with you by
your friends, Google+ posts from people you know, and content that's only visible to you (like private
photos from Google+ g and Picasa g albums). Personal results are part of Search plus Your World 2,
Google's search experience that blends personal results with universal results, and helps you connect with
people you care about.

Getting personal results isn't just convenient and fast -- it's also private. No one else will see your
private content in their results unless you've shared it with them. Learn more about the visibility of

personal results.

How it works

You have to be signed in to a Google Account # to get all of the features of personal results. Here's how
Google personalizes your results when you're signed in:

1. Google products: Search for publicly and privately shared content visible to you, like your Google+
(and Picasa) photos and Google+ posts from your friends.

2. Social Search: Discover relevant images and pages shared by people in your Google+ circles and
by suggested connections.

3. Web History: Get customized results based on your past search activity on Google, such as
searches you've done or results you've clicked. Learn more about Web History

4. Profiles in search: When you search for a friend's name, you might see a link to the relevant
Google+ profile in the list of autocomplete predictions. With personal results, you're more likely to
see your friend John's profile than some John you've never met. Learn more about profiles in search

For now, you have to search on Google.com and also have your Google language set to U.S. English to
get all of the features of personal results.

It's easy to see which results are personal results. When you do a regular web search, a e personal result
icon appears to the left of personal results. When you do a search on Google Images &, the name of the
person who shared the photo appears on personal results.

To see only personal results, click the XX personal results link below the search box or click Personal on
the left side of the search results page.

http://support.google.com/websearch/bin/answay?hl=en&answer=1710607 9/26/2012
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Whose content you'll see

Your personal results include your own content as well as content that has been shared with you by
suggested connections who have Google+ profiles. If you have Google+, your personal results can also
include content that has been shared with you by people in your circles.

Learn more about the people in your personal results and how to control whose content you see.

Your personal results

Your personal results are unique to you. This means that your private content and any content privately
shared with you will not appear in the search results of others, unless this content has also been shared
with them.

Learn more details about your personal results and reasons you might not see personal results.
Can | turn off personal results?

You can see how your results look for a particular search with or without personal results by clicking the ==
personal results button or the & globe button on the top right side of the search results page.

You can also turn off personal results in your search settings #'. Learn more about turning off personal
results

Web Search - Contacting Us - Help for other Google products -

©2012 Google
- Google home - Privacy Policy - Terms of Service - Site map
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