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DIGITAL HIGH FREQUENCY PHASE
COMPENSATION

CROSS-REFERENCE TO RELATED
APPLICATION

The present application is a continuation-in-part of appli-
cation Ser. No. 12/431,003 filed Apr. 28, 2009 by Ricardo F.
Carreras, Marcel Joho and Daniel M. Gauger, now U.S. Pat.
No. 8,085,946, the disclosure of which is incorporated herein
by reference.

TECHNICAL FIELD

This disclosure relates to personal active noise reduction
(ANR) devices to reduce acoustic noise in the vicinity of at
least one of a user’s ears.

BACKGROUND

Headphones and other physical configurations of personal
ANR device worn about the ears of a user for purposes of
isolating the wuser’s ears from unwanted environmental
sounds have become commonplace. In particular, ANR head-
phones in which unwanted environmental noise sounds are
countered with the active generation of anti-noise sounds,
have become highly prevalent, even in comparison to head-
phones or ear plugs employing only passive noise reduction
(PNR) technology, in which a user’s ears are simply physi-
cally isolated from environmental noises. Especially of inter-
est to users are ANR headphones that also incorporate audio
listening functionality, thereby enabling a user to listen to
electronically provided audio (e.g., playback of recorded
audio or audio received from another device) without the
intrusion of unwanted environmental noise sounds.

Unfortunately, despite various improvements made over
time, existing personal ANR devices continue to suffer from
avariety of drawbacks. Foremost among those drawbacks are
undesirably high rates of power consumption leading to short
battery life, undesirably narrow ranges of audible frequencies
in which unwanted environmental noise sounds are countered
throngh ANR, instances of unpleasant ANR-originated
sounds, and instances of actually creating more unwanted
noise sounds than whatever unwanted environmental sounds
may be reduced.

SUMMARY

An ANR circuit, possibly of a personal ANR device and
possibly within an ADC of the ANR circuit, feedback refer-
ence data, feedforward reference data and/or pass-throngh
audio data is provided to a secondary downsampling (and/or
decimating) filter and/or is provided to a calculating block
(e.g., RMS or absolute calculation block) to derive side-chain
data to be output by the ANR circuit to a processing device
coupled tothe ANR circuit to employ the side-chain datain an
analysis related to the provision of feedback-based ANR,
feedforward-based ANR and/or pass-through audio by the
ANR circuit.

In one aspect, a method of supporting ANR analysis per-
formed by a processing device coupled to an ANR circuit
performing at least one of feedback-based and feedforward-
based ANR in at least one earpiece of a personal ANR device
includes: downsampling digital data representing reference
sounds detected by at least one of a feedback microphone
disposed within the at least one earpiece and a feedforward
microphone disposed on a portion of the personal ANR
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device to derive a downsampled form of the digital data;
operating an interface of the ANR circuit that couples the
ANR circuit to a bus to which the processing device is also
coupled to transmit the downsampled form of the digijtal data
to the processing device as side-chain data; and operating the
processing device to employ the side-chain data as an input to
the ANR analysis.

Implementations may include, and are not limited to, one
or more of the following features. The processing device may
perform the ANR analysis as part of cooperating with the
ANR circuit to provide adaptive ANR. The method may fur-
ther include routing the downsampled form of the digital data
through a bandpass filter to limit the range of frequencies of
reference sounds represented by the downsampled form of
the digital data prior to operating the interface of the ANR
circuit to transmit the downsampled form of the digital data as
the side-chain data to the processing device. The method may
further include routing the downsampled form of the digital
data through a filter to provide weighting to frequencies of
reference sounds represented by the downsampled form of
the digital data prior to operating the interface of the ANR
circuit to transmit the downsampled form of the digital data as
the side-chain data to the processing device. The method may
further include calculating a signal strength value of the
downsampled form of the digital data, and operating the
interface of the ANR circuit to transmit the signal strength
value, instead of the downsampled form of the digital data, as
the side-chain data to the processing device, wherein the
signal strength value may be a RMS value and an absolute
value. The method may further include operating the interface
of the ANR circuit to receive ANR settings from the process-
ing device that are derived through the ANR analysis per-
formed by the processing device, possibly storing the ANR
settings received from the processing device, and possibly
dynamically configuring at least one filter employed by the
ANR circuit in performing the at least one of feedback-based
and feedforward-based ANR with at least one coefficient
taken from the ANR settings received from the processing
device.

Inoneaspect, an apparatus includes a first ANR circuit, and
the first ANR circuit includes an ADC comprising a primary
output through which the ADC outputs a first digital data
representing reference sounds detected by a first microphone,
the first microphone being one of a feedback microphone and
a feedforward microphone; and an interface coupling the first
ANR circuit to a bus through which the first ANR circuit is
able to be coupled to a processing device performing ANR
analysis, the interface being operable to transmit a first side-
chain data through the bus to the processing device to enable
the first side-chain data to be employed by the processing
device as an input to the ANR analysis, the first side-chain
data being derived from the first digital data by at least down-
sampling the first digital data.

Implementations may include, and are not limited to, one
or more of the following features. The processing device may
perform the ANR analysis as part of cooperating with the first
ANR circuit to provide adaptive ANR. The ADC may further
include a downsampling block to downsample the first digital
data output by the ADC as part of deriving the first side-chain
data; a secondary output through which the ADC outputs the
first side-chain data to the interface; possibly a bandpass filter,
an A-weighted filter or a B-weighted filter interposed
between the downsampling block and the secondary output;
and/or possibly a signal strength calculating block interposed
between the downsampling block and the secondary output to
calculate a signal strength value of as part of deriving the first
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side-chain data, wherein the signal strength calculating block
may be a RMS block or an absolute value block.

The ANR circuit may further include at least one digital
filter to derive anti-noise sounds from reference sounds
detected by one of a feedback microphone and a feedforward
microphone; wherein the interface is further operable to
receive ANR settings to enable the at least one digital filter to
be configured with at least one coefficient taken from the
ANR settings, the ANR settings being derived by the process-
ing device through the ANR analysis. The ANR circuit may
still further include a first buffer, a second buffer, and a third
buffer; wherein the at least one digital filter coefficient is
stored in one of the first buffer and the second buffer; wherein
the first and second buffers are alternately employed in con-
figuring coefficient settings of the at least one digital filter in
coordination with a data transfer rate of the at least one digital
filter; and wherein a failsafe filter coefficient is stored in the
third buffer to configure the at least one digital filter in
response to an instance of instability being detected. The
apparatus may further include a first earpiece; the first micro-
phone, wherein the first microphone is disposed on the first
earpiece; the processing device; and the bus. The apparatus
may still further include a second earpiece; a second micro-
phone disposed on the second earpiece; and a second ANR
circuit, wherein the second ANR circuit includes a second
ADC comprising a primary output through which the second
ADC outputs a second digital data representing second ref-
erence sounds detected by the second microphone, and a
second interface coupling the second ANR circuit to the pro-
cessing device to transmit a second side-chain data to the
processing device to enable the second side-chain data to be
employed by the processing device as an input to the ANR
analysis, the second side-chain data being derived from the
second digital data by at least downsampling the second
digital data.

In one aspect, an ADC includes a primary output through
which the ADC outputs digital data representing reference
sounds also represented by an analog signal received by a
microphone, a downsampling block to downsample the digi-
tal data as part of deriving side-chain data, and a secondary
output through which the ADC outputs the side-chain data.

Implementations may include, and are not limited to, one
or more of the following features. The ADC may further
include one of a bandpass filter, an A-weighted filter and a
B-weighted filter interposed between the downsampling
block and the secondary output. The ADC may further
include a signal strength calculating block interposed
between the downsampling block and the secondary output to
calculate a signal strength value of as part of deriving the
side-chain data, wherein the signal strength calculating block
may be a RMS block or an absolute value block.

In an ANR circuit of a personal ANR device, a digital filter
is structured to introduce one or more zeros to add gain to
introduce positive phase in the provision of feedback-based
ANR, wherein the gain follows a frequency-dependent “ski-
slope” gain curve with little gain added at lower audible
frequencies, with increasing gain that increases with fre-
quency added at higher audible frequencies, and with the
increasing gain flattening at frequencies above audible fre-
quencies.

In another aspect, a method of implementing a high-fre-
quency phase compensation transform to enable increasing at
least one of a magnitude and an upper frequency of a range of
frequencies at which ANR is provided in a personal ANR
device includes programming a digital filter having at least
one tap with at least one coefficient to cause the digital filter
to employ the at least one tap to introduce at least one zero to
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introduce a positive phase, and selecting the at least one
coefficient to cause the addition of a gain that increases with
frequency within a portion of a range of audible frequencies
and that flattens in a range of frequencies above the range of
audible frequencies.

Implementations may include, and are not limited to, one
or more of the following features. The method may further
include selecting a FIR filter as the digital filter. Further, the
FIR filter may include at least four taps, and selecting the at
least one coefficient may include selecting a coefficient for
each of the at least four taps to implement the high-frequency
phase compensation transform as at least a fourth order trans-
form.

The method may further include selecting at least one
biquad filter as the digital filter, and programming another tap
of the at least one biquad filter that is structured to enable the
at least one biquad filter to introduce a pole with another
coefficient to cause the at least one biquad filter to not employ
the another tap to introduce a pole. Selecting the at least one
coefficient may include selecting the at least one coefficient to
introduce the at least one zero to cause the gain to start
increasing with gain at a higher audible frequency beneath 15
KHz. The method may further include positioning the at least
one digital filter along a feedback ANR pathway of an ANR
circuit of the personal ANR device at a position after both a
sigma-delta analog-to-digital converter and a downsampling
block of the ANR circuit of the personal ANR device.

In another aspect, an ANR circuit structured to provide at
least one of feedforward-based ANR and feedback-based
ANR, the ANR circuit includes at least a first digital filter
positioned along a pathway defined in the ANR circuit and
configured with at least a first coefficient to implement a first
transform to generate digital data representing an anti-noise
sound, and at least a second digital filter positioned along the
pathway and configured with at least a second coefficient to
introduce at least one zero to implement high-frequency
phase compensation transform to introduce a positive phase
in the pathway to increase at least one of a magnitude and an
upper frequency ofa range of frequencies at which the at least
one of the feedforward-based ANR and the feedback-based
ANR is provided. Further, introducing the at least one zero
adds gain increasing with frequency at least partly within a
range of audible frequencies, and the gain flattens in a range
of frequencies above the range of audible frequencies.

Implementations may inchide, and are not limited to, one
or more of the following features. The at least a second digital
filter may be a FIR filter. Further, the FIR filter may include at
least four taps, and the at least a second coefficient may
include a coefficient for each of the at least four taps to
implement the high-frequency phase compensation trans-
form as at least a fourth order transform. Alternatively, the at
least a second digital filter may be a biquad filter.

The ANR circuit may further include a sigma-delta analog-
to-digital converter positioned at an end of the pathway to
convert an analog signal received from a microphone of a ~
personal ANR device into which the ANR circuit is incorpo-
rated into digital data representing a reference noise sound
sampled at a first rate, and a downsampling block positioned
in the pathway following the sigma-delta analog-to-digital
converter to reduce a data transfer rate of the digital data from
the first rate to a second rate that is lower than the first rate.
The at least a second coefficient may be selected to introduce
the at least one zero to cause the gain to start increasing with
gain at a higher audible frequency beneath 15 KHz.
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Other features and advantages of the invention will be
apparent from the description and claims that follow.

DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of portions of an implementation
of a personal ANR device.

FIGS. 2a through 2f depict possible physical configura-
tions of the personal ANR device of FIG. 1.

FIGS. 3a and 35 depict possible internal architectures of an
ANR circuit of the personal ANR device of FIG. 1.

FIGS. 4a through 4g depict possible signal processing
topologies that may be adopted by the ANR circuit of the
personal ANR device of FIG. 1.

FIGS. 5a through 5e depict possible filter block topologies
that may be adopted by the ANR circuit of the personal ANR
device of FIG. 1.

FIGS. 6a through 6c depict possible variants of triple-
buffering that may be adopted by the ANR circuit of the
personal ANR device of FIG. 1.

FIG. 7a depicts a possible additional portion of the internal
architecture of FIG. 3a.

FIG. 7b depicts a possible additional portion of the internal
architecture of FIG. 3.

FIG. 8 is a flowchart of a possible boot loading sequence
that may be adopted by the ANR circuit of the personal ANR
device of FIG. 1.

FIG. 9a depicts a possible internal architecture of an ADC
of the ANR circuit of the personal ANR device of FIG. 1.

FIG. 95 depicts a possible additional portion of any of the
signal processing topologies of FIGS. 4a through 4g,

FIGS. 10a and 105 depict possible additional portions of
any of the signal processing topologies of FIGS. 4a through
4g.
FIG. 11 a depicts phase shifting caused by limitations and
propagation delays of acoustic and/or electronic components
that may be incorporated into the personal ANR device of
FIG. 1.

FIG. 11 b depicts aspects of variants of high frequency
phase compensation transforms to counteract the phase shift-
ing of FIG. 7a.

FIG. 11 c depicts aspects of the results of employing a high
frequency phase compensation transform of FIG. 75 to coun-
teract the phase shifting of FIG. 7a.

FIG. 12 depicts possible benefits of employing a high
frequency phase compensation transform of FIG. 75.

FIGS. 13a and 135 depict aspects of possible implementa-
tions of a high frequency phase compensation transform of
FIG. 7b.

DETAILED DESCRIPTION

What is disclosed and what is claimed herein is intended to
be applicable to a wide variety of personal ANR devices, i.e.,
devices that are structured to be at least partly worn by a user
in the vicinity of at least one of the user’s ears to provide ANR
functionality for at least that one ear. It should be noted that
although various specific implementations of personal ANR
devices, such as headphones, two-way communications
headsets, earphones, earbuds, wireless headsets (also known
as “earsets”) and ear protectors are presented with some
degree of detail, such presentations of specific implementa-
tions are intended to facilitate understanding through the use
of examples, and should not be taken as limiting either the
scope of disclosure or the scope of claim coverage.

It is intended that what is disclosed and what is claimed
herein is applicable to personal ANR devices that provide
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two-way audio communications, one-wdy audio communi-
cations (i.e., acoustic output of audio electronically provided
by another device), or no communications, at all. It is
intended that what is disclosed and what is claimed herein is
applicable to personal ANR devices that are wirelessly con-
nected to other devices, that are connected to other devices
through electrically and/or optically conductive cabling, or
that are not connected to any other device, at all. It is intended
that what is disclosed and what is claimed herein is applicable
to personal ANR devices having physical configurations
structured to be worn in the vicinity of either one or both ears
of a user, including and not limited to, headphones with either
one or two earpieces, over-the-head headphones, behind-the-
neck headphones, headsets with communications micro-
phones (e.g., boom microphones), wireless headsets (i.e.,
earsets), single earphones or pairs of earphones, as well as
hats or helmets incorporating one or two earpieces to enable
audio communications and/or ear protection. Still other
physical configurations of personal ANR devices to which
what is disclosed and what is claimed herein are applicable
will be apparent to those skilled in the art.

Beyond personal ANR devices, what is disclosed and
claimed herein is also meant to be applicable to the provision
of ANR in relatively small spaces in which a person may sit or
stand, including and not limited to, phone booths, car passen-
ger cabins, etc.

FIG. 1 provides a block diagram of a personal ANR device
1000 structured to be worn by a user to provide active noise
reduction (ANR) in the vicinity of at least one of the user’s
ears. As will also be explained in greater detail, the personal
ANR device 1000 may have any of a number of physical
configurations, some possible ones of which are depicted in
FIGS. 2a through 2/ Some of these depicted physical con-
figurations incorporate a single earpiece 100 to provide ANR
to only one of'the user’s ears, and others incorporate a pair of
earpieces 100 to provide ANR to both of the user’s ears.
However, it should be noted that for the sake of simplicity of
discussion, only a single earpiece 100 is depicted and
described in relation to FIG. 1. As will also be explained in
greater detail, the personal ANR device 1000 incorporates at
least one ANR circuit 2000 that may provide either or both of
feedback-based ANR and feedforward-based ANR, in addi-
tion to possibly further providing pass-through audio. FIGS.
34 and 35 depict a couple of possible internal architectures of
the ANR circuit 2000 that are at least partly dynamically
configurable. Further, FIGS. 4a through 4e depict some pos-
sible signal processing topologies and FIGS. 5a through 5e
depict some possible filter block topologies that may the ANR
circuit 2000 maybe dynamically configured to adopt. Further,
the provision of either or both of feedback-based ANR and
feedforward-based ANR is in addition to atleast some degree
of passive noise reduction (PNR) provided by the structure of
each earpiece 100. Still further, FIGS. 6a through 6¢ depict
various forms of triple-buffering that may be employed in
dynamically configuring signal processing topologies, filter
block topologies and/or still other ANR settings.

Each earpiece 100 incorporates a casing 110 having a
cavity 112 at least partly defined by the casing 110 and by at
least a portion of an acoustic driver 190 disposed within the
casing to acoustically output sounds to a user’s ear. This
manner of positioning the acoustic driver 190 also partly
defines another cavity 119 within the casing 110 that is sepa-
rated from the cavity 112 by the acoustic driver 190. The
casing 110 catries an ear coupling 115 surrounding an open-
ing to the cavity 112 and having a passage 117 that is formed
through the ear coupling 115 and that communicates with the
opening to the cavity 112. In some implementations, an
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acoustically transparent screen, grill or other form of perfo-
rated panel (not shown) may be positioned in or near the
passage 117 in a manner that obscures the cavity and/or the
passage 117 from view for aesthetic reasons and/or to protect
components within the casing 110 from damage. At times
when the earpiece 100 is worn by a user in the vicinity of one
of the user’s ears, the passage 117 acoustically couples the
cavity 112 to the ear canal of that ear, while the ear coupling
115 engages portions of the ear to form at least some degree
ofacoustic seal therebetween. This acoustic seal enables the
casing 110, the ear coupling 115 and portions of the user’s
head surrounding the ear canal (including portions of the ear)
to cooperate to acoustically isolate the cavity 112, the passage
117 and the ear canal from the environment external to the
casing 110 and the user’s head to atleast some degree, thereby
providing some degree of PNR.

In some variations, the cavity 119 may be coupled to the
environment external to the casing 110 via one or more acous-
tic ports (only one of which is shown), each tuned by their
dimensions to a selected range of audible frequencies to
enhance characteristics of the acoustic output of sounds by
the acoustic driver 190 in a manner readily recognizable to
those skilled in the art. Also, in some variations, one or more
tuned ports (not shown) may couple the cavities 112 and 119,
and/or may couple the cavity 112 to the environment external
to the casing 110. Although not specifically depicted, screens,
grills or other forms of perforated or fibrous structures may be
positioned within one or more of such ports to prevent pas-
sage of debris or other contaminants therethrough and/or to
provide a selected degree of acoustic resistance therethrough.

In implementations providing feedforward-based ANR, a
feedforward microphone 130 is disposed on the exterior of
the casing 110 (or on some other portion of the personal ANR
device 1000) in a manner thatis acoustically accessible to the
environment external to the casing 110. This external posi-
tioning of the feedforward microphone 130 enables the feed-
forward microphone 130 to detect environmental noise
sounds, such as those emitted by an acoustic noise source
9900, in the environment external to the casing 110 without
the effects of any form of PNR or ANR provided by the
personal ANR device 1000. As those familiar with feedfor-
ward-based ANR will readily recognize, these sounds
detected by the feedforward microphone 130 are used as a
reference from which feedforward anti-noise sounds are
derived and then acoustically output into the cavity 112 by the
acoustic driver 190. The derivation of the feedforward anti-
noise sounds takes into account the characteristics of the PNR
provided by the personal ANR device 1000, characteristics
and position of the acoustic driver 190 relative to the feedfor-
ward microphone 130, and/or acoustic characteristics of the
cavity 112 and/or the passage 117. The feedforward anti-
noise sounds are acoustically output by the acoustic driver
190 with amplitudes and time shifts calculated to acoustically
interact with the noise sounds of the acoustic noise source
9900 that are able to enter into the cavity 112, the passage 117
and/or an ear canal in a subtractive manner that at least attenu-
ates them.

In implementations providing feedback-based ANR, a
feedback microphone 120 is disposed within the cavity 112.
The feedback microphone 120 is positioned in close proxim-
ity to the opening of the cavity 112 and/or the passage 117 so
as to be positioned close to the entrance of an ear canal when
the earpiece 100 is worn by a user. The sounds detected by the
feedback microphone 120 are used as a reference from which
feedback anti-noise sounds are derived and then acoustically
output into the cavity 112 by the acoustic driver 190. The
derivation of the feedback anti-noise sounds takes into
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account the characteristics and position of the acoustic driver
190 relative to the feedback microphone 120, and/or the
acoustic characteristics of the cavity 112 and/or the passage
117, as well as considerations that enhance stability in the
provision of feedback-based ANR. The feedback anti-noise
sounds are acoustically output by the acoustic driver 190 with
amplitudes and time shifts calculated to acoustically interact
with noise sounds of the acoustic noise source 9900 that are
able to enter into the cavity 112, the passage 117 and/or the
ear canal (and that have not been attenuated by whatever
PNR) in a subtractive manner that at least attenuates them.

The personal ANR device 1000 further incorporates one of
the ANR circuit 2000associated with each earpiece 100 of the
personal ANR device 1000 such that there is a one-to-one
correspondence of ANR circuits 2000 to earpieces 100. Either
a portion of or substantially all ofeach ANR circuit 2000 may
be disposed within the casing 110 of its associated earpiece
100. Alternatively and/or additionally, a portion of or substan-
tially all of each ANR circuit 2000 may be disposed within
another portion of the personal ANR device 1000. Depending
on whether one or both of feedback-based ANR and feedfor-
ward-based ANR are provided in an earpiece 100 associated
with the ANR circuit 2000, the ANR circuit 2000 is coupled
to one or both of the feedback microphone 120 and the feed-
forward microphone 130, respectively. The ANR circuit 2000
is further coupled to the acoustic driver 190 to cause the
acoustic output of anti-noise sounds.

In some implementations providing pass-through audio,
the ANR circuit 2000 is also coupled to an audio source 9400
to receive pass-through audio from the audio source 9400 to
be acoustically output by the acoustic driver 190. The pass-
through audio, unlike the noise sounds emitted by the acous-
tic noise source 9900, is audio that a user of the personal ANR
device 1000 desires to hear. Indeed, the user may wear the
personal ANR device 1000 to be able to hear the pass-through
audio without the intrusion of the acoustic noise sounds. The
pass-through audio may be a playback of recorded audio,
transmitted audio, or any of a variety of other forms of audio
that the user desires to hear. In some implementations, the
audio source 9400 may be incorporated into the personal
ANR device 1000, including and not limited to, an integrated
audio playback component or an integrated audio receiver
component. In other implementations, the personal ANR
device 1000 incorporates a capability to be coupled either
wirelessly or via an electrically or optically conductive cable
to the audio source 9400 where the audio source 9400 is an
entirely separate device from the personal ANR device 1000
(e.g., a CD player, a digital audio file player, a cell phone,
etc.).

In other implementations pass-through audio is received
from a communications microphone 140 integrated into vari-
ants of the personal ANR device 1000 employed in two-way
communications in which the communications microphone
140 is positioned to detect speech sounds produced by the
user of the personal ANR device 1000. In such implementa-
tions, an attenuated or otherwise modified form of the speech
sounds produced by the user may be acoustically output to
one or both ears of the user as a communications sidetone to
enable the user to hear their own voice in a manner substan-
tially similar to how they normally would hear their own
voice when not wearing the personal ANR device 1000.

In support of the operation of at least the ANR circuit 2000,
the personal ANR device 1000 may further incorporate one or
both of a storage device 170, a power source 180 and/or a
processing device (not shown). As will be explained in greater
detail, the ANR circuit 2000 may access the storage device
170 (perhaps through a digital serial interface) to obtain ANR
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settings with which to configure feedback-based and/or feed-
forward-based ANR. As will also be explained in greater
detail, the power source 180 may be a power storage device of
limited capacity (e.g., a battery).

FIGS. 2a through 2fdepict various possible physical con-
figurations that may be adopted by the personal ANR device
1000 of FIG. 1. As previously discussed, different implemen-
tations of the personal ANR device 1000 may have either one
ortwo earpieces 100, and are structured to be worn on or near
auser’s head in a manner that enables each earpiece 100 to be
positioned in the vicinity of a user’s ear.

FIG. 2a depicts an “over-the-head” physical configuration
1500a of the personal ANR device 1000 that incorporates a
pair of earpieces 100 that are each in the form of an earcup,
and that are connected by a headband 102. However, and
although not specifically depicted, an alternate variant of the
physical configuration 15002 may incorporate only one of the
earpieces 100 connected to the headband 102. Another alter-
nate variant of the physical configuration 1500a may replace
the headband 102 with a different band structured to be worn
around the back of the head and/or the back of the neck of a
user.

In the physical configuration 15004, each of the earpieces
100 may be either an “on-ear” (also commonly called “supra-
aural™) or an “around-ear” (also commonly called “circum-
aural”) form of earcup, depending on their size relative to the
pinna of a typical human ear. As previously discussed, each
earpiece 100 has the casing 110 in which the cavity 112 is
formed, and that 110 carries the ear coupling 115. In this
physical configuration, the ear coupling 115 is in the form of
a flexible cushion (possibly ring-shaped) that surrounds the
periphery of the opening into the cavity 112 and that has the
passage 117 formed therethrough that communicates with the
cavity 112.

Where the earpieces 100 are structured to be worn as over-
the-ear earcups, the casing 110 and the ear coupling 115
cooperate to substantially surround the pinna of an ear of a
user. Thus, when such a variant of the personal ANR device
1000 is correctly worn, the headband 102 and the casing 110
cooperate to press the ear coupling 115 against portions of a
side of the user’s head surrounding the pinna of an ear such
that the pinna is substantially hidden from view. Where the
earpieces 100 are structured to be worn as on-ear earcups, the
casing 110 and ear coupling 115 cooperate to overlie periph-
eral portions of a pinna that surround the entrance of an
associated ear canal. Thus, when correctly worn, the head-
band 102 and the casing 110 cooperate to press the ear cou-
pling 115 against portions of the pinna in a manner that likely
leaves portions of the periphery of the pinna visible. The
pressing of the flexible material of the ear coupling 115
against either portions ofa pinnaor portions of a side of a head
surrounding a pinna serves both to acoustically couple the ear
canal with the cavity 112 through the passage 117, and to
form the previously discussed acoustic seal to enable the
provision of PNR.

FIG. 2b depicts another over-the-head physical configura-
tion 15005 that is substantially similar to the physical con-
figuration 15004, but in which one of the earpieces 100 addi-
tionally incorporates a communications microphone 140
connected to the casing 110 via a microphone boom 142.
When this particular one of the earpieces 100 is correctly
worn, the microphone boom 142 extends from the casing 110
and generally alongside a portion of a cheek of a user to
position the communications microphone 140 closer to the
mouth of the user to detect speech sounds acoustically output
from the user’s mouth. However, and although not specifi-
cally depicted, an alternative variant of the physical configu-
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ration 15005 is possible in which the communications micro-
phone 140 is more directly disposed on the casing 110, and
the microphone boom 142 is a hollow tube that opens on one
end in the vicinity of the user’s mouth and on the other end in
the vicinity of the communications microphone 140 to con-
vey sounds from the vicinity of the user’s mouth to the vicin-
ity of the communications microphone 140.

FIG. 2b also depicts the other of the earpieces 100 with
broken lines to make clear that still another variant of the
physical configuration 15005 of the personal ANR device
1000 is possible that incorporates only the one of the ear-
pieces 100 that incorporates the microphone boom 142 and
the communications microphone 140. In such another vari-
ant, the headband 102 would still be present and would con-
tinue to be worn over the head of the user.

FIG. 2¢ depicts an “in-ear” (also commonly called “intra-
aural”) physical configuration 1500c of the personal ANR
device 1000 that incorporates a pair of earpieces 100 that are
each in the form of an in-ear earphone, and that may or may
not be connected by a cord and/or by electrically or optically
conductive cabling (not shown). However, and although not
specifically depicted, an alternate variant ofthe physical con-
figuration 1500¢ may incorporate only one of the earpieces
100.

As previously discussed, each of the earpieces 100 has the
casing 110 in which the open cavity 112 is formed, and that
carries the ear coupling 115. In this physical configuration,
the ear coupling 115 is in the form of a substantially hollow
tube-like shape defining the passage 117 that communicates
with the cavity 112. In some implementations, the ear cou-
pling 115 is formed of a material distinct from the casing 110
(possibly a material that is more flexible than that from which
the casing 110 is formed), and in other implementations, the
ear coupling 115 is formed integrally with the casing 110.

Portions of the casing 110 and/or of the ear coupling 115
cooperate to engage portions of the concha and/or the ear
canal of a user’s ear to enable the casing 110 to rest in the
vicinity of the entrance of the ear canal in an orientation that
acoustically couples the cavity 112 with the ear canal through
the ear coupling 115. Thus, when the earpiece 100 is properly
positioned, the entrance to the ear canal is substantially
“plugged” to create the previously discussed acoustic seal to
enable the provision of PNR.

FIG. 2d depicts another in-ear physical configuration
15004 of the personal ANR device 1000 that is substantially
similar to the physical configuration 1500¢, but in which one
of the earpieces 100 is in the form of a single-ear headset
(sometimes also called an “earset”) that additionally incor-
porates a communications microphone 140 disposed on the
casing 110. When this earpiece 100 is correctly worn, the
communications microphone 140 is generally oriented
towards the vicinity of the mouth of the user in a manner
chosen to detect speech sounds produced by the user. How-
ever, and although not specifically depicted, an alternative
variant of the physical configuration 15004 is possible in
which sounds from the vicinity of the user’s mouth are con-
veyed to the communications microphone 140 through a tube
(not shown), or in which the communications microphone
140 is disposed on a boom (not shown) connected to the
casing 110 and positioning the communications microphone
140 in the vicinity of the user’s mouth.

Although not specifically depicted in FIG. 2d, the depicted
earpiece 100 of the physical configuration 15004 having the
communications microphone 140 may or may not be accom-
panied by another earpiece having the form of an in-ear
earphone (such as one of the earpieces 100 depicted in FIG.
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2¢) that may or may not be connected to the earpiece 100
depicted in FIG. 2d via a cord or conductive cabling (also not
shown).

" FIG. 2edepicts a two-way communications handset physi-
cal configuration 1500e of the personal ANR device 1000 that
incorporates a single earpiece 100 that is integrally formed
with the rest of the handset such that the casing 110 is the
casing of the handset, and that may or may not be connected
by conductive cabling (not shown) to a cradle base with which
it may be paired. In a manner not unlike one of the earpieces
100 of an on-the-ear variant of either of the physical configu-
rations 1500a and 15005, the earpiece 100 of the physical
configuration 1500e carries a form of the ear coupling 115
that is configured to be pressed against portions of the pinna
of an ear to enable the passage 117 to acoustically couple the
cavity 112 to an ear canal. In various possible implementa-
tions, ear coupling 115 may be formed of a material distinct
from the casing 110, or may be formed integrally with the
casing 110.

FIG. 2f depicts another two-way communications handset
physical configuration 1500/ of the personal ANR device
1000 that is substantially similar to the physical configuration
1500e, but in which the casing 110 is shaped somewhat more
appropriately for portable wireless communications use, pos-
sibly incorporating user interface controls and/or display(s)
to enable the dialing of phone numbers and/or the selection of
radio frequency channels without the use of a cradle base.

FIGS. 3a and 3b depict possible internal architectures,
either of which may be employed by the ANR circuit 2000 in
implementations of the personal ANR device 1000 in which
the ANR circuit 2000 is at least partially made up of dynami-
cally configurable digital circuitry. In other words, the inter-
nal architectures of FIGS. 3a and 3b are dynamically config-
urable to adopt any of a wide variety of signal processing
topologies and filter block topologies during operation of the
ANR circuit 2000. FIGS. 4a-g depict various examples of
signal processing topologies that may be adopted by the ANR
circuit 2000 in this manner, and FIGS. 5g-e depict various
examples of filter block topologies that may also be adopted
by the ANR circuit 2000 for use within an adopted signal
processing topology in this manner. However, and as those
skilled in the art will readily recognize, other implementa-
tions of the personal ANR device 1000 are possible in which
the ANR circuit 2000 is largely or entirely implemented with
analog circuitry and/or digital circuitry lacking such dynamic
configurability.

In implementations in which the circuitry of the ANR
circuit 2000 is at least partially digital, analog signals repre-
senting sounds that are received or output by the ANR circuit
2000 may require conversion into or creation from digital
data that also represents those sounds. More specifically, in
both of the internal architectures 22004 and 22005, analog
signals received from the feedback microphone 120 and the
feedforward microphone 130, as well as whatever analog
signal representing pass-through audio may be received from
either the audio source 9400 or the communications micro-
phone 140, are digitized by analog-to-digital converters
(ADCs) of the ANR circuit 2000. Also, whatever analog
signal is provided to the acoustic driver 190 to cause the
acoustic driver 190 to acoustically output anti-noise sounds
and/or pass-through audio is created from digital data by a
digital-to-analog converter (DAC) of the ANR circuit 2000.
Further, either analog signals or digital data representing
sounds may be manipulated to alter the amplitudes of those
represented sounds by either analog or digital forms, respec-
tively, of variable gain amplifiers (VGAs).
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FIG. 3a depicts a possible internal architecture 2200a of
the ANR circuit 2000 in which digital circuits that manipulate
digital data representing sounds are selectively intercon-
nected through one or more arrays of switching devices that
enable those interconnections to be dynamically configured
during operation of the ANR circuit 2000. Such a use of
switching devices enables pathways for movement of digital
data among various digital circuits to be defined through
programming. More specifically, blocks of digital filters of
varying quantities and/or types are able to be defined through
which digital data associated with feedback-based ANR,
feedforward-based ANR and pass-through audio are routed to
perform these functions. In employing the internal architec-
ture 22004, the ANR circuit 2000 incorporates ADCs 210,
310 and 410; a processing device 510; a storage 520; an
interface (I/F) 530; a switch array 540; a filter bank 550; and
a DAC 910. Various possible variations may further incorpo-
rate one or more of analog VGAs 125, 135 and 145; a VGA
bank 560; a clock bank 570; a compression controller 950; a
further ADC 955; and/or an audio amplifier 960.

The ADC 210 receives an analog signal from the feedback
microphone 120, the ADC 310 receives an analog signal from
the feedforward microphone 130, and the ADC 410 receives
an analog signal from either the audio source 9400 or the
communications microphone 140. As will be explained in
greater detail, one or more of the ADCs 210, 310 and 410 may
receive their associated analog signals through one ormore of
the analog VGAs 125, 135 and 145, respectively. The digital
outputs of each of the ADCs 210, 310 and 410 are coupled to
the switch array 540. Each ofthe ADCs 210, 310 and 410 may
be designed to employ a variant of the widely known sigma-
delta analog-to-digital conversion algorithm for reasons of
power conservation and inherent ability to reduce digital data
representing audible noise sounds that might otherwise be
introduced as a result of the conversion process. However, as
those skilled in the art will readily recognize, any of a variety
of other analog-to-digital conversion algorithms may be
employed. Further, in some implementations, at least the
ADC 410 may be bypassed and/or entirely dispensed with
where at least the pass-through audio is provided to the ANR
circuit 2000 as digital data, rather than as an analog signal.

The filter bank 550 incorporates multiple digital filters,
each of which has its inputs and outputs coupled to the switch
array 540. In some implementations, all of the digital filters
within the filter bank 550 are of the same type, while in other
implementations, the filter bank 550 incorporates a mixture of
different types of digital filters. As depicted, the filter bank
550 incorporates a mixture of multiple downsampling filters
552, multiple biquadratic (biquad) filters 554, multiple inter-
polating filters 556, and multiple finite impulse response
(FIR) filters 558, although other varieties of filters may be
incorporated, as those skilled in the art will readily recognize.
Further, among each of the different types of digital filters
may be digital filters optimized to support different data trans-
fer rates. By way of example, differing ones of the biquad
filters 554 may employ coefficient values of differing bit-
widths, or differing ones of the FIR filters 558 may have
differing quantities of taps. The VGA bank 560 (if present)
incorporates multiple digital VGAs, each of which has its
inputs and outputs coupled to the switch array 540. Also, the
DAC 910 has its digital input coupled to the switch array 540.
Theclock bank 570 (if present) provides multiple clock signal
outputs coupled to the switch array 540 that simultaneously
provide multiple clock signals for clocking data between
components at selected data transfer rates and/or other pur-
poses. In some implementations, at least a subset of the mul-
tiple clock signals are synchronized multiples of one another
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to simultaneously support different data transfer rates in dif-
ferent pathways in which the movement of data at those
different data transfer rates in those different pathways is
synchronized.

The switching devices of the switch array 540 are operable
to selectively couple different ones of the digital outputs of
the ADCs 210, 310 and 410; the inputs and outputs of the
digital filters of the filter bank 550; the inputs and outputs of
the digital VGAs of the VGA bank 560; and the digital input
of the DAC 910 to form a set of interconnections therebe-
tween that define a topology of pathways for the movement of
digital data representing varions sounds. The switching
devices of the switch array 540 may also be operable to
selectively couple different ones of the clock signal outputs of
the clock bank 570 to different ones of the digital filters of the
filter bank 550 and/or different ones of the digital VGAs of the
VGA bank 560. It is largely in this way that the digital cir-
cuitry of the internal architecture 2200a is made dynamically
configurable. In this way, varying quantities and types of
digital filters and/or digital VGAs may be positioned at vari-
ous points along different pathways defined for flows of digi-
tal data associated with feedback-based ANR, feedforward-
based ANR and pass-through audio to modify sounds
represented by the digital data and/or to derive new digital
data representing new sounds in each of those pathways.
Also, inthis way, different data transfer rates may be selected
by which digital data is clocked at different rates in each of the
pathways.

In support of feedback-based ANR, feedforward-based
ANR and/or pass-through audio, the coupling of the inputs
and outputs of the digital filters within the filter bank 556 to
the switch array 540 enables inputs and outputs of multiple
digital filters to be coupled through the switch array 540 to
create blocks of filters. As those skilled in the art will readily
recognize, by combining multiple lower-order digital filters
into a block of filters, multiple lower-order digital filters may
be caused to cooperate to implement higher order functions
without the use of a higher-order filter. Further, in implemen-
tations having a variety of types of digital filters, blocks of
filters may be created that employ a mix of filters to perform
a still greater variety of functions. By way of example, with
the depicted variety of filters within the filter bank 550, a filter
block (i.e., a block of filters) may be created having at least
one of the downsampling filters 552, multiple ones of the
biquad filters 554, at least one of the interpolating filters 556,
and at least one of the FIR filters 558.

In some implementations, at least some of the switching
devices of the switch array 540 may be implemented with
binary logic devices enabling the switch array 540, itself, to
be used to implement basic binary math operations to create
summing nodes where pathways along which different pieces
of digital data flow are brought together in a manner in which
those different pieces of digital data are arithmetically
summed, averaged, and/or otherwise combined. In such
implementations, the switch array 540 may be based on a
variant of dynamically programmable array of logic devices.
Alteratively and/or additionally, a bank of binary logic
devices or other form of arithmetic logic circuitry (not shown)
may also be incorporated into the ANR circuit 2000 with the
inputs and outputs of those binary logic devices and/or other
form of arithmetic logic circuitry also being coupled to the
switch array 540.

In the operation of switching devices of the switch array
540 to adopt a topology by creating pathways for the flow of
data representing sounds, priority may be given to creating a
pathway for the flow of digital data associated with feedback-
based ANR that has as low a latency as possible through the
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switching devices. Also, priority may be given in selecting
digital filters and VGAs that have as low a latency as possible
from among those available in the filter bank 550 and the
VGA bank 560, respectively. Further, coefficients and/or
other settings provided to digital filters of the filter bank 550
that are employed in the pathway for digital data associated
with feedback-based ANR may be adjusted in response to
whatever latencies are incurred from the switching devices of
the switch array 540 employed in defining the pathway. Such
measures may be takenin recognition of the higher sensitivity
of feedback-based ANR to the latencies of components
employed in performing the function of deriving and/or
acoustically outputting feedback anti-noise sounds. Although
such latencies are also of concern in feedforward-based ANR,
feedforward-based ANR is generally less sensitive to such
latencies than feedback-based ANR. As a result, a degree of
priority less than that given to feedback-based ANR, but
greater than that given to pass-through audio, may be given to
selecting digital filters and VGAs, and to creating a pathway
for the flow of digital data associated with feedforward-based
ANR.

The processing device 510 is coupled to the switch array
540, as well as to both the storage 520 and the interface 530.
The processing device 510 may be any of a variety of types of
processing device, including and not limited to, a general
purpose central processing unit (CPU), a digital signal pro-
cessor (DSP), a reduced instruction set computer (RISC)
processor, a microcontroller, or a sequencer. The storage 520
may be based on any of a variety of data storage technologies,
including and not limited to, dynamic random access memory
(DRAM)), static random access memory (SRAM), ferromag-
netic disc storage, optical disc storage, or any of a variety of
nonvolatile solid state storage technologies. Indeed, the stor-
age 520 may incorporate both volatile and nonvolatile por-
tions. Further, it will be recognized by those skilled in the art
that although the storage 520 is depicted and discussed as if it
were a single component, the storage 520 may be made up of
multiple components, possibly including a combination of
volatile and nonvolatile components. The interface 530 may
support the coupling of the ANR circnit 2000 to one or more
digital communications buses, including digital serial buses
by which the storage device 170 (not to be confused with the
storage 520) and/or other devices external to the ANR circuit
2006 (e.g., other processing devices, or other ANR circuits)
may be coupled. Further, the interface 530 may provide one or
more general purpose input/output (GPIO) electrical connec-
tions and/or analog electrical connections to support the cou-
pling of manually-operable controls, indicator lights or other
devices, such as a portion of the power source 180 providing
an indication of available power.

In some implementations, the processing device 510
accesses the storage 520 to read a sequence of instructions of
a loading routine 522, that when executed by the processing
device 510, causes the processing device 510 to operate the
interface 530 to access the storage device 170 to retrieve one
orboth ofthe ANR routine 525 and the ANR settings 527, and
to store them in the storage 520. In other implementations, -
one or both of the ANR routine 525 and the ANR settings 527
are stored in a nonvolatile portion of the storage 520 such that
they need not be retrieved from the storage device 176, even
if power to the ANR circuit 2000 is lost.

Regardless of whether one or both of the ANR routine 525
and the ANR settings 527 are retrieved from the storage
device 170, or not, the processing device 510 accesses the
storage 520 to read a sequence of instructions of the ANR
routine 525. The processing device 510 then executes that
sequence of instructions, causing the processing device 510
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to configure the switching devices of the switch array 540 to
adopt a topology defining pathways for flows of digital data
representing sounds and/or to provide differing clock signals
to one or more digital filters and/or VGAs, as previously
detailed. In some implementations, the processing device 510
is caused to configure the switching devices in a manner
specified by a portion of the ANR settings 527, which the
processing device 510 is also caused to read from the storage
520. Further, the processing device 510 is caused to set filter
coefficients of various digital filters of the filter bank 550,
gain settings of various VGAs of the VGA bank 560, and/or
clock frequencies of the clock signal outputs of the clock bank
570 in a2 manner specified by a portion of the ANR settings
527.

In some implementations, the ANR settings 527 specify
multiple sets of filter coefficients, gain settings, clock fre-
quencies and/or configurations of the switching devices of the
switch array 540, of which different sets are used in response
to different situations. In other implementations, execution of
sequences of instructions of the ANR routine 525 causes the
processing device 510 to derive different sets of filter coeffi-
cients, gain settings, clock frequencies and/or switching
device configurations in response to different situations. By
way of example, the processing device 510 may be caused to
operate the interface 530 to monitor a signal from the power
source 180 that is indicative of the power available from the
power source 180, and to dynamically switch between differ-
ent sets of filter coefficients, gain settings, clock frequencies
and/or switching device configurations in response to
changes in the amount of available power.

By way of another example, the processing device 510 may
be caused to monitor characteristics of sounds represented by
digital data involved in feedback-based ANR, feedforward-
based ANR and/or pass-through audio to determine whether
or not it is desirable to alter the degree feedback-based and/or
feedforward-based ANR provided. As will be familiar to
those skilled in the art, while providing a high degree of ANR
can be very desirable where there is considerable environ-
mental noise to be attenuated, there can be other situations
where the provision of a high degree of ANR can actually
create a noisier or otherwise more unpleasant acoustic envi-
ronment for a user of a personal ANR device than would the
provision of less ANR. Therefore, the processing device 510
may be caused to alter the provision of ANR to adjust the
degree of attenuation and/or the range of frequencies of envi-
ronmental noise attennated by the ANR provided in response
to observed characteristics of one or more sounds. Further, as
will also be familiar to those skilled in the art, where a reduc-
tion in the degree of attenuation and/or the range of frequen-
cies is desired, it may be possible to simplify the quantity
and/or type of filters used in implementing feedback-based
and/or feedforward-based ANR, and the processing device
510 may be caused to dynamically switch between different
sets of filter coefficients, gain settings, clock frequencies and/
or switching device configurations to perform such simplify-
ing, with the added benefit of a reduction in power consump-
tion.

The DAC 910 is provided with digital data from the switch
array 540 representing sounds to be acoustically output to an
ear of a user of the personal ANR device 1000, and converts
it to an analog signal representing those sounds. The audio
amplifier 960 receives this analog signal from the DAC 910,
and amplifies it sufficiently to drive the acoustic driver 190 to
effect the acoustic output of those sounds.

The compression controller 950 (if present) monitors the
sounds to be acoustically output for an indication of their
amplitude being too high, indications of impending instances
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of clipping, actual instances of clipping, and/or other impend-
ing or actual instances of other andio artifacts. The compres-
sion controller 150 may either directly monitor digital data
provided to the DAC 910 or the analog signal output by the
audio amplifier 960 (through the ADC 955, if present). In
response to such an indication, the compression controller
950 may alter gain settings ofone or more of theanalog VGAs
125,135 and 145 (if present); and/or one or more of the VGAs
of the VGA bank 560 placed in a pathway associated with one
or more of the feedback-based ANR, feedforward-based
ANR and pass-through audio functions to adjust amplitude,
as will be explained in greater detail. Further, in some imple-
mentations, the compression controller 950 may also make
such an adjustment in response to receiving an external con-
trol signal. Such an external signal may be provided by
another component coupled to the ANR circuit 2000 to pro-
vide such an external control signal in response to detecting a
condition such as an exceptionally loud environmental noise
sound that may cause one or both of the feedback-based and
feedforward-based ANR functions to react unpredictably.

FIG. 3b depicts another possible internal architecture
22005 of the ANR circuit 2000 in which a processing device
accesses and executes stored machine-readable sequences of
instructions that cause the processing device to manipulate
digital data representing sounds in a manner that can be
dynamically configured during operation of the ANR circuit
2000. Such a use of a processing device enables pathways for
movement of digital data of a topology to be defined through
programming. More specifically, digital filters of varying
quantities and/or types are able to be defined and instantiated
in which each type of digital filter is based on a sequence of
instructions. In employing the internal architecture 22005,
the ANR circuit 2000 incorporates the ADCs 210, 310 and
410; the processing device 510; the storage 520; the interface
530; a direct memory access (DMA) device 540; and the DAC
910. Various possible variations may further incorporate one
or more of the analog VGAs 125, 135 and 145; the ADC 955;
and/or the audjo amplifier 960. The processing device 510 is
coupled directly or indirectly via one or more buses to the
storage 520; the interface 530; the DMA device 540; the
ADCs 210, 310 and 410; and the DAC 910 to at least enable
the processing device 510 to control their operation. The
processing device 510 may also be similarly coupled to one or
more of the analog VGAs 125, 135 and 145 (if present); and
to the ADC 955 (if present).

As in the internal architecture 2200a, the processing device
510 may be any of a variety of types of processing device, and
once again, the storage 520 may be based on any of a variety
of data storage technologies and may be made up of multiple
components. Further, the interface 530 may support the cou-
pling of the ANR circuit 2000 to one or more digital commu-
nications buses, and may provide one or more general pur-
pose input/output (GPIO) electrical connections and/or
analog electrical connections. The DMA device 540 may be
based on a secondary processing device, discrete digital logic,
a bus mastering sequencer, or any of a variety of other tech-
nologies.

Stored within the storage 520 are one or more of a loading
routine 522, an ANR routine 525, ANR settings 527, ANR
data 529, a downsampling filter routine 553, a biquad filter
routine 555, an interpolating filter routine 557, a FIR filter
routine 559, and a VGA routine 561. In some implementa-
tions, the processing device 510 accesses the storage 520 to
read asequence of instructions of the loading routine 522, that
when executed by the processing device 510, causes the pro-
cessing device 510 to operate the interface 530 to access the
storage device 170 to retrieve one or more of the ANR routine
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525, the ANR settings 527, the downsampling filter routine
553, the biquad filter routine 555, the interpolating filter rou-
tine 557, the FIR routine 559 and the VGA routine 561, and to
store them in the storage 520. In other implementations, one
or more of these are stored in a nonvolatile portion of the
storage 520 such that they need not be retrieved from the
storage device 170.

Aswas the case in the internal architecture 2200a, the ADC
210 receives an analog signal from the feedback microphone
120, the ADC 310 receives an analog signal from the feed-
forward microphone 130, and the ADC 410 receives an ana-
log signal from either the audio source 9400 or the commu-
nications microphone 140 (unless the use of one or more of
the ADCs 210, 310 and 410 is obviated through the direct
receipt of digital data). Again, one or more of the ADCs 210,
310 and 410 may receive their associated analog signals
through one or more of the analog VGAs 125, 135 and 145,
respectively. As was also the case in the internal architecture
22004, the DAC 910 converts digital data representing sounds
to be acoustically output to an ear of a user of the personal
ANR device 1000 into an analog signal, and the audio ampli-
fier 960 amplifies this signal sufficiently to drive the acoustic
driver 190 to effect the acoustic output of those sounds.

However, unlike the internal architecture 2200q where
digital data representing sounds were routed via an array of
switching devices, such digital data is stored in and retrieved
from the storage 520. In some implementations, the process-
ing device 510 repeatedly accesses the ADCs 210, 310 and
410 to retrieve digital data associated with the analog signals
they receive for storage in the storage 520, and repeatedly
retrieves the digital data associated with the analog signal
output by the DAC 910 from the storage 520 and provides that
digital data to the DAC 910 to enable the creation of that
analog signal. In other implementations, the DMA device 540
(if present) transfers digital data among the ADCs 216, 310
and 410; the storage 520 and the DAC 910 independently of
the processing device 510. In still other implementations, the
ADCs 210,310 and 410 and/orthe DAC 910 incorporate “bus
mastering” capabilities enabling each to write digital data to
and/or read digital data from the storage 520 independently of
the processing device 510. The ANR data 529 is made up of
the digital data retrieved from the ADCs 210, 310 and 410,
and the digita] data provided to the DAC 910 by the process-
ing device 510, the DMA device 540 and/or bus mastering
functionality. .

The downsampling filter routine 553, the biquad filter rou-
tine 555, the interpolating filter routine 557 and the FIR filter
routine 559 are each made up of a sequence of instructions
that cause the processing device 510 to perform a combina-
tion of calculations that define a downsampling filter, a
biquad filter, an interpolating filter and a FIR filter, respec-
tively. Further, among each of the different types of digital
filters may be variants of those digital filters that are opti-
mized for different data transfer rates, including and not lim-
ited to, differing bit widths of coefficients or differing quan-
tities of taps. Similarly, the VGA routine 561 is made up ofa
sequence of instructions that cause the processing device 510
to perform a combination of calculations that define a VGA.
Although not specifically depicted, a summing node routine
may also be stored in the storage 520 made up of a sequence
of instructions that similarly defines a summing node.

The ANR routine 525 is made up of a sequence of instruc-
tions that cause the processing device 510 to create a signal
processing topology having pathways incorporating varying
quantities of the digital filters and VG As defined by the down-
sampling filter routine 553, the biquad filter routine 555, the
interpolating filter routine 557, the FIR filter routine 559 and
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the VGA routine 561 to support feedback-based ANR, feed-
forward-based ANR and/or pass-through audio. The ANR
routine 525 also causes the processing device 510 to perform
the calculations defining each of'the various filters and VGAs
incorporated into that topology. Further, the ANR routine 525
either causes the processing device 510 to perform the mov-
ing of data among ADCs 210, 310 and 410, the storage 520
and the DAC 910, or causes the processing device 510 to
coordinate the performance of such moving of data either by
the DMA device 540 (if present) or by bus mastering opera-
tions performed by the ADCs 210, 310 and 410, and/or the
DAC 910.

The ANR settings 527 is made up of data defining topology
characteristics (including selections of digital filters), filter
coefficients, gain settings, clock frequencies, data transfer
rates and/or data sizes. In some implementations, the topol-
ogy characteristics may also define the characteristics of any
summing nodes to be incorporated into the topology. The
processing device 510 is caused by the ANR routine 525 to
employ such data taken from the ANR settings 527 in creating
a signal processing topology (including selecting digital fil-
ters), setting the filter coefficients for each digital filter incor-
porated into the topology, and setting the gains for each VGA
incorporated into the topology. The processing device 510
may be further caused by the ANR routine 525 to employ such
data from the ANR settings 527 in setting clock frequencies
and/or data transfer rates for the ADCs 210, 310 and 410; for
the digital filters incorporated into the topology; for the VGAs
incorporated into the topology; and for the DAC 910.

In some implementations, the ANR settings 527 specify
multiple sets of topology characteristics, filter coefficients,
gain settings, clock frequencies and/or data transfer rates, of
which different sets are used in response to different situa-
tions. In other implementations, execution of sequences of
instructions of the ANR routine 525 causes the processing
device 510 to derive different sets of filter coefficients, gain
settings, clock frequencies and/or data transfer rates for a
given signal processing topology in different situations. By
way of example, the processing device 510 may be caused to
operate the interface 530 to monitor a signal from the power
source 180 that is indicative of the power available from the
power source 180, and to employ different sets of filter coef-
ficients, gain settings, clock frequencies and/or data transfer
rates in response to changes in the amount of available power.

By way of another example, the processing device 510 may
be caused to alter the provision of ANR to adjust the degree of
ANR required in response to observed characteristics of one
or more sounds. Where a reduction in the degree of attenua-
tion and/or the range of frequencies of noise sounds attenu-
ated is possible and/or desired, it may be possible to simplify
the quantity and/or type of filters used in implementing feed-
back-based and/or feedforward-based ANR, and the process-
ing device 510 may be caused to dynamically switch between
different sets of filter coefficients, gain settings, clock fre-
quencies and/or data transfer rates to perform such simplify-
ing, with the added benefit of a reduction in power consump-
tion.

Therefore, in executing sequences of instructions of the
ANR routine 525, the processing device 510 is caused to
retrieve data from the ANR settings 527 in preparation for
adopting a signal processing topology defining the pathways
to be employed by the processing device 510 in providing
feedback-based ANR, feedforward-based ANR and pass-
through audio. The processing device 510 is caused to instan-
tiate multiple instances of digital filters, VGAs and/or sum-
ming nodes, employing filter coefficients, gain settings and/or
other data from the ANR settings 527. The processing device
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510is then further caused to perform the calculations defining
each of those instances of digital filters, VGAs and summing
nodes; to move digital data among those instances of digital
filters, VGAs and summing nodes; and to at least coordinate
the moving of digital dataamong the ADCs 210, 310 and 410,
the storage 520 and the DAC 910 in a manner that conforms
to the data retrieved from the ANR settings 527. At a subse-
quent time, the ANR routine 525 may cause the processing
device 510 to change the signal processing topology, a digital
filter, filter coefficients, gain settings, clock frequencies and/
or data transfer rates during operation of the personal ANR
device 1000. It is largely in this way that the digital circuitry
of the internal architecture 22005 is made dynamically con-
figurable. Also, in this way, varying quantities and types of
digital filters and/or digital VGAs may be positioned at vari-
ous points along a pathway of a topology defined for a flow of
digital data to modify sounds represented by that digital data
and/or to derive new digital data representing new sounds, as
will be explained in greater detail.

In some implementations, the ANR routine 525 may cause
the processing device 510 to give priority to operating the
ADC 210 and performing the calculations of the digital fil-
ters, VG As and/or summing nodes positioned along the path-
way defined for the flow of digital data associated with feed-
back-based ANR. Such a measure may be taken in
recognition of the higher sensitivity of feedback-based ANR
to the latency between the detection of feedback reference
sounds and the acoustic output of feedback anti-noise sounds.

The processing device 510 may be further caused by the
ANR routine 525 to monitor the sounds to be acoustically
output for indications of the amplitude being too high, clip-
ping, indications of clipping about to occur, and/or other
audio artifacts actually occurring or indications of being
about to occur. The processing device 510 may be caused to
either directly monitor digital data provided to the DAC 910
or the analog signal output by the audio amplifier 960
(through the ADC 955) for such indications. In response to
such an indication, the processing device 510 may be caused
to operate one or more of the analog VGAs 125,135 and 145
to adjust at least one amplitude of an analog signal, and/or
may be caused to operate one or more of the VGAs based on
the VGA routine 561 and positioned within a pathway of a
topology to adjust the amplitude of at least one sound repre-
sented by digital data, as will be explained in greater detail.

FIGS. 4a through 4g depict some possible signal process-
ing topologies that may be adopted by the ANR circuit 2000
of the personal ANR device 1000 of FIG. 1. As previously
discussed, some implementations of the personal ANR device
1000 may employ a variant of the ANR circuit 2000 that is at
least partially programmable such that the ANR circuit 2000
is able to be dynamically configured to adopt different signal
processing topologies during operation of the ANR circuit
2000. Alternatively, other implementations of the personal
ANR device 1000 may incorporate a variant of the ANR
circuit 2000 that is substantially inalterably structured to
adopt one unchanging signal processing topology.

As previously discussed, separate ones of the ANR circuit
2000 are associated with each earpiece 100, and therefore,
implementations of the personal ANR device 1000 having a
pair of the earpieces 100 also incorporate a pair of the ANR
circuits 2000. However, as those skilled in the art will readily
recognize, other electronic components incorporated into the
personal ANR device 1000 in support of a pair of the ANR
circuits 2000, such as the power source 180, may not be
duplicated. For the sake of simplicity of discussion and under-
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standing, signal processing topologies for only a single ANR
circuit 2000 are presented and discussed in relation to FIGS.
4a-g.

As also previously discussed, different implementations of
the personal ANR device 1000 may provide only one of either
feedback-based ANR or feedforward-based ANR, or may
provide both. Further, different implementations may or may
not additionally provide pass-through audio. Therefore,
although signal processing topologies implementing all three
of feedback-based ANR, feedforward-based ANR and pass-
through audio are depicted in FIGS. 4a-g, it is to be under-
stood that variants of each of these signal processing topolo-
gies are possible in which only one or the other of these two
forms of ANR is provided, and/or in which pass-through
audio is not provided. In implementations in which the ANR
circuit 2000 is at least partially programmable, which of these
two forms of ANR are provided and/or whether or not both
forms of ANR are provided may be dynamically selectable
during operation of the ANR circuit 2000.

FIG. 4a depicts a possible signal processing topology
25004 for which the ANR circuit 2000 may be structured
and/or programmed. Where the ANR circuit 2000 adopts the
signal processing topology 2500a, the ANR circuit 2000
incorporates at least the DAC 910, the compression controller
950, and the audio amplifier 960. Depending, in part on
whether one or both of feedback-based and feedforward-
based ANR are supported, the ANR circuit 2000 further
incorporates one or more of the ADCs 210, 310, 410 and/or
955; filter blocks 250, 350 and/or 450; and/or summing nodes
270 and/or 290.

Where the provision of feedback-based ANR is supported,
the ADC 210 receives an analog signal from the feedback
microphone 120 representing feedback reference sounds
detected by the feedback microphone 120. The ADC 210
digitizes the analog signal from the feedback microphone
120, and provides feedback reference data corresponding to
the analog signal output by the feedback microphone 120 to
the filter block 250. One or more digital filters within the filter
block 250 are employed to modify the data from the ADC 210
to derive feedback anti-noise data representing feedback anti-
noise sounds. The filter block 250 provides the feedback
anti-noise data to the VGA 280, possibly through the sum-
ming node 270 where feedforward-based ANR is also sup-
ported.

Where the provision of feedforward-based ANR is also
supported, the ADC 310 receives an analog signal from the
feedforward microphone 130, digitizes it, and provides feed-
forward reference data corresponding to the analog signal
output by the feedforward microphone 130 to the filter block
350. One or more digital filters within the filter block 350 are
employed to modify the feedforward reference data received
from the ADC 310 to derive feedforward anti-noise data
representing feedforward anti-noise sounds. The filter block
350 provides the feedforward anti-noise data to the VGA 280,
possibly through the summing node 270 where feedback-
based ANR is also supported.

At the VGA 280, the amplitude of one or both of the .
feedback and feedforward anti-noise sounds represented by
the data received by the VGA 280 (either through the sum-
ming node 270, or not) may be altered under the control ofthe
compression controller 950. The VGA 280 outputs its data
(with or without amplitude alteration) to the DAC 910, pos-
sibly through the summing nodes 290 where talk-through
audio is also supported.

In some implementations where pass-through audio is sup-
ported, the ADC 410 digitizes an analog signal representing
pass-through audio received from the audio source 9400, the
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communications microphone 140 or another source and pro-
vides the digitized result to the filter block 450. In other
implementations where pass-through audio is supported, the
audio source 9400, the communications microphone 140 or
another source provides digital data representing pass-
through audio to the filter block 450 without need of analog-
to-digital conversion. One or more digital filters within the
filter block 450 are employed to modify the digital data rep-
resenting the pass-through audio to derive a modified variant
of the pass-through audio data in which the pass-through
audio may be re-equalized and/or enhanced in other ways.
The filter block 450 provides the pass-through audio data to
the summing node 290 where the pass-through audio data is
combined with the data being provided by the VGA 280 to the
DAC 910.

The analog signal output by the DAC 910 is provided to the
audio amplifier 960 to be amplified sufficiently to drive the
acoustic driver 190 to acoustically output one or more of
feedback anti-noise sounds, feedforward anti-noise sounds
and pass-through audio. The compression controller 950 con-
trols the gain of the VGA 280 to enable the amplitude of sound
represented by data output by one or both of the filter blocks
250 and 350 to be reduced in response to indications of
impending instances of clipping, actual occurrences of clip-
ping and/or other undesirable audio artifacts being detected
by the compression controller 950. The compression control-
ler 950 may either monitor the data being provided to the
DAC 910 by the summing node 290, or may monitor the
analog signal output of the audio amplifier 960 through the
ADC 955.

As further depicted in FIG. 4a, the signal processing topol-
ogy 2500a defines multiple pathways along which digital
data associated with feedback-based ANR, feedforward-
based ANR and pass-through audio flow. Where feedback-
based ANR is supported, the flow of feedback reference data
and feedback anti-noise data among at least the ADC 210, the
filter block 250, the VGA 280 and the DAC 910 defines a
feedback-based ANR pathway 200. Similarly, where feedfor-
ward-based ANR is supported, the flow of feedforward ref-
erence data and feedforward anti-noise data among at least
the ADC 310, the filter block 350, the VGA 280 and the DAC
910 defines a feedforward-based ANR pathway 300. Further,
where pass-through audio is supported, the flow of pass-
through audio data and modified pass-through audio data
among at least the ADC 410, the filter block 450, the summing
node 290 and the DAC 910 defines a pass-through audio
pathway 400. Where both feedback-based and feedforward-
based ANR are supported, the pathways 200 and 300 both
further incorporate the summing node 270. Further, where
pass-through audio is also supported, the pathways 200 and/
or 300 incorporate the summing node 290.

In some implementations, digital data representing sounds
may be clocked through all of the pathways 200, 300 and 400
that are present at the same data transfer rate. Thus, where the
pathways 200 and 300 are combined at the summing node
270, and/or where the pathway 400 is combined with one or
both of the pathways 200 and 300 at the summing node 400,
all digital data is clocked through at a common data transfer
rate, and that common data transfer rate may be set by a
common synchronous data transfer clock. However, as is
known to those skilled in the art and as previously discussed,
the feedforward-based ANR and pass-through audio func-
tions are less sensitive to latencies than the feedback-based
ANR function. Further, the feedforward-based ANR and
pass-through audio functions are more easily implemented
with sufficiently high quality of sound with lower data sam-
pling rates than the feedback-based ANR function. Therefore,
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in other implementations, portions of the pathways 300 and/
or 400 may be operated at slower data transfer rates than the
pathway 200. Preferably, the data transfer rates of each of the
pathways 200, 300 and 400 are selected such that the pathway
200 operates with a data transfer rate that is an integer mul-
tiple of the data transfer rates selected for the portions of the
pathways 300 and/or 400 that are operated at slower data
transfer rates.

By way of example in an implementation in which all three
of the pathways 200, 300 and 400 are present, the pathway
200 is operated at a data transfer rate selected to provide
sufficiently low latency to enable sufficiently high quality of
feedback-based ANR that the provision of ANR is not unduly
compromised (e.g., by having anti-noise sounds out-of-phase
with the noise sounds they are meant to attenuate, or instances
of negative noise reduction such that more noise is actually
being generated than attenuated, etc.), and/or sufficiently
high quality of sound in the provision of at least the feedback
anti-noise sounds. Meanwhile, the portion of the pathway 300
from the ADC 310 to the summing node 270 and the portion
of the pathway 400 from the ADC 410 to the summing node
290 are both operated at lower data transfer rates (either the
same lower data transfer rates or different ones) that still also
enable sufficiently high quality of feedforward-based ANR in
the pathway 300, and sufficiently high quality of sound in the
provision of the feedforward anti-noise through the pathway
300 and/or pass-through audio through the pathway 400.

In recognition of the likelihood that the pass-through audio
function may be even more tolerant of a greater latency and a
lower sampling rate than the feedforward-based ANR func-
tion, the data transfer rate employed in that portion of the
pathway 400 may be still lower than the data transfer rate of
that portion of the pathway 300. To support such differences
in transfer rates in one variation, one or both of the summing
nodes 270 and 290 may incorporate sample-and-hold, buff-
ering or other appropriate functionality to enable the combin-
ing of digital data received by the summing nodes 270 and
290 at different data transfer rates. This may entail the provi-
sion of two different data transfer clocks to each of the sum-
ming nodes 270 and 290. Alternatively, to support such dif-
ferences in transfer rates in another variation, one or both of
the filter blocks 350 and 450 may incorporate an upsampling
capability (perhaps through the inclusion of an interpolating
filter or other variety of filter incorporating an upsampling
capability) to increase the data transfer rate at which the filter
blocks 350 and 450 provide digital data to the summing nodes
270 and 290, respectively, to match the data transfer rate at
which the filter block 250 provides digital data to the sum-
ming node 270, and subsequently, to the summing node 290.

It may be that in some implementations, multiple power
modes may be supported in which the data transfer rates ofthe
pathways 300 and 400 are dynamically altered in response to
the availability of power from the power source 180 and/or in
response to changing ANR requirements. More specifically,
the data transfer rates of one or both of the pathway 300 and
400 up to the points where they are combined with the path- .
way 200 may be reduced in response to an indication of
diminishing power being available from the power supply
180 and/or in response to the processing device 510 detecting
characteristics in sounds represented by digital data indicat-
ing that the degree of attenuation and/or range of frequencies
of noise sounds attenuated by the ANR provided can be
reduced. In making determinations of whether or not such
reductions in data transfer rates are possible, the processing
device 510 may be caused to evaluate the effects of such
reductions in data transfer rates on quality of sound through
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one or more of the pathways 200, 300 and 400, and/or the
quality of feedback-based and/or feed-forward based ANR
provided.

FIG. 4b depicts a possible signal processing topology
250056 for which the ANR circuit 2000 may be structured
and/or programmed. Where the ANR circuit 2000 adopts the
signal processing topology 25005, the ANR circuit 2000
incorporates at least the DAC 910, the audio amplifier 960,
the ADC 210, a pair of summing nodes 230 and 270, and a pair
of filter blocks 250 and 450. The ANR circuit 2000 may
further incorporate one or more of the ADC 410, the ADC
310, a filter block 350 and a summing node 370.

The ADC 210 receives and digitizes an analog signal from
the feedback microphone 120 representing feedback refer-
ence sounds detected by the feedback microphone 120, and
provides corresponding feedback reference data to the sum-
ming node 230. In some implementations, the ADC 410 digi-
tizes an analog signal representing pass-through audio
received from the audio source 9400, the communications
microphone 140 or another source and provides the digitized
result to the filter block 450. In other implementations, the
audio source 9400, the communications microphone 140 or
another source provides digital data representing pass-
through audio to the filter block 450 without need of analog-
to-digital conversion. One or more digital filters within the
filter block 450 are employed to modify the digital data rep-
resenting the pass-through audio to derive a modified variant
of the pass-through audio data in which the pass-through
audio may be re-equalized and/or enhanced in other ways.
One or more digital filters within the filter block 450 also
function as a crossover that divides the modified pass-through
audio data into higher and lower frequency sounds, with data
representing the higher frequency sounds being output to the
summing node 270, and data representing the lower fre-
quency sounds being output to the summing node 230. In
various implementations, the crossover frequency employed
in the filter block 450 is dynamically selectable during opera-
tion of the ANR circuit 2000, and may be selected to effec-
tively disable the crossover function to cause data represent-
ing all frequencies of the modified pass-through audio to be
output to either of the summing nodes 230 or 270. In this way,
the point at which the modified pass-through audio data is
combined with data for the feedback ANR function within the
signal processing topology 25004 can be made selectable.

As just discussed, feedback reference data from the ADC
210 may be combined with data from the filter block 450 for
the pass-through audio function (either the lower frequency
sounds, or all of the modified pass-through audio) at the
summing node 230. The summing node 230 outputs the pos-
sibly combined data to the filter block 250. One or more
digital filters within the filter block 250 are employed to
modify the data from summing node 230 to derive modified
data representing at least feedback anti-noise sounds and
possibly further-modified pass-through audio sounds. The
filter block 250 provides the modified data to the summing
node 270. The summing node 270 combines the data from the
filter block 450 that possibly represents higher frequency
sounds of the modified pass-through audio with the modified
data from the filter block 250, and provides the result to the
DAC 910 to create an analog signal. The provision of data by
the filter block 450 to the summing node 270 may be through
the summing node 370 where the provision of feedforward-
based ANR is also supported.

‘Where the crossover frequency employed in the filter block
450 is dynamically selectable, various characteristics of the
filters making up the filter block 450 may also be dynamically
configurable. By way of example, the number and/or type of

10

15

20

25

30

35

40

45

50

55

60

65

24

digital filters making up the filter block 450 may be dynami-
cally alterable, as well as the coefficients for each of those
digital filters. Such dynamic configurability may be deemed
desirable to correctly accommodate changes among having
no data from the filter block 450 being combined with feed-
back reference data from the ADC 210, having data from the
filter block 450 representing lower frequency sounds being
combined with feedback reference data from the ADC 210,
and having data representing all of the modified pass-through
audio from the filter block 450 being combined with feedback
reference data from the ADC 210.

Where the provision of feedforward-based ANR is also
supported, the ADC 310 receives an analog signal from the
feedforward microphone 130, digitizes it, and provides feed-
forward reference data corresponding to the analog signal
output by the feedforward microphone 130 to the filter block
350. One or more digital filters within the filter block 350 are
employed to modify the feedforward reference data received
from the ADC 310 to derive feedforward anti-noise data
representing feedforward anti-noise sounds. The filter block
350 provides the feedforward anti-noise data to the summing
node 370 where the feedforward anti-noise data is possibly
combined with data that may be provided by the filter block
450 (either the higher frequency sounds, or all of the modified
pass-through audio).

The analog signal output by the DAC 910 is providedto the
audio amplifier 960 to be amplified sufficiently to drive the
acoustic driver 190 to acoustically output one or more of
feedback anti-noise sounds, feedforward anti-noise sounds
and pass-through audio.

As further depicted in FIG. 4, the signal processing topol-
ogy 25005 defines its own variations of the pathways 200, 300
and 400 along which digital data associated with feedback-
based ANR, feedforward-based ANR and pass-through
audio, respectively, flow. In a manner not unlike the pathway
200 of the signal processing topology 2500a, the flow of
feedback reference data and feedback anti-noise data among
the ADC 210, the summing nodes 230 and 270, the filter block
250 and the DAC 910 defines the feedback-based ANR path-
way 200 of the signal processing topology 25005. Where
feedforward-based ANR is supported, in a manner not unlike
the pathway 300 of the signal processing topology 25004, the
flow of feedforward reference data and feedforward anti-
noise data among the ADC 310, the filter block 350, the
summing nodes 270 and 370, and the DAC 910 defines the
feedforward-based ANR pathway 300 of the signal process-
ing topology 25005. However, in a manner very much unlike
the pathway 400 of the signal processing topology 25004, the
ability of the filter block 450 of the signal processing topology
25005 to split the modified pass-through audio data into
higher frequency and lower frequency sounds results in the
pathway 400 of the signal processing topology 25005 being
partially split. More specifically, the flow of digital data from
the ADC 410 to the filter block 450 is split at the filter block
450. One split portion of the pathway 400 continues to the
summing node 230, where it is combined with the pathway
200, before continuing through the filter block 250 and the
summing node 270, and ending at the DAC 910. The other
split portion of the pathway 400 continues to the summing
node 370 (if present), where it is combined with the pathway
300 (if present), before continuing through the summing node
270 and ending at the DAC 910.

Also not unlike the pathways 200, 300 and 400 of the signal
processing topology 25004, the pathways 200, 300 and 400 of
the signal processing topology 25005 may be operated with
different data transfer rates. However, differences in data
transfer rates between the pathway 400 and both of the path-
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ways 200 and 300 would have to be addressed. Sample-and-
hold, buffering or other functionality may be incorporated
into each of the summing nodes 230, 270 and/or 370. Alter-
natively and/or additionally, the filter block 350 may incor-
porate interpolation or other upsampling capability in provid-
ing digital data to the summing node 370, and/or the filter
block 450 may incorporate a similar capability in providing
digital data to each of the summing nodes 230 and 370 (or
270, if the pathway 300 is not present).

FIG. 4c¢ depicts another possible signal processing topol-
ogy 2500c for which the ANR circuit 2000 may be structured
and/or programmed. Where the ANR circuit 2000 adopts the
signal processing topology 2500c, the ANR circuit 2000
incorporates at least the DAC 910, the audio amplifier 960,
the ADC 210, the summing node 230, the filter blocks 250 and
450, the VGA 280, another summing node 290, and the com-
pressor 950. The ANR circuit 2000 may further incorporate
one or more of the ADC 410, the ADC 310, the filter block
350, the summing node 270, and the ADC 955. The signal
processing topologies 25005 and 2500¢ are similar in numer-
ous ways. However, a substantial difference between the sig-
nal processing topologies 25005 and 2500c¢ is the addition of
the compressor 950 in the signal processing topology 2500¢
to enable the amplitudes of the sounds represented by data
output by both of the filter blocks 250 and 350 to be reduced
in response to the compressor 950 detecting actual instances
orindications of impending instances of clipping and/or other
undesirable audio artifacts.

The filter block 250 provides its modified data to the VGA
280 where the amplitude of the sounds represented by the data
provided to the VGA 280 may be altered under the control of
the compression controller 950. The VGA 280 outputs its data
(with or without amplitude alteration) to the summing node
290, where it may be combined with data that may be output
by the filter block 450 (perhaps the higher frequency sounds
of the modified pass-through audio, or perhaps the entirety of
the modified pass-through audio). In turn, the summing node
290 provides its output data to the DAC 910. Where the
provision of feedforward-based ANR is also supported, the
data output by the filter block 250 to the VGA 280 is routed
through the summing node 270, where it is combined with the
data output by the filter block 350 representing feedforward
anti-noise sounds, and this combined data is provided to the
VGA 280.

FIG. 4d depicts another possible signal processing topol-
ogy 25004 for which the ANR circuit 2000 may be structured
and/or programmed. Where the ANR circuit 2000 adopts the
signal processing topology 25004, the ANR circuit 2000
incorporates at least the DAC 910, the compression controller
950, the audio amplifier 960, the ADC 210, the summing
nodes 230 and 290, the filter blocks 250 and 450, the VGA
280, and still other VGAs 445, 455 and 460. The ANR circuit
2000 may further incorporate one or more of the ADCs 310
and/or 410, the filter block 350, the summing node 270, the
ADC 955, and still another VGA 360. The signal processing
topologies 2500¢ and 25004 are similar in numerous ways.
However, a substantial difference between the signal process-
ing topologies 2500¢ and 25004 is the addition of the ability
to direct the provision of the higher frequency sounds of the
modified pass-through audio to be combined with other audio
at either or both of two different locations within the signal
processing topology 25004.

One or more digital filters within the filter block 450 are
employed to modify the digital data representing the pass-
through audio to derive a modified variant of the pass-through
audio data and to function as a crossover that divides the
modified pass-through audio data into higher and lower fre-
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quency sounds. Data representing the lower frequency
sounds are output to the summing node 230 through the VGA
445, Data representing the higher frequency sounds are out-
put both to the summing node 230 through the VGA 455 and
to the DAC 910 through the VGA 460. The VGAs 445, 455
and 460 are operable both to control the amplitudes of the
lower frequency and higher frequency sounds represented by
the data output by the filter block 450, and to selectively direct
the flow of the data representing the higher frequency sounds.
However, as has been previously discussed, the crossover
functionality of the filter block 450 may be employed to
selectively route the entirety of the modified pass-through
audio to one or the other of the summing node 230 and the
DAC 910.

Where the provision of feedforward-based ANR is also
supported, the possible provision of higher frequency sounds
(or perhaps the entirety of the modified pass-through audio)
by the filter block 450 through the VGA 460 and to the DAC
910 may be through the summing node 290. The filter block
350 provides the feedforward anti-noise data to the summing
node 270 through the VGA 360.

FIG. 4e depicts another possible signal processing topol-
ogy 2500¢ for which the ANR circuit 2000 may be structured
and/or programmed. Where the ANR circuit 2000 adopts the
signal processing topology 2500e, the ANR circuit 2000
incorporates at least the DAC 910; the audio amplifier 960;
the ADCs 210 and 310; the summing nodes 230, 270 and 370;
the filter blocks 250, 350 and 450; the compressor 950; and a
pair of VGAs 240 and 340. The ANR circuit 2000 may further
incorporate one or both of the ADCs 410 and 955. The signal
processing topologies 25005, 2500¢ and 2500e are similar in
numerous ways. The manner in which the data output by each
of the filter blocks 250, 350 and 450 are combined in the
signal processing topology 2500e is substantially similar to
that of the signal processing topology 25005. Also, like the
signal processing topology 2500c, the signal processing
topology 2500e incorporates the compression controller 950.
However, a substantial difference between the signal process-
ing topologies 2500¢ and 2500e is the replacement of the
single VGA 280 in the signal processing topology 2500¢ for
the separately controllable VGAs 240 and 340 in the signal
processing topology 2500e.

The summing node 230 provides data representing feed-
back reference sounds possibly combined with data that may
be output by the filter block 450 (perhaps the lower frequency
sounds of the modified pass-through audio, or perhaps the
entirety of the modified pass-through audio) to the filter block
250 through the VGA 240, and the ADC 310 provides data
representing feedforward reference sounds to the filter block
350 through the VGA 340. The data output by the filter block
350 is combined with data that may be output by the filter
block 450 (perhaps the higher frequency sounds of the modi-
fied pass-through audio, or perhaps the entirety of the modi-
fied pass-through audio) at the summing node 370. In turn, the
summing node 370 provides its data to the summing node 270
to be combined with data output by the filter block 250. The
summing node 270, in turn, provides its combined data to the
DAC 910. ’

The compression controller 950 controls the gains of the
VGAs 240 and 340, to enable the amplitude of the sounds
represented by data output by the summing node 230 and the
ADC 310, respectively, to be reduced in response to actual
instances or indications of upcoming instances of clipping
and/or other undesirable audio artifacts being detected by the
compression controller 950. The gains of the VGAs 240 and
340 may be controlled in a coordinated manner, or may be
controlled entirely independently of each other.
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FIG. 4f depicts another possible signal processing topol-
ogy 25001 for which the ANR circuit 2000 may be structured
and/or programmed. Where the ANR circuit 2000 adopts the
signal processing topology 2500f, the ANR circuit 2000
incorporates at least the DAC 910; the audio amplifier 960;
the ADCs 210 and 310; the summing nodes 230, 270 and 370,
the filter blocks 250, 350 and 450; the compressor 950; and
the VGAs 125 and 135. The ANR circuit 2000 may further
incorporate one or both of the ADCs 410 and 955. The signal
processing topologies 2500e and 2500/ are similar in numer-
ous ways. However, a substantial difference between the sig-
nal processing topologies 2500¢ and 2500f7is the replacement
of the pair of VGAs 240 and 340 in the signal processing
topology 2500e for the VGAs 125 and 135 in the signal
processing topology 25001

The VGAs 125 and 135 positioned at the analog inputs to
the ADCs 210 and 310, respectively, are analog VGAs, unlike
the VGAs 240 and 340 of the signal processing topology
2500e. This enables the compression coniroller 950 to
respond to actual occurrences and/or indications of soon-to-
occur instances of clipping and/or other audio artifacts in
driving the acoustic driver 190 by reducing the amplitude of
one or both of the analog signals representing feedback and
feedforward reference sounds. This may be deemed desirable
where it is possible for the analog signals provided to the
ADCs 210 and 310 to be at too great an amplitude such that
clipping at the point of driving the acoustic driver 190 might
be more readily caused to occur. The provision of the ability
to reduce the amplitude of these analog signals (and perhaps
also including the analog signal provided to the ADC 410 via
the VGA 145 depicted elsewhere) may be deemed desirable
to enable balancing of amplitudes between these analog sig-
nals, and/or to limit the numeric values of the digital data
produced by one or more of the ADCs 210, 310 and 410 to
lesser magnitudes to reduce storage and/or transmission
bandwidth requirements.

FIG. 4g depicts another possible signal processing topol-
ogy 2500g for which the ANR circuit 2000 may be pro-
grammed or otherwise structured. Where the ANR circuit
2000 adopts the signal processing topology 2500g, the ANR
circuit 2000 incorporates at least the compression controller
950, the DAC 910, the audio amplifier 960, the ADCs 210 and
310, a pair of VGAs 220 and 320, the summing nodes 230 and
270, the filter blocks 250 and 350, another pair of VGAs 355
and 360, and the VG A 280. The ANR circuit 2000 may further
incorporate one or more of the ADC 410, the filter block 450,
still another VGA 460, the summing node 290, and the ADC
955.

The ADC 210 receives an analog signal from the feedback
microphone 120 and digitizes it, before providing corre-
sponding feedback reference data to the VGA 220. The VGA
220 outputs the feedback reference data, possibly after modi-
fying its amplitude, to the summing node 230. Similarly, the
ADC 310 receives an analog signal from the feedforward
microphone 130 and digitizes it, before providing corre-
sponding feedforward reference data to the VGA 320. The
VGA 320 outputs the feedforward reference data, possibly
after modifying its amplitude, to the filter block 350. One or
more digital filters within the filter block 350 are employed to
modify the feedforward reference data to derive feedforward
anti-noise data representing feedforward anti-noise sounds,
and the filter block 350 provides the feedforward anti-noise
data to both of the VGAs 355 and 360. In various implemen-
tations, the gains of the VGAs 355 and 360 are dynamically
selectable and can be operated in a coordinated manner like a
three-way switch to enable the feedforward anti-noise data to
be selectively provided to either of the summing nodes 230
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and 270. Thus, where the feedforward anti-noise data is com-
bined with data related to feedback ANR within the signal
processing topology 2500g is made selectable.

Therefore, depending on the gains selected for the VGAs
355 and 360, the feedforward anti-noise data from the filter
block 350 may be combined with the feedback reference data
from the ADC 210 at the summing node 230, or may be
combined with feedback anti-noise data derived by the filter
block 250 from the feedback reference data at the summing
node 270. If the feedforward anti-noise data is combined with
the feedback reference data at the summing node 230, then
the filter block 250 derives datarepresentinga combination of
feedback anti-noise sounds and further-modified feedforward
anti-noise sounds, and this data is provided to the VGA 280
through the summing node 270 at which no combining of data
occurs. Alternatively, if the feedforward anti-noise data is
combined with the feedback anti-noise data at the summing
node 270, then the feedback anti-noise data will have been
derived by the filter block 250 from the feedback reference
data received through the summing node 230 at which no
combining of data occurs, and the data resulting from the
combining at the summing node 270 is provided to the VGA
280. With or without an alteration in amplitude, the VGA 280
provides whichever form of combined data is received from
the summing node 270 to the DAC 910 to create an analog
signal. This provision ofthis combined data by the VGA 280
may bethrough the summing node 290 where the provision of
pass-through audio is also supported.

‘Where the provision of pass-through audio is supported,
the audio source 9400 may provide an analog signal repre-
senting pass-through audio to be acoustically output to a user,
and the ADC 410 digitizes the analog signal and provides
pass-through audio data corresponding to the analog signal to
the filter block 450. Alternatively, where the audio source
9400 provides digital data representing pass-through audio,
such digital data may be provided directly to the filter block
450. One or more digital filters within the filter block 450 may
be employed to modify the digital data representing the pass-
through audio to derive a modified variant of the pass-through
audio data that may be re-equalized and/or enhanced in other
ways. The filter block 450 provides the modified pass-
through audio data to the VG A 460, and either with or without
altering the amplitude of the pass-through audio sounds rep-
resented by the modified pass-through audio data, the VGA
460 provides the modified pass-through audio data to the
DAC 910 through the summing node 290.

The compression controller 950 controls the gain of the
VGA 280to enable the amplitude of whatever combined form
of feedback and feedforward anti-noise sounds are received
by the VGA 280 to be reduced under the control of the
compression controller 950 in response to actual occurrences
and/or indications of impending instances of clipping and/or
other audio artifacts.

FIGS. 5a through 5e depict some possible filter block
topologies that may be employed in creating one or more
blocks offilters (such as filter blocks 250, 350 and 450) within
signal processing topologies adopted by the ANR circuit
2000 (such as the signal processing topologies 2500a-g). It
should be noted that the designation of a multitude of digital
filters as a “filter block™ is an arbitrary construct meant to
simplify the earlier presentation of signal processing topolo-
gies. In truth, the selection and positioning of one or more
digital filters at any point along any of the pathways (such as
the pathways 200, 300 and 400) of any signal processing
topology may be accomplished in a manner identical to the
selection and positioning of VGAs and summing nodes.
Therefore, it is entirely possible for various digital filters to be
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positioned along a pathway for the movement of data in a
manner in which those digital filters are interspersed among
VGAs and/or summing nodes such that no distinguishable
block of filters is created. Or, as will be illustrated, it is
entirely possible for a filter block to incorporate a summing
node or other component as part of the manner in which the
filters of a filter block are coupled as part of the filter block
topology of a filter block.

However, as previously discussed, multiple lower-order
digital filters may be combined in various ways to perform the
equivalent function of one or morehigher-order digital filters.
Thus, although the creation of distinct filter blocks is not
necessary in defining a pathway having multiple digital fil-
ters, it can be desirable in numerous situations. Further, the
creation of a block of filters at a single point along a pathway
can more easily enable alterations in the characteristics of
filtering performed in that pathway. By way of example,
multiple lower-order digital filters connected with no other
components interposed between them can be dynamically
configured to cooperate to perform any of a variety of higher-
order filter functions by simply changing their coefficients
and/or changing the manner in which they are interconnected.
Also, insomeimplementations, such close interconnection of
digital filters may ease the task of dynamically configuring a
pathway to add or remove digital filters with a minimum of
changes to the interconnections that define that pathway.

It should be noted that the selections of types of filters,
quantities of filters, interconnections of filters and filter block
topologies depicted in each of FIGS. 5a through Se are meant
to serve as examples to facilitate understanding, and should
not be taken as limiting the scope of what is described or the
scope of what is claimed herein.

FIG. Sa depicts a possible filter block topology 35004 for
which the ANR circuit 2000 may be structured and/or pro-
grammed to define a filter block, such as one of the filter
blocks 250, 350 and 450. The filter block topology 35004 is
made up of a serial chain of digital filters with a downsam-
pling filter 652 at its input; biquad filters 654, 655 and 656;
and a FIR filter 658 at its output.

As more explicitly depicted in FIG. 54, in some implemen-
tations, the ANR circuit 2000 employs the internal architec-
ture 2200a such that the ANR circuit 2000 incorporates the
filter bank 550 incorporating multitudes of the downsampling
filters 552, the biquad filters 554, and the FIR filters 558. One
ormore of each of the downsampling filters 552, biquad filters
554 and FIR filters 558 may be interconnected in any of a
number of ways via the switch array 540, including in a way
that defines the filter block topology 3500a. More specifi-
cally, the downsampling filter 652 is one of the downsampling
filters 552; the biquad filters 654, 655 and 656 are each one of
the biquad filters 554; and the FIR filter 658 is one of the FIR
filters 558.

Alternatively, and as also more explicitly depicted in FIG.
Sa, in other implementations, the ANR circuit 2000 employs
the internal architecture 22005 such that the ANR circuit
2000 incorporates a storage 520 in which is stored the down-
sampling filter routine 553, the biquad filter routine 555 and
the FIR filter routine 559. Varying quantities of downsam-
pling, biquad and/or FIR filters may be instantiated within
available storage locations of the storage 520 with any of a
variety of interconnections defined between them, including
quantities of filters and interconnections that define the filter
block topology 3500a. More specifically, the downsampling
filter 652 is an instance of the downsampling filter routine
553; the biquad filters 654, 655 and 656 are each instances of
the biquad filter routine 555; and the FIR filter 658 is an
instance of the FIR filter routine 559.
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As previously discussed, power conservation and/or other
benefits may be realized by employing different data transfer
rates along different pathways of digital data representing
sounds in a signal processing topology. In support of convert-
ing between different data transfer rates, including where one
pathway operating at one data transfer rate is coupled to
another pathway operating at another data transfer rate, dif-
ferent data transfer clocks may be provided to different ones
of the digital filters within a filter block, and/or one or more
digital filters within a filter block may be provided with mul-
tiple data transfer clocks.

By way of example, FIG. 5a depicts a possible combina-
tion of different data transfer rates that may be employed
within the filter block topology 35004 to support digital data
being received at one data transfer rate, digital data being
transferred among these digital filters at another data transfer
rate, and digital data being output at still another data transfer
rate. More specifically, the downsampling filter 652 receives
digital data representing a sound at a data transfer rate 672,
and at least downsamples that digital data to a lower data
transfer rate 675. The lower data transfer rate 675 is employed
in transferring digital data among the downsampling filter
652, the biquad filters 654-656, and the FIR filter 658. The
FIR filter 658 at least upsamples the digital data that it
receives from the lower data transfer rate 675 to a higher data
transfer rate 678 as that digital data is output by the filter block
to which the digital filters in the filter block topology 3500a
belong. Many other possible examples of the use of more than
one data transfer rate within a filter block and the possible
corresponding need to employ multiple data transfer clocks
within a filter block will be clear to those skilled in the art.

FIG. 5b depicts a possible filter block topology 35005 that
is substantially similar to the filter block topology 3500a, but
in which the FIR filter 658 of the filter block topology 3500a
has been replaced with an interpolating filter 657. Where the
internal architecture 2200q is employed, such a change from
the filter block topology 35004 to the filter block topology
35005 entails at least altering the configuration of the switch
array 540 to exchange one of the FIR filters 558 with one of
the interpolating filters 556. Where the internal architecture
22005 is employed, such a change entails at least replacing
the instantiation of the FIR filter routine 559 that provides the
FIR filter 658 with an instantiation of the interpolating filter
routine 557 to provide the interpolating filter 657

FIG. 5¢ depicts a possible filter block topology 3500¢ that
is made up of the same digital filters as the filter block topol-
ogy 35005, but in which the interconnections between these
digital filters have been reconfigured into a branching topol-
ogy to provide two outputs, whereas the filter block topology
35005 had only one. Where the internal architecture 2200a is
employed, such a change from the filter block topology 35005
to the filter block topology 3500c entails at least altering the
configuration of the switch array 540 to disconnect the input
to the biquad filter 656 from the output of the biquad filter
655, and to connect that input to the output of the downsam-
pling filter 652, instead. Where the internal architecture
22005 is employed, such a change entails at least altering the-
instantiation of biquad filter routine 555 that provides the
biquad filter 656 to receive its input from the instantiation of
the downsampling filter routine 553 that provides the down-
sampling filter 652. The filter block topology 3500¢ may be
employed where it is desired that a filter block be capable of
providing two different outputs in which data representing
audio provided at the input is altered in different ways to
create two different modified versions of that data, such as in
the case of the filter block 450 in each of the signal processing
topologies 25005-f.
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FIG. 5d depicts another possible filter block topology
35004 that is substantially similar to the filter block topology
35004, but in which the biquad filters 655 and 656 have been
removed to shorten the chain of digital filters from the quan-
tity of five in the filter block topology 3500a to a quantity of
three.

FIG. 5e depicts another possible filter block topology
3500¢ that is made up of the same digital filters as the filter
block topology 35005, but in which the interconnections
between these digital filters have been reconfigured to put the
biquad filters 654, 655 and 656 in a parallel configuration,
whereas these same filters were ina serial chain configuration
in the filter block topology 35005. As depicted, the output of
the downsampling filter 652 is coupled to the inputs of all
three of the biquad filters 654, 655 and 656, and the outputs of
all three of these biquad filters are coupled to the input of the
interpolating filter 657 through an additionally incorporated
summing node 659.

Taken together, the FIGS. 5a through 5e depict the manner
in which a given filter block topology of a filter block is
dynamically configurableto so as to allow the types of filters,
quantities of filters and/or interconnections of digital filters to
be altered during the operation of a filter block. However, as
those skilled in the art will readily recognize, such changes in
types, quantities and interconnections of digital filters are
likely to require corresponding changes in filter coefficients
and/or other settings to be made to achieve the higher-order
filter function sought to be achieved with such changes. As
will be discussed in greater detail, to avoid or at least mitigate
the creation of audible distortions or other undesired audio
artifacts arising from making such changes during the opera-
tion of the personal ANR device, such changes in intercon-
nections, quantities of components (including digital filters),
types of components, filter coefficients and/or VGA gain
values are ideally buffered so as to enable their being made in
a manner coordinated in time with one or more data transfer
rates.

The dynamic configurability of both of the internal archi-
tectures 2200a and 22005, as exemplified throughout the
preceding discussion of dynamically configurable signal pro-
cessing topologies and dynamically configurable filter block
topologies, enables numerous approaches to conserving
power and to reducing audible artifacts caused by the intro-
duction of microphone self noise, quantization errors and
other influences arising from components employed in the
personal ANR device 1000. Indeed, there can be a synergy
between achieving both goals, since at least some measures
taken to reduce audible artifacts generated by the components
of the personal ANR device 1000 can also result in reductions
in power consumption. Reductions in power consumption
can be of considerable importance given that the personal
ANR device 1000 is preferably powered from a battery or
other portable source of electric power that is likely to be
somewhat limited in ability to provide electric power.

In either of the internal architectures 2200a and 22005, the
" processing device 510 may be caused by execution of a
sequence of instructions of the ANR routine 525 to monitor
the availability of power from the power source 180. Alter-
natively and/or additionally, the processing device 510 may
be caused to monitor characteristics of one or more sounds
(e.g., feedback reference and/or anti-noise sounds, feedfor-
ward reference and/or anti-noise sounds, and/or pass-through
audio sounds) and alter the degree of ANR provided in
response to the characteristics observed. As those familiar
with ANR will readily recognize, it is often the case that
providing an increased degree of ANR often requires the
implementation of a more complex transfer function, which
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often requires a greater number of filters and/or more com-
plex types of filters to implement, and this in turn, often leads
to greater power consumption. Analogously, a lesser degree
of ANR often requires the implementation of a simpler trans-
fer function, which oftenrequires fewer and/or simpler filters,
which in turn, often leads to less power consumption.

Further, there can arise situations, such as an environment
with relatively low environmental noise levels or with envi-
ronmental noise sounds occurring within a relatively narrow
range of frequencies, where the provision of a greater degree
of ANR can actually result in the components used in provid-
ing the ANR generating noise sounds greater than the attenu-
ated environmental noise sounds. Still further, and as will be
familiar to those skilled in the art of feedback-based ANR,
under some circumstances, providing a considerable degree
of feedback-based ANR can lead to instability as undesirable
audible feedback noises are produced.

Inresponse to either an indication of diminishing availabil-
ity of electric power or an indication that a lesser degree of
ANR is needed (or is possibly more desirable), the processing
device 510 may disable one or more functions (including one
or both of feedback-based and feedforward-based ANR),
lower data transfer rates of one or more pathways, disable
branches within pathways, lower data transfer rates between
digital filters within a filter block, replace digital filters that
consume more power with digital filters that consume less
power, reduce the complexity ofa transfer function employed
in providing ANR, reduce the overall quantity of digital filters
within a filter block, and/or reduce the gain to which one or
more sounds are subjected by reducing VGA gain settings
and/or altering filter coefficients. However, in taking one or
more of these or other similar actions, the processing device
510 may be further caused by the ANR routine 525 to estimate
a degree of reduction in the provision of ANR that balances
one or both of the goals of reducing power consumption and
avoiding the provision oftoo great a degree of ANR with one
or both of the goals of maintaining a predetermined desired
degree of quality of sound and quality of ANR provided to a
user of the personal ANR device 1000. A minimum data
transfer rate, a maximum signal-to-noise ratio or other mea-
sure may be used as the predetermined degree of quality or
ANR and/or sound.

As an example, and referring back to the signal processing
topology 2500a of FIG. 4a in which the pathways 200, 300
and 400 are explicitly depicted, a reduction in the degree of
ANR provided and/or in the consumption of power may be
realized through turning off one or more of the feedback-
based ANR, feedforward-based ANR and pass-through audio
functions. This would result in at least some of the compo-
nents along one or more of the pathways 200, 300 and 400
either being operated to enter a low power state in which
operations involving digital data would cease within those
components, or being substantially disconnected from the
power source 180. A reduction in power consumption and/or
degree of ANR provided may also be realized through low-
ering the data transfer rate(s) of at least portions of one or
more of the pathways 200, 300 and 400, as previously dis- -
cussed in relation to FIG. 4a.

As another example, and referring back to the signal pro-
cessing topology 25005 of FIG. 4b in which the pathways
200, 300 and 400 are also explicitly depicted, a reduction in
power consumption and/or in the complexity of transfer func-
tions employed may be realized through turning-off the flow
of data through one ofthe branches of the split in the pathway
400. More specifically, and as previously discussed in relation
to FIG. 4b, the crossover frequency employed by the digital
filters within the filter block 450 to separate the modified
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pass-through audio into higher frequency and lower fre-
quency sounds may be selected to cause the entirety of the
modified pass-through audio to be directed towards only one
of the branches of the pathway 400. This would result in
discontinuing of the transfer of modified pass-through audio
data through one or the other of the summing nodes 230 and
370, thereby enabling a reduction in power consumption and/
or in the introduction of noise sounds from components by
allowing the combining function of one or the other of these
summing nodes to be disabled or at least to not be utilized.
Similarly, and referring back to the signal processing topol-
ogy 25004 of FIG. 4d (despite the lack of explicit marking of
its pathways), either the crossover frequency employed by the
filter block 450 or the gain settings of the VGAs 445, 455 and
460 may be selected to direct the entirety of the modified
pass-through audio data down a single one of the three pos-
sible pathway branches into which each of these VGAs lead.
Thus, a reduction in power consumption and/or in the intro-
duction of noise sounds would be enabled by allowing the
combining function of one or the other of the summing nodes
230 and 290 to be disabled or at least not be utilized. Still
further, one or more of the VGAs 445, 455 and 460 through
which modified pass-through audio data is not being trans-
ferred may be disabled.

As still another example, and referring back to the filter
block topology 3500a of FIG. 5q in which the allocation of
three data transfer rates 672, 675 and 678 are explicitly
depicted, a reduction in the degree of ANR provided and/or in
power consumption may be realized through lowering one or
more of these data transfer rates. More specifically, within a
filter block adopting the filter block topology 35004, the data
transfer rate 675 at which digital data is transferred among the
digital filters 652, 654-656 and 658 may be reduced. Such a
change in a data transfer rate may also be accompanied by
exchanging one or more of the digital filters for variations of
the same type of digital filter that are better optimized for
lower bandwidth calculations. As will be familiar to those
skilled in the art of digital signal processing, the level of
calculation precision required to maintain a desired predeter-
mined degree of quality of sound and/or quality of ANR in
digital processing changes as sampling rate changes. There-
fore, as the data transfer rate 675 is reduced, one or more of
the biquad filters 654-656 which may have been optimized to
maintain a desired degree of quality of sound and/or desired
degree of quality of ANR at the original data transfer rate may
be replaced with other variants of biquad filter that are opti-
mized to maintain substantially the same quality of sound
and/or ANR at the new lower data transfer rate with a reduced
level of calculation precision that also reduces power con-
sumption. This may entail the provision of different varjants
of one or more of the different types of digital filter that
employ coefficient values of differing bit widths and/or incor-
porate differing quantities of taps.

As still other examples, and referring back to the filter
block topologies 3500c and 35004 of FIGS. 5¢ and 5d,
respectively, as well as to the filter block topology 3500a, a
reduction in the degree of ANR provided and/or in power
consumption may be realized through reducing the overall
quantity of digital filters employed in a filter block. More
specifically, the overall quantity of five digital filters in the
serial chain of the filter block topology 3500a may be reduced
to the overall quantity of three digital filters in the shorter
serial chain of the filter block topology 3500d. As those
skilled in the art would readily recognize, such a change in the
overall quantity of digital filters would likely need to be
accompanied by a change in the coefficients provided to the
one or more of the digital filters that remain, since it is likely
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that the transfer function(s) performed by the original five
digital filters would have to be altered or replaced by transfer
function(s) that are able to be performed with the three digital
filters that remain. Also more specifically, the overall quantity
of five digital filters in the branching topology of the filter
block topology 3500c may be reduced to an overall quantity
of three digital filters by removing or otherwise deactivating
the filters of one of the branches (e.g., the biquadfilter 656 and
the interpolating filter 657 of one branch that provides one of
the two outputs). This may be done in concert with selecting
a crossover frequency for a filter block providing a crossover
function to effectively direct all frequencies of a sound rep-
resented by digital data to only one of the two outputs, and/or
in concert with operating one or more VGAs external to a
filter block to remove or otherwise cease the transfer of digital
data through a branch of a signal processing topology.

Reductions in data transfer rates may be carried out in
various ways in either of the internal architectures 22004 and
22005. By way of example in the internal architecture 2200,
various ones of the data transfer clocks provided by the clock
bank 570 may be directed through the switch array 540 to
differing ones of the digital filters, VGAs and summing nodes
of a signal processing topology and/or filter block topology to
enable the use of multiple data transfer rates and/or conver-
sions between different data transfer rates by one or more of
those components. By way of example in the internal archi-
tecture 22005, the processing device 510 may be caused to
execute the sequences of instructions of the various instan-
tiations of digital filters, VGAs and summing nodes of a
signal processing topology and/or filter block topology at
intervals of differing lengths of time. Thus, the sequences of
instructions for one instantiation of a given component are
executed at more frequent intervals to support a higher data
transfer rate than the sequences of instructions for another
instantiation of the same component where a lower data trans-
fer rate is supported.

As yet another example, and referring back to any of the
earlier-depicted signal processing topologies and/or filter
block topologies, a reduction in the degree of ANR provided
and/or in power consumption may be realized through the
reduction of the gain to which one or more sounds associated
with the provision of ANR (e.g., feedback reference and/or
anti-noise sounds, or feedforward reference and/or anti-noise
sounds). Where a VGA is incorporated into at least one of a
feedback-based ANR pathway and a feedforward-based ANR
pathway, the gain setting of that VGA may be reduced. Alter-
natively and/or additionally, and depending on the transfer
function implemented by a given digital filter, one or more
coefficients of that digital filter may be altered to reduce the
gain imparted to whatever sounds are represented by the
digital data output by that digital filter. As will be familiar to
those skilled in the art, reducing a gain in a pathway can
reduce the perceptibility of noise sounds generated by com-
ponents. In a situation where there is relatively little in the
way of environmental noise sounds, noise sounds generated
by components can become more prevalent, and thus, reduc-
ing the noise sounds generated by the components can .
become more important than generating anti-noise sounds to
attenuate what little in the way of environmental noise sounds
may be present. In some implementations, such reduction(s)
in gain in response to relatively low environmental noise
sound levels may enable the use of lower cost microphones.

-In some implementations, performing such a reduction in
gain at some point along a feedback-based ANR pathway may
prove more useful than along a feedforward-based ANR path-
way, since environmental noise sounds tend to be more
attenuated by the PNR provided by the personal ANR device
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before ever reaching the feedback microphone 120. As a
result of the feedback microphone 120 tending to be provided
with weaker variants of environmental noise sounds than the
feedforward microphone 130, the feedback-based ANR func-
tion may be more easily susceptible to a situation in which
noise sounds introduced by components become more preva-
lent than environmental noise sounds at times when there is
relatively little in the way of environmental noise sounds. A
VGA may be incorporated into a feedback-based ANR path-
way to perform this function by normally employing a gain
value of 1 which would then be reduced to ¥ or to some other
preselected lower value in response to the processing device
510 and/or another processing device external to the ANR
circuit 2000 and to which the ANR circuit 2000 is coupled
determining that environmental noise levels are low enough
that noise sounds generated by components in the feedback-
based ANR pathway are likely to be significant enough that
such a gain reduction is more advantageous than the produc-
tion of feedback anti-noise sounds.

The monitoring of characteristics of environmental noise
sounds as part of determining whether or not changes in ANR
settings are to be made may entail any of a number of
approaches to measuring the strength, frequencies and/or
other characteristics of the environmental noise sounds. In
some implementations, a simple sound pressure level (SPL)
or other signal energy measurement without weighting may
be taken of environmental noise sounds as detected by the
feedback microphone 120 and/or the feedforward micro-
phone 130 within a preselected range of frequencies. Alter-
natively, the frequencies within the preselected range of fre-
quencies of a SPL or other signal energy measurement may
subjected to the widely known and used “A-weighted” fre-
quency weighting curve developed to reflect the relative sen-
sitivities of the average human ear to different audible fre-
quencies.

FIGS. 6a through 6¢ depict aspects and possible imple-
mentations of triple-buffering both to enable synchronized
ANR setting changes and to enable a failsafe response to an
occurrence and/or to indications of a likely upcoming occur-
rence of an out-of-bound condition, including and not limited
to, clipping and/or excessive amplitude of acoustically output
sounds, production of a sound within a specific range of
frequencies that is associated with a malfunction, instability
of at least feedback-based ANR, or other condition that may
generate undesired or uncomfortable acoustic output. Each of
these variations of triple-buffering incorporate at least a trio
of buffers 620qa, 6205 and 620c¢. In each depicted variation of
triple-buffering, two of the buffers 6204 and 6205 are alter-
nately employed during normal operation of the ANR circuit
2000 to synchronously update desired ANR settings “on the
fly,” including and not limited to, topology interconnections,
data clock settings, data width settings, VGA gain settings,
and filter coefficient settings. Also, in each depicted variation
of triple-buffering, the third buffer 620c maintains a set of
ANR settings deemed to be “conservative” or “failsafe” set-
tings that may be resorted to bring the ANR circuit 2000 back
into stable operation and/or back to safe acoustic output levels
in response to an out-of-bound condition being detected.

As will be familiar to those skilled in the art of controlling
digital signal processing for audio signals, it is often neces-
sary to coordinate the updating of various audio processing
settings to occur during intervals between the processing of
pieces of audio data, and it is often necessary to cause the
updating of at least some of those settings to be made during
the same interval, Failing to do so can resultin the incomplete
programming of filter coefficients, an incomplete or mal-
formed definition of a transfer function, or other mismatched
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configuration issue that can result in undesirable sounds
being created and ultimately acoustically output, including
and not limited to, sudden popping or booming noises that can
surprise or frighten a listener, sudden increases in volume that
are unpleasant and can be harmful to a listener, or howling
feedback sounds in the case of updating feedback-based ANR
settings that can also be harmful.

In some implementations, the buffers 620a-c of any of
FIGS. 6a-c are dedicated hardware-implemented registers,
the contents of which are able to be clocked into registers
within the VGAs, the digital filters, the summing nodes, the
clocks of the clock bank 570 (if present), switch array 540 (if
present), the DMA device 541 (if present) and/or other com-
ponents. In other implementations, the buffers 620a-c of
FIGS. 6a-c are assigned locations within the storage 520, the
contents of which are able to be retrieved by the processing
device 510 and written by the processing device 510 into
other locations within the storage 520 associated with instan-
tiations of the VGAs, digital filters, and summing nodes,
and/or written by the processing device 510 into registers
within the clocks of the clock bank 570 (if present), the switch
array 540 (if present), the DMA device 541 (if present) and/or
other components.

FIG. 6a depicts the triple-buffering of VGA settings,
including gain values, employing variants of the buffers
620a-c that each store differing ones of VGA settings 626. An
example of a use of such triple-buffering of VGA gain values
may be the compression controller 950 operating one or more
VGAs to reduce the amplitude of sounds represented by
digital data in response to detecting occurrences and/or indi-
cations of impending occurrences of clipping and/or other
audible artifacts in the acoustic output of the acoustic driver
190. In some implementations, the compression controller
950 stores new VGA settings into a selected one of the buffers
620a and 6205. At a subsequent time that is synchronized to
the flow of pieces of digital data through one or more of the
VGAs, the settings stored in the selected one of the buffers
620a and 6205 are provided to those VG As, thereby avoiding
the generation of audible artifacts. As those skilled in the art
will readily recognize, the compression controller 950 may
repeatedly update the gain settings of VGAs over a period of
time to “ramp down’ the amplitude of one or more sounds to
a desired level of amplitude, rather than to immediately
reduce the amplitude to that desired level. In such a situation,
the compression controller 950 would alternate between stor-
ing updated gain settings to the buffer 6204 and storing
updated gain settings to the buffer 620, thereby enabling the
decoupling of the times at which each of the buffers 620a and
6205 are each written to by the compression controller 950
and the times at which each of the buffers provide their stored
VGA settings to the VGAs. However, a set of more conser-
vatively selected VGA settings is stored in the buffer 620c,
and these failsafe settings may be provided to the VGAs in
response to an out-of-bound condition being detected. Such
provision of the VGA settings stored in the buffer 620c over-
rides the provision of any VGA settings stored in either of the
buffers 620a and 6205.

FIG. 6b depicts the triple-buffering of filter settings,
including filter coefficients, employing variants of the buffers
620q-c that each store differing ones of filter settings 625. An
example of a use of such triple-buffering of filter coefficients
may be adjusting the range of frequencies and/or the degree of
attenuation of noise sounds that are reduced in the feedback-
based ANR provided by the personal ANR device 1000. In
some implementations, processing device 510 is caused by
the ANR routine 525 to store new filter coefficients into a
selected one of the buffers 620a and 6205. At a subsequent
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time that is synchronized to the flow of pieces of digital data
through one or more of the digital filters, the settings stored in
the selected one of the buffers 620a and 6205 are provided to
those digital filters, thereby avoiding the generation of
audible artifacts. Another example of a use of such triple-
buffering of filter coefficients may be adjusting the crossover
frequency employed by the digital filters within the filter
block 450 in some of the above signal processing topologies
to divide the sounds of the modified pass-through audio into
lower and higher frequency sounds. At a time synchronized to
at least the flow of pieces of digital data associated with
pass-through audio through the digital filters of the filter
block 450, filter settings stored in one or the other of the
buffers 620a and 6205 are provided to at least some of the
digital filters.

FIG. 6c¢ depicts the triple-buffering of either all or a select-
able subset of clock, VGA, filter and topology settings,
employing variants of the buffers 620a-c that each store dif-
fering ones of topology settings 622, filter settings 625, VGA
settings 626 and clock settings 627. An example of a use of
triple-buffering of all of these settings may be changing from
one signal processing topology to another in response to a
user of the personal ANR device 1000 operating a control to
activate a “talk-through” feature in which the ANR provided
by the personal ANR device 1000 is altered to enable the user
to more easily hear the voice of another person without hav-
ing to remove the personal ANR device 1000 or completely
turn off the ANR function. The processing device 510 may be
caused to store the settings required fo specify a new signal
processing topology in which voice sounds are more readily
able to pass to the acoustic driver 190 from the feedforward
microphone 130, and the various settings of the VGAs, digital
filters, data clocks and/or other components of the new signal
processing topology within one or the other of the buffers
620a and 620b. Then, at a time synchronized to the flow of at
least some pieces of digital data representing sounds through
at least one component (e.g., an ADC, a VGA, a digital filter,
a summing node, or a DAC), the settings are used to create the
interconnections for the new signal processing topology (by
being provided to the switch array 540, if present) and are
provided to the components that are to be used in the new
signal processing topology.

However, some variants of the triple-buffering depicted in
FIG. 6¢ may further incorporate a mask 640 providing the
ability to determine which settings are actually updated as
either of the buffers 620a and 6205 provide their stored con-
tents to one or more components. In some embodiments, bit
locations within the mask are selectively set to either 1 or 0 to
selectively enable the contents of different ones of the settings
corresponding to each of the bit locations to be provided to
one or more components when the contents of one or theother
of the buffers 620a and 6205 are to provide updated settings
to the components. The granularity of the mask 640 may be
such that each individual setting may be selectively enabled
for updating, or may be such that the entirety of each of the
topology settings 622, the filter settings 625, the VGA setting
626 and the clock setting 627 are able to be selected for
updating through the topology settings mask 642, the filter
settings mask 645, the VGA settings mask 646 and the clock
settings mask 647, respectively.

FIGS. 7a and 7b each depict variations of a number of
possible additions to the internal architectures 2200a and
22005, respectively, of the ANR circuit 2000. Therefore, it
should be noted that for sake of simplicity of discussion, only
portions of the internal architectures 2200a and 22005 asso-
ciated with these possible additions are depicted. Some of
these possible additions rely on the use of the interface 530

5

10

15

20

25

30

35

40

45

50

55

60

65

38

coupling the ANR circuit 2000 to other devices via at least
one bus 535. Others of these possible additions rely on the use
of the interface 530 to receive a signal from at least one
manually-operable control.

More particularly, in executing a sequence of instructions -
of the loading routine 522 to possibly retrieve at least some of
the contents of the ANR settings 527 from an external storage
device (e.g., the storage device 170), the processing device
510 may be caused to configure the ANR circuit 2000 to
accept those contents from an external processing device
9100, instead. Also, to better enable the use of adaptive algo-
rithms in providing feedback-based and/or feedforward-
based ANR functions, the external processing device 9100
may be coupled to the ANR circuit 2000 to augment the
functionality of the ANR circuit 2000 with analysis of statis-
tical information concerning feedback reference sounds,
feedforward reference sounds and/or pass-through audio,
where side-chain information is provided from downsam-
pling and/or other filters either built into or otherwise con-
nected to one or more of the ADCs 210, 310 and 410. Further,
to enable cooperation between two of the ANR circuits 2000
to achieve a form of binaural feedforward-based ANR, each
one of the ANR circuits 2000 may transmit copies of feed-
forward reference data to the other. Still further, one or more
of the ANR circuit 2000 and/or the external processing device
9100 may monitor a manually-operable talk-through control
9300 for instances of being manually operated by a user to
make use of a talk-through function.

The ANR circuit 2000 may accept an input from the talk-
through control 9300 coupled to the ANR circuit 2000
directly, through another ANR circuit 2000 (if present), or
through the external processing device 9100 (if present).
Where the personal ANR device 1000 incorporates two of the
ANR circuit 2000, the talk-through control 9300 may be
directly coupled to the interface 530 of each one of the ANR
circuit 2000, or may be coupled to a single one of the external
processing device 9100 (if present) that is coupled to both of
the ANR circuits 2000, or may be coupled to a pair of the
external processing devices 9100 (if present) where each one
of the processing devices 9100 is separately coupled to a
separate one of each of the ANR circuits 2000.

Regardless of the exact manner in which the talk-through
control 9300 is coupled to other component(s), upon the
talk-through control 9300 being detected as having been
manually operated, the provision of at least feedforward-
based ANR is altered such that attenuation of sounds in the
human speech band detected by the feedforward microphone
130 is reduced. In this way, sounds in the human speech band
detected by the feedforward microphone 130 are actually
conveyed through at least a pathway for digital data associ-
ated with feedforward-based ANR to be acoustically output
by the acoustic driver 190, while other sounds detected by the
feedforward microphone 130 continue to be attenuated
through feedforward-based ANR. In this way, a user of the
personal ANR device 1000 is still able to have the benefits of
at least some degree of feedforward-based ANR to counter
environmental noise sounds, while also being able to hear the
voice of someone talking nearby.

As will be familiar to those skilled in the art, there is some
variation in what range of frequencies is generally accepted as
defining the human speech band from ranges as wide as 300
Hz to 4 KHz to ranges as narrow as 1 KHz to 3 KHz. Insome
implementations, the processing device 510 and/or the exter-
nal processing device 9100 (if present) is caused to respond to
the user operating the talk-through control 9300 by altering
ANR settings for at least the filters in the pathway for feed-
forward-based ANR to reduce the range of frequencies of
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environmental noise sounds attenuated through feedforward-
based ANR such that the feedforward-based ANR function is
substantially restricted to attenvating frequencies below
whatever range of frequencies is selected to define the human
speech band for the personal ANR device 1000. Alternatively,
the ANR settings for at least those filters are altered to create
a “notch” for a form of the human speech band amidst the
range of frequencies of environmental noise sounds attenu-
ated by feedforward-based ANR, such that feedforward-
based ANR attenuates environmental noise sounds occurring
in frequencies below that human speech band and above that
human speech band to a considerably greater degree than
sounds detected by the feedforward microphone 130 that are
within that human speech band. Either way, at least one or
more filter coefficients are altered to reduce attenuation of
sounds in the human speech band. Further, the quantity and/or
types of filters employed in the pathway for feedforward-
based ANR may be altered, and/or the pathway for feedfor-
ward-based ANR itself may be altered.

Although not specifically depicted, an alternative approach
to providing a form of talk-through function that is more
amenable to the use of analog filters would be to implement a
pair of parallel sets of analog filters that are each able to
support the provision of feedforward-based ANR functional-
ity, and to provide a form of manually-operable talk-through
control that causes one or more analog signals representing
feedforward-based ANR to be routed to and/or from one or
the other of the parallel sets of analog filters. One of the
parallel sets of analog filters is configured to provide feedfor-
ward-based ANR without accommodating talk-through func-
tionality, while the other of the parallel sets of filters is con-
figured to provide feedforward-based ANR in which sounds
within a form of the human speech band are attenuated to a
lesser degree. Something of a similar approach could be
implemented within the internal architecture 2200a as yet
another alternative, in which a form of manually-operable
talk-through control directly operates at least some of the
switching devices within the switch array 540 to switch the
flow of digital data between two parallel sets of digital filters.

FIG. 8 is a flowchart of an implementation of a possible
loading sequence by which at least some of the contents of the
ANR settings 527 to be stored in the storage 520 may be
provided across the bus 535 from either the external storage
device 170 or the processing device 9100. This loading
sequence is intended to allow the ANR circuit 2000 to be
flexible enough to accommodate any of a variety of scenarios
without alteration, including and not limited to, only one of
the storage device 170 and the processing device 9100 being
present on the bus 535, and one or the other of the storage
device 170 and the processing device 9100 not providing such
contents despite both of them being present on the bus. The
bus 535 may be either a serial or parallel digital electronic
bus, and different devices coupled to the bus 535 may serve as
a bus master at least coordinating data transfers.

Upon being powered up and/or reset, the processing device
510 accesses the storage 520 to retrieve and execute a
sequence of instructions of the loading routine 522. Upon
executing the sequence of instructions, at 632, the processing
device 510 is caused to operate the interface 530 to cause the
ANR circuit 2000 to enter master mode in which the ANR
circuit 2000 becomes a bus master on the bus 535, and then
the processing device 510 further operates the interface 530 to
attempt to retrieve data (such as part of the contents of the
ANR settings 527) from a storage device also coupled to the
bus 535, such as the storage device 170. If, at 633, the attempt
to retrieve data from a storage device succeeds, then the
processing device 510 is caused to operate theinterface 530 to
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cause the ANR circuit 2000 to enter a slave mode on the bus
535 to enable another processing device on the bus 535 (such
as the processing device 9100) to transmit data to the ANR
circuit 2000 (including at least part of the contents of the ANR
settings 527) at 634.

However, if at 633, the attempt to retrieve data from a
storage device fails, then the processing device 510 is caused
to operate the interface 530 to cause the ANR circuit 2000 to
enter a slave mode on the bus 535 to enable receipt of data
from an external processing device (such as the external pro-
cessing device 9100) at 635. At 636, the processing device
510 is further caused to await the receipt of such data from
another processing device for a selected period of time. If, at
637, such data is received from another processing device,
then the processing device 510 is caused to operate the inter-
face 530 to cause the ANR circuit 2000 to remain in a slave
mode on the bus 535 to enable the other processing device on
the bus 535 to transmit further data to the ANR circuit 2000 at
638. However, if at 637, no such data is received from another
processing device, then the processing device 510 is caused to
operate the interface 530 to cause the ANR circuit 2000 to
return to being a bus master on the bus 535 and to again
attempt to retrieve such data from a storage device at 632.

FIGS. 94 and 95 each depict a manner in which either of the
internal architectures 22004 and 22005 may support the pro-
vision of side-chain data to the external processing device
9100, possibly to enable the processing device 9100 to add
adaptive features to feedback-based and/or feedforward-
based ANR functions performed by the ANR circuit 2000. In
essence, while the ANR circuit 2000 performs the filtering
and other aspects of deriving feedback and feedforward anti-
noise sounds, as well as combining those anti-noise sounds
with pass-through audio, the processing device 9100 per-
forms analyses of various characteristics of feedback and/or
feedforward reference sounds detected by the microphones
120 and/or 130. Where the processing device 9100 deter-
mines that there is a need to alter the signal processing topol-
ogy of the ANR circuit 2000 (including altering a filter block
topology of one of the filter blocks 250, 350 and 450), alter
VGA gain values, alter filter coefficients, alter clock timings
by which data is transferred, etc., the processing device 9100
provides new ANR settings to the ANR circuit 2000 via the
bus 535. As previously discussed, those new ANR settings
may be stored in one or the other of the buffers 620a and 6205
in preparation for those new ANR settings to be provided to
components within the ANR circuit 2000 with a timing syn-
chronized to one or more data transfer rates at which pieces of
digital data representing sounds are conveyed between com-
ponents within the ANR circuit 2000. Indeed, in this way, the
provision of ANR by the ANR circuit 2000 can also be made
adaptive.

In supporting such cooperation between the ANR circuit
2000 and the external processing device 9100, it may be
deemed desirable to provide copies of the feedback reference
data, the feedforward reference data and/or the pass-through
audio data to the processing device 9100 without modifica-
tion. However, it is contemplated that such data may be
sampled at high clock frequencies, possibly on the order of 1
MHZz for each of the feedback reference data, the feedforward
reference data and the pass-through audio data. Thus, provid-
ing copies of all of such data at such high sampling rates
through the bus 535 to the processing device 9100 may place
undesirably high burdens on the ANR circuit 2000, as well as
undesirably increase the power consumption requirements of
the ANR circuit 2000. Further, at least some of the processing
that may be performed by the processing device 9100 as part
of such cooperation with the ANR circuit 2000 may not
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require access to such complete copies of such data. There-
fore, implementations of the ANR circuit 2000 employing
either of the internal architectures 2200a and 22005 may
support the provision of lower speed side-chain data made up
of such data at lower sampling rates and/or various metrics
concerning such data to the processing device 9100.

FIG. 9a depicts an example variant of the ADC 310 having
the ability to output both feedforward reference data repre-
sentative of the feedforward reference analog signal received
by the ADC 310 from the feedforward microphone 130 and
corresponding side-chain data. This variant of the ADC 310
incorporates a sigma-delta block 322, a primary downsam-
pling block 323, a secondary downsampling block 325, a
bandpass filter 326 and a RMS block 327. The sigma-delta
block 322 performs at least a portion of a typical sigma-delta
analog-to-digital conversion of the analog signal received by
the ADC 310, and provides the feedforward reference data at
arelatively high sampling rate to the primary downsampling
block 323. The primary downsampling block 323 employs
any of a variety of possible downsampling (and/or decima-
tion) algorithms to derive a variant of the feedforward refer-
ence data at a more desirable sampling rate to whatever com-
bination of VGAs, digital filters and/or summing nodes is
employed in deriving feedforward anti-noise data represent-
ing anti-noise sounds to be acoustically output by the acoustic
driver 190. However, the primary downsampling block 323
also provides a copy of the feedforward reference data to the
secondary downsampling block 325 to derive a further down-
sampled (and/or decimated) variant of the feedforward refer-
ence data. The secondary downsampling block 325 then pro-
vides the further downsampled variant of the feedforward
reference data to the bandpass filter 326 where asubset of the
sounds represented by the further downsampled feedforward
reference data that are within a selected range of frequencies
are allowed to be passed on to the RMS block 327. The RMS
block 327 calculates RMS values of the further downsampled
feedforward reference data within the selected range of fre-
quencies of the bandpass filter 326, and then provides those
RMS values to the interface 530 for transmission via the bus
535 to the processing device 9100.

It should be noted that although the above example
involved the ADC 310 and digital data associated with the
provision of feedforward-based ANR, similar variations of
either of the ADCs 210 and 410 involving either of the feed-
back-based ANR and pass-through andio, respectively, are
possible. Also possible are alternate variations of the ADC
310 (or of either of the ADCs 210 and 410) that do not
incorporate the secondary downsampling block 325 such that
further downsampling (and/or decimating) is not performed
before data is provided to the bandpass filter 326, alternate
variations that employ an A-weighted or B-weighted filter in
place of or in addition to the bandpass filter 326, alternate
variations that replace the RMS block 327 with another block
performing a different form of signal strength calculation
(e.g., an absolute value calculation), and alternate variations
not incorporating the bandpass filter 326 and/or the RMS
block 327 such that the downsampled (and/or decimated)
output of the secondary downsampling block 325 is more
conveyed to the interface with less or substantially no modi-
fication.

FIG. 9b depicts an example variant of the filter block 350
having the ability to output both feedforward anti-noise data
and side-chain data corresponding to the feedforward refer-
ence data received by the filter block 350. As has been previ-
ously discussed at length, the quantity, type and interconnec-
tions of filters within the filter blocks 250, 350 and 450 (i.e.,
their filter block topologies) are each able to be dynamically
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selected as part of the dynamic configuration capabilities of
either of the internal architectures 22004 and 22005. There-
fore, this variant of the filter block 350 may be configured
with any of a variety of possible filter block topologies in
which both of the functions of deriving feedforward anti-
noise data and side-chain data are performed.

FIGS. 10a and 105 each depict a manner in which either of
the internal architectures 2200a and 22005 may support bin-
aural feedforward-based ANR in which feedforward refer-
ence data is shared between a pair of the ANR circuits 2000
(with each incarnation of the ANR circuit 2000 providing
feedforward-based ANR to a separate one of a pair of the
earpieces 100). In some implementations of the personal
ANR device 1000 having a pair of the earpieces 100, feed-
forward reference data representing sounds detected by sepa-
rate feedforward microphones 130 associated with each of
the earpieces 100 is provided to both of the separate ANR
circuits 2000 associated with each of the earpieces. This is
accomplished through an exchange of feedforward reference
data across a bus connecting the pair of ANR circuits 2000.

FIG. 104 depicts an example addition to a signal process-
ing topology (perhaps, any one of the signal processing
topologies previously presented in detail) that includes a vari-
ant of the filter block 350 having the ability to accept the input
of feedforward reference data from two different feedforward
microphones 130. More specifically, the filter block 350 is
coupled to the ADC 310 to more directly receive feedforward
reference data from the feedforward microphone 130 that is
associated with the same one of the earpieces to which the one
of'the ANR circuits 2000 in which the filter block 350 resides
is also associated. This coupling between the ADC 310 and
the filter block 350 is made in one of the ways previously
discussed with regard to the internal architectures 2200a and
22005. However, the filter block 350 is also coupled to the
interface 530 to receive other feedforward reference data
from the feedforward microphone 130 that is associated with
the other of the earpieces 100 through the interface 530 from
the ANR circuit 2000 that is also associated with the other of
the earpieces 100. Correspondingly, the output of the ADC
310 by which feedforward reference data is provided to the
filter block 350 is also coupled to the interface 530 to transmit
its feedforward reference data to the ANR circuit 2000 asso-
ciated with the other one of the earpieces 100 through the
interface 530. The ANR circuit 2000 associated with the other
one of the earpieces 100 employs this same addition to its
signal processing topology with the same variant of its filter
block 350, and these two incarnations of the ANR circuit
2000 exchange feedforward reference data through their
respective ones of the interface 530 across the bus 535 to
which both incarnations ofthe ANR circuit 2000 are coupled.

FIG. 105 depicts another example addition to a signal
processing topology that includes a variant of the filter block
350. However, this variant of the filter block 350 is involved
in the transmission of feedforward reference data to the ANR
circuit 2000 associated with the other one of the earpieces
100, in addition to being involved in the reception of feedfor-
ward reference data from that other incarnation of the ANR
circuit 2000. Such additional functionality may be incorpo-
rated into the filter block 350 in implementations in which it
is desired to in some way filter or otherwise process feedfor-
ward reference data before it is transmitted to the other incar-
nation of the ANR circuit 2000.

FIGS. 11a, 115 and 11¢ depict various effects of compo-
nents (both acoustic components and electronic components)
of the personal ANR device 1000 on the provision of ANR at
higher frequencies as a result of those components introduc-
ing phase shifts, including both minimum-phase and non-
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minimum-phase shifts, that are particularly pronounced at
higher frequencies. Also depicted are aspects of the use of
high frequency phase compensation to at least partly alleviate
such effects. As has been illustrated and explained earlier at
length, the generation of anti-noise sounds entails propagat-
ing signals representative of sounds through potentially
lengthy chains of components, each of which imposes a
propagation delay, and each of which has various frequency
limitations. As those skilled in the art will readily recognize,
such component characteristics inevitably impose at least
some degree of phase shift, especially at higher frequencies.

FIG. 11a depicts an example of frequency limitations typi-
cal of many components employed in audio devices, such as
devices providing ANR. In this depicted example, the com-
ponents impose a relatively flat level of gain on audio propa-
gating through them at frequencies up to about 15 KHz with
gain decreasing at higher frequencies. Indeed, it could be said
that components having such frequency limitations behave as
low pass filters having a cutoff frequency of about 15 KHz
(i.e., what might be referred to as a “cliff” at 15 KHz). In
normal audio applications, such behavior is not an issue, as a
result of human hearing being only capable of detecting
sounds in the range 0f 20 Hzto 20 KHz, at best, with voice and
music generally occurring at frequencies below 15 KHz. This
is not the case for personal ANR devices, as will be explained.
As will be familiar to those skilled in the art, minimum-phase
shifts result from a component or combination of components
exhibiting a frequency-dependent change in gain, such as is
the case with components exhibiting low-pass, high-pass and
band-pass filter behavior. The minimum-phase shift imposed
on audio propagating through components exhibiting this
example 15 KHz low-pass filter behavior is also depicted.
There is a substantial negative phase shift centered atabout 15
KHz, with negative phase beginning to accumulate typically
a decade lower in frequency (e.g., 1.5 KHz).

Also depicted is the frequency-dependent phase shift
caused by propagation delays of audio through components.
As will be familiar to those skilled in the art, having some
amount of propagation delay (i.e., some passage of time)
from the detection of a noise sound by a microphone, to the
derivation of an anti-noise sound by one or more filters, and
then to the acoustic output of the anti-noise sound by an
acoustic driver is inevitable. In the case of feedback-based
ANR, the propagation delay resulting from the time it takes a
sound to travel from an acoustic driver acoustically output-
ting anti-noise sounds (e.g., the acoustic driver 190) to a
microphone employed in sensing noise sounds (e.g., the inner
microphone 120) is also a factor in the operation of the feed-
back loop. For the sake of ease of discussion, it is presumed in
the depicted example that the propagation delay is the same
across all audible frequencies (i.e., it is presumed to be inde-
pendent of frequency). Such a consistent propagation delay
across a range of frequencies can also result from the handling
of audio in digital form due to sampling and processing
delays. For a given amount of propagation delay that is inde-
pendent of frequency, the degree of phase shift increases
linearly with frequency such that the degree of phase shift
arising at lower frequencies is considerably less than the
degree of phase shift arising at higher frequencies. The longer
wavelengths of audio at lower frequencies results in a rela-
tively minor phase shift, while the increasingly shorter wave-
lengths at higher frequencies results in increasingly greater
phase shift.

Were it possible to construct a form of the personal ANR
device 1000 that was subject to only the effects of minimum-
phase shift, it would theoretically be possible to provide anti-
noise sounds at frequencies up to the frequency limitations of
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the components (i.e., 15 KHz in the depicted example). How-
ever, audio propagating through the components of any per-
sonal ANR device 1000, no matter how implemented, is sub-
ject to both minimum-phase shift and non-minimum-phase
shift due to propagation delay (a linear phase shift, in this
case, given the presumption of the propagation delay being
independent of frequency). Thus, the combined effects of
both the minimum-phase shift and the non-minimum-phase
shift are also depicted as a combined phase shift caused by
components.

This depiction of the combined phase shift makes clear
why feedback-based ANR is typically provided only at rela-
tively low audio frequencies. The relatively minor phase
shifts occurring at lower frequencies makes possible the
deriving and acoustically outputting of lower frequency anti-
noise sounds with an inverted phase that is relatively closely
aligned to the phase of the lower frequency noise sounds that
they attenuate. This is possible because the longer wave-
lengths of lower frequency noise sounds results in the mis-
alignment in phase between noise and anti-noise sounds at
lower frequencies being but a small portion of the overall
wavelengths. As a result, it is relatively easy to achieve an
alignment between lower frequency noise and anti-noise
sounds that is close enough to bring about substantial attenu-
ation of lower frequency noise sounds. In contrast, the rela-
tively large phase shifts at higher frequencies makes difficult
the derivation and acoustic output of higher frequency anti-
noise sounds with an inverted phase that is aligned to the
phase of the higher frequency noise sounds in a manner that
causes attenuation. Indeed, due to these much shorter wave-
lengths, there is high likelihood of sufficient undesired align-
ments of higher frequency noise and anti-noise sounds that
actually brings about a positive feedback characteristic in the
feedback loop of an implementation of feedback-based ANR
that causes an amplification of higher frequency noise,
instead of attenuation. As those skilled in the art of feedback-
based ANR will readily recognize, amplification of noise
sounds in this manner often leads to oscillation in the feed-
back loop (also referred to as “going unstable’) with unpleas-
ant acoustic results. As a result of these difficulties, attempts
to provide feedback-based ANR at higher frequencies are
rare.

These same differences in phase shift between lower and
higher frequencies also apply in the provision of feedforward-
based ANR. Again, propagation delays through components
and frequency limitations in components impose frequency-
dependent phase shifts. And again, the greater phase shifts at
higher frequencies make the derivation and output of higher
frequency anti-noise sounds that align with higher frequency
noise sounds in a manner that causes attenuation more diffi-
cult. However, the provision of feedforward-based ANR is
additionally affected by the direction from which noise
sounds emanate. As those skilled in the provision of feedfor-
ward-based ANR will readily recognize, the direction from
which a noise sound emanates has an effect on the relative
times at which that noise sound reaches the location of a
feedforward microphone and at which that noise sound
reaches the location at which attenuation is desired to occur -
(e.g., at an ear in the case of the personal ANR device 1000).

FIG. 115 depicts aspects of providing phase shift compen-
sation at higher frequencies to at least partially counter occur-
rences of higher frequency phase shifting of one or more of
the varieties discussed in reference to FIG. 11. Ideally, in
order to at least partially counteract the combined phase shift
arising from propagation delays and the use of components
having the 15 KHz low-pass filter behavior depicted in FIG.
11a, an ideal high-frequency (HF) phase compensation trans-
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form having the behavior of an unbounded variant of high-
shelf filter (sometimes also called an “up-shelf” filter) may be
implemented with additional components. This behavior of
such an ideal HF phase compensation transform that substan-
tially counteracts at least the behavior of the aforementioned
low-pass filter is depicted in FIG. 115. This ideal HF phase
compensation transform provides relatively little or no gainat
frequencies up to 15 KHz, but provides increasing gain at 15
KHz and higher frequencies. In being unbounded, the
increasing gain above 15 KHz increases to an infiniteamount.
However, as those skilled in the art of audio filters will readily
recognize, such an ideal unbounded form of high-pass filter
cannot actually be implemented with real world components.

Therefore, the behavior of a variant of HF phase compen-
sation transform implemented with real world analog cir-
cuitry (e.g., analog filter components) that comes as close as
realistically possible to matching the behavior of the ideal HF
phase compensation transform is also depicted. At frequen-
cies up to 15 KHz, the behavior of this more realizable variant
is substantially similar to that of the theoretical variant, pro-
viding little or no additional gain at frequencies up to 15KHz,
and providing an increasing gain that begins at 15 KHz and
increases further at higher frequencies. However, due to the
inability of real world components to provide unbounded
gain, the increasing gain necessarily stops increasing at a
frequency higher than 15 KHz. Further, limitations inherent
in the use of analog circuitry to create filters (i.e., perfor-
mance limitations of operational amplifiers, which are sub-
ject to a finite gain-bandwidth product) require that the gain
return to zero at a still higher frequency, thus resulting in the
depicted “hill” in which gainrolls back down. As those skilled
in the art will understand, this return of the gain to zero arises
from the introduction of poles into such a compensation
transform by any operational amplifier that may be used as a
filter to implement such a compensation transform. Although
this realizable variant of HF phase compensation transform
goes some distance to providing an approach to reversing
some of the phase shifting seen in FIG. 114 at higher frequen-
cies, the limitations of analog circuitry requiring the return of
gain to zero results in this realizable variant being less than
preferred.

Therefore, the behavior of another variant of HF phase
compensation transform implemented with real world digital
circuitry (e.g., digital filter components) that comes as close
as realistically possible to matching the behavior of the ideal
HF phase compensation transform is also depicted. Again, at
frequencies up to 15 KHz, the behavior of this other more
realizable variant is substantially similar to that of the theo-
retical variant, providing little or no additional gain at fre-
quencies up to 15 KHz, and providing an increasing gain that
begins at 15 KHz and increases further at higher frequencies.
However, again, due to the inability of real world components
to provide unbounded gain (due to limitations imposed by the
Nyquist frequency), the increasing gain necessarily stops
increasing at a frequency higher than 15 KHz. However,
unlike the earlier analog circuitry variant, this variant imple-
mented with digital circuitry can employ one or more digital
filters in a manner that is able to maintain the increased gain
at still higher frequencies, though the gain does eventually
return to a lesser degree towards zero starting at far higher
frequencies that are well above audible frequencies. In other
words, in the implementation with digital circuitry, the gain
flattens at still higher frequencies prior to reaching the
Nyquist frequency. In essence, a “high-shelf” filter behavior
is realized in which there is a “ski-slope” variety of behavior
in gain between two substantially flat levels of gain. One or
more digital filters may be employed to introduce zeros that
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create this “ski-slope” behavior without also introducing
poles that would force the return of the gain to zero, as was the
case with the above implementation using analog circuitry.
Although this behavior of the variant implemented with digi-
tal circuitry is not identical to that of the ideal HF phase
compensation transform, this behavior is much closer than
that of the variant implemented with analog circuitry. FIG.
115 further depicts the frequency-dependent positive phase
shift arising from the behavior of this variant of the HF phase
compensation transform implemented with digital circuitry.

FIG. 11c depicts the results of employing the frequency-
dependent positive phase shift provided by the digitally-
implemented variant of the HF phase compensation trans-
form of FIG. 115 to counteract much of the negative
combined phase shift of FIG. 11a. As shown, much of the
negative phase shift at frequencies up to and somewhat
beyond 15 KHz is counteracted, with a relatively small
amount of negative phase shift remaining at frequencies fur-
ther above 15 KHz.

FIG. 12 depicts an example of possible benefits that may be
realized inthe provision of ANR as aresult of the introduction
of such a positive frequency-dependent phase shift as a result
of the provision of the digital circuitry variant of HF phase
compensation transform of FIG. 115. Again, the afore-
described difficulties caused by phase shift at higher frequen-
cies usually limits the provision of both feedforward-based
and feedback-based ANR to only lower frequencies. Further,
as those skilled in the art will readily recognize, the provision
of PNR through the use of structures worn by a user in the
vicinity of an ear (e.g., the casing 110, the ear coupling 115
and/or other components of the personal ANR device 1000)
tends to be more effective at higher frequencies. For these
reasons, the upper limits of the range of frequencies for which
one or both of the feedforward-based and feedback-based
ANR are provided may be selected to accommodate the lower
limit of the range of frequencies for which PNR is provided.
FIG. 12 depicts an example of such coordination of the ranges
of frequencies at which each of these forms of noise reduction
is most effective.

Through such coordination between the lower limit of the
range of frequencies for which PNR is provided with the
upper limits of the ranges of frequencies for which feedfor-
ward-based and feedback-based ANR are provided, a rela-
tively constant magnitude of attenuation of noise sounds can
be provided across a very wide range of frequencies. In par-
ticular, it is usually desired to avoid the creation of a “notch”
in the provision of noise reduction in the range of frequencies
in which there is a transition between the provision of ANR
and PNR. It should be noted that the upper limit of the range
of frequencies for which feedback-based ANR is provided
may be set lower than the upper limit of the range of frequen-
cies for which feedforward-based ANR is provided. This may
be deemed desirable, despite the possible loss of a relatively
constant magnitude of attenuation of noise sounds across a
wide range of frequencies, to further decrease the likelihood
of instability developing in the provision of feedback-based
ANR such that the development of a feedback loop oscillation
is avoided under most conditions, if not all conditions.

However, with the provision of the HF phase compensation
transform (especially the variant implemented with digital
circuitry), at least the upper limit of the range of frequencies
for which feedback-based and feedforward-based ANR is
provided may be increased, if not also the magnitude. FIG. 12
depicts the possibility of increasing one or both of the upper
limit of the range of frequencies for which feedback-based
ANR is provided and the magnitude of attenuation achieved
with feedback-based ANR. This is in recognition of the
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greater potential that exists to improve the provision of feed-
back-based ANR through the introduction of the HF phase
compensation transform than to improve the provision of
feedforward-based ANR, although potential does exist to
make improvements in the provision of feedforward-based
ANR through the introduction of such a transform. As those
skilled in the art will readily recognize, this is due to feed-
back-based ANR not being subject to the same earlier-dis-
cussed directionality issues to which feedforward-based
ANR is subject.

FIGS. 13a and 135 depict possible approaches to providing
high frequency phase compensation (i.e., adding an imple-
mentation of high frequency phase compensation transform)
to a filter block topology (such as one of the filter topologies
3500qg-¢) that may be employed in creating one or more
blocks of filters (such as the filter blocks 250, 350 and 450)
within signal processing topologies adopted by the ANR cir-
cuit 2000 (such as one of the signal processing topologies
2500a-g). However, given the earlier discussion of the com-
paratively greater benefits that can be realized through the
addition of a high frequency phase compensation transform
to the provision of feedback-based ANR, it is more likely that
the filter topologies depicted in FIGS. 13a-b would be
employed in creating the filter block 250. As was the case in
FIGS. 5a-e, the selections of types of filters, quantities of
filters, interconnections of filters and filter block topologies
depicted in each of FIGS. 13a and 135 are meant to serve as
examples to facilitate understanding, and should not be taken
as limiting the scope of what is described or the scope of what
is claimed herein.

FIG. 13a depicts a possible filter block topology 3500/
incorporating high frequency phase compensation for which
the ANR circuit 2000 may be structured and/or programmed
to define a filter block, such as one of the filter blocks 250, 350
and 450. As depicted, the filter topology 3500/ adds three of
biquad filters 659 coupled in series and to an output of other
filters 650. The other filters 650 is a block of one or more
filters implementing at least a transform to derive anti-noise
sounds from reference sounds detected by one or both of the
feedback microphone 120 and the feedforward microphone
130. Indeed, the other filters 650 may represent one of the
filter topologies 3500a-¢ to which the biquad filters 659 are
added. The biquad filters 659 cooperate to implement a high
frequency phase compensation transform to introduce a posi-
tive phase shift affecting at least higher frequency sounds to
enable the provision of one or both of feedforward-based and
feedback-based ANR across a range of frequencies having a
higher upper limit than might otherwise be possible. In imple-
menting such a high frequency phase compensation trans-
form, each of the biquad filters 659 is programmed with filter
coefficients that include zero value multipliers for the poles to
effectively turn the biquad filters 659 into dual-tap FIR filters
that introduce only zeros to create the “ski-slope” behavior
depicted in FIG. 115.

It should be noted that although there are three of the
biquad filters 659 capable of implementing a 6th order form
of the high frequency phase compensation transform depicted
in FIG. 13a, greater or lesser quantities of the biquad filters
659 may be employed, depending onthe characteristics of the
each of the biquad filters 659 and on the characteristics of the
particular high frequency phase compensation transform to
be implemented. Use of a greater quantity of the biquad filters
659 more easily enables the implementation of a higher order
form of the high frequency phase compensation transform.
Ideally, a 6th order variant of the high frequency phase com-
pensation transform may be deemed desirable to reduce noise
and/or to provide considerable gain such that the height of the
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ski slope curve depicted in FIG. 115 for the digitally imple-
mented variant of the high frequency phase compensation
transform best compensates for the frequency response limi-
tations of the acoustical components of a personal ANR
device. However, constraints on the quantity of biquad filters
554 in the filter bank 550 available to be assigned and/or
resources available to instantiate biquads based on the biquad
filter routine 555 (e.g., power, memory, etc.) may necessitate
the use of a lesser number of the biquad filters 659 such that
only a lower order variant of the high frequency phase com-
pensation transform may be implemented. Thus, using only a
pair of the biquad filters 659 and thereby implementing a 4th
order form of the high frequency phase compensation trans-
form may be deemed more desirable as a better balance of
providing gain, maintaining gain margin, reducing noise and
conserving power.

FIG. 135 depicts another possible filter block topology
3500g incorporating high frequency phase compensation for
which the ANR circuit 2000 may be structured and/or pro-
grammed to define a filter block, such as one of the filter
blocks 250, 350 and 450. As depicted, the filter topology
3500g adds one of a FIR filter 658 coupled to an output of
other filters 650. The FIR filter 658 implements a high fre-
quency phase compensation transform to introduce a positive
phase shift affecting at least higher frequency sounds to
enable the provision of one or both of feedforward-based and
feedback-based ANR across a range of frequencies having a
higher upper limit than might otherwise be possible. Of
course, with the use of the FIR filter 658, the ability to intro-
duce zeros without introducing poles is provided to create the
“ski-slope” behavior depicted in FIG. 115.

It should be noted that although there is only one of the FIR
filter 658 depicted in FIG. 134, additional ones of the FIR
filter 658 may be employed if the one of the FIR filter 658
depicted in FIG. 135 does nothave a sufficient quantity oftaps
or is in some other way unable to implement a particular high
frequency phase compensation transform. Again, although it
may be deemed desirable to implement a higher order variant
of high frequency phase compensation transform to increase
gain with increasing frequency, various constraints may
necessitate the implementation of a lower order variant (e.g.,
power consumption per tap of a FIR filter). In an effort to
balance gain with other factors, a 4th, 5th or 6th order form of
the high frequency phase compensation transform may be
deemed desirable.

As explicitly depicted in FIGS. 13a-b, in some implemen-
tations, the ANR circuit 2000 employs the internal architec-
ture 2200a such that the ANR circuit 2000 incorporates the
filter bank 550 incorporating multitudes of the biquad filters
554 and/or the FIR filters 558. One or more of each of the
biquad filters 554 and FIR filters 558 may be interconnected
in any of a number of ways via the switch array 540, including
in a way that defines either of the filter topologies 3500/ and
3500g. Alternatively, in other implementations, the ANR cir-
cuit 2000 employs the internal architecture 22005 such that
the ANR circuit 2000 incorporates a storage 520 in which is
stored the biquad filter routine 555 and/or the FIR filter rou-
tine 559, Varying quantities of biquad and/or FIR filters may
be instantiated within available storage locations of the stor-
age 520 with any of a variety of interconnections defined
between them, including quantities of filters and interconnec-
tions that define either of the filter topologies 3500/ and
3500g,

As previously discussed, power conservation and/or other
benefits may be realized by employing different data transfer
rates along different pathways of digital data representing
sounds in a signal processing topology. In support of convert-
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ing between different data transfer rates, including where one
pathway operating at one data transfer rate is coupled to
another pathway operating at another data transfer rate, dif-
ferent data transfer clocks may be provided to different ones
of the digital filters within a filter block, and/or one or more
digital filters within a filter block may be provided with mul-
tiple data transfer clocks. Noise shaping and other benefits
may also be realized through conversions between transfer
rates. Indeed, as previously discussed, one or more of the

ADCs 210, 310 and 410 may employ a sigma-delta analog- 1

to-digital converter (also sometimes referred to as a “delta-
sigma” analog-to-digital converter) sampling at a high rate
followed by a downsampling block to greatly lower the rate of
transfer of data before the digital datais providedto aVGA or
filter block. As those skilled in the art will readily recognize,
such a combination of a sigma-delta analog-to-digital con-
verter and downsampling block is an approach to providing
noise-shaping that improves audio performance. In imple-
menting the high frequency phase compensation transform
with digital filters (e.g., with the biquad filters 659 and/or the
FIR filter 658), the desired order of the transform may par-
tially depend on the effects of the use of such a combination
of sigma-delta converter and downsampling block on feed-
back and/or feedforward reference sounds.

Other implementations are within the scope of the follow-
ing claims and other claims to which the applicant may be
entitled.

The invention claimed is:

1. A method of implementing a high-frequency phasecom-
pensation transform in a signal processing pathway of a cir-
cuit providing active noise reduction (ANR) circuit in a first
range of frequencies in a personal ANR device, the method
comprising:

programming a digital filter having at least one tap with at

least one coefficient to cause the digital filter to employ
the at least one tap to introduce at least one zero to
introduce a positive phase in the pathway in at least the
first range of frequencies; and »

selecting the at least one coefficient to cause the addition of

a gain that increases with frequency within a second
range of audible frequencies outside of the first range of
frequencies and that flattens in a range of frequencies
above the second range of audible frequencies.

2. The method of claim 1, further comprising selecting a
FIR filter as the digital filter.

3. The method of claim 2, wherein:

the FIR filter comprises at least four taps; and

selecting the at least one coefficient comprises selecting a

coefficient for each of the at least four taps to implement
the high-frequency phase compensation transform as at
least a fourth order transform.

4. The method of claim 1, further comprising:

selecting at least one biquad filter as the digital filter; and

programming another tap of the at least one biquad filter

that is structured to enable the at least one biquad filter to
introduce a pole with another coefficient to cause the at
least one biquad filter to not employ the another tap to
introduce a pole.

5. The method of claim 1, wherein selecting the at least one
coefficient comprises selecting the at least one coefficient to
introduce the at least one zero to cause the gain to start
increasing with gain at a higher audible frequency beneath
15KHz.

6. The method of claim 1, further comprising positioning
the at least one digital filter along a feedback ANR pathway of
an ANR circuit of the personal ANR device at a position after
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both a sigma-delta analog-to-digital converter and a down-
sampling block of the ANR circuit of the personal ANR
device.

7. An active noise reduction (ANR) circuit structured to
provide atleast one of feedforward-based ANR and feedback-
based ANR in a first range of frequencies, the ANR circuit
comprising:

at least a first digital filter positioned along a pathway
defined in the ANR circuit and configured with at least a
first coefficient to implement a first transform to gener-
ate digital data representing an anti-noise sound;

at least a second digital filter positioned along the pathway
and configured with at least a second coefficient to intro-
duce at least one zero to implement a high-frequency
phase compensation transform to introduce a positive
phase in the pathway in at least the first range of frequen-
cies, wherein:

introducing the at least one zero adds gain increasing with
frequency at least partly within a second range of audible
frequencies outside of the first range of frequencies; and

the gain flattens in a range of frequencies above the second
range of audible frequencies.

8. The ANR circuit of claim 7, further comprising:

a sigma-delta analog-to-digital converter positioned at an
end of the pathway to convert an analog signal received
from a microphone of a personal ANR device into which
the ANR circuit is incorporated into digital data repre-
senting a reference noise sound sampled at a first rate;
and

adownsampling block positioned in the pathway following
the sigma-delta analog-to-digital converter to reduce a
data transfer rate of the digital data from the first rate to
a second rate that is lower than the first rate.

9. The ANR circuit of claim 7, wherein the at least a second

digital filter is a FIR filter.

10. The ANR circuit of claim 9, wherein:

the FIR filter comprises at least four taps; and

the at least a second coefficient comprises a coefficient for
each of the at least four taps to implement the high-
frequency phase compensation transform as at least a
fourth order transform.

11. The ANR circuit of claim 7, wherein the at least a

second digital filter is a biquad filter.

12, The ANR circuit of claim 7, wherein the at least a
second coefficient is selected to introduce the at least one zero
to cause the gain to start increasing with gain at a higher
audible frequency beneath 15KHz.

13. A personal active noise reduction (ANR) device to
provide at least one of feedforward-based ANR and feedback-
based ANR to an ear of a user in a

first range of frequencies, the personal ANR device com-
prising:

a casing defining a cavity to be acoustically coupled to
an ear capal of an ear of the user at a time when the
casing is in position adjacent the ear;

an acoustic driver disposed within the casing to acous-
tically output anti-noise sounds into the cavity as part
ofthe provision ofthe at least one of the feedforward-
based ANR and the feedback-based ANR;

an ANR circuitcoupled to the acoustic driver to generate
the anti-noise sounds from noise reference sounds to
drive the acoustic driver with an analog signal to cause
the acoustic driver to acoustically output the anti-
noise sounds;

at least one digital filter incorporated into the ANR cir-
cuit; and
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at Jeast one tap incorporated into the digital filter and 14. The personal ANR device of claim 13, wherein the at
configured with at least one coefficient to introduce at least one digital filter is a FIR filter.
least one zero to implement a high-frequency phase 15. The personal ANR device of claim 14, wherein:
compensation transform to introduce a positive phase the FIR filter comprises at least four taps; and
in the generation of the anti-noise sounds in at least 5  the at lease one coefficient comprises a coefficient for each
the first range of frequencies, wherein: of the at least four taps to implement the high-frequency

phase compensation transform as at least a fourth order

introducing the at least one zero adds gain increasing with
frequency at least partly within asecond range of audible
frequencies outside of the first range of frequencies; and

transform.
16. The personal ANR device of claim 13, wherein the at

. ) ) 10 least a one digital filter is a biquad filter.
the gain flattens in a range of frequencies above the second

range of audible frequencies. * ok ok ok ok
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