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Standard Test Methods for

Designation: D 5373 - 93 (Reapproved 1997)

Instrumental Determination of Carbon, Hydrogen, and
Nitrogen in Laboratory Samples of Coal and Coke

This standard is issued under the fixed designation D 5373; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilon (e) indicates an editorial change since the last revision or reapproval.

1. Scope

1.1 These test methods cover the instrumental determina-
tion of carbon, hydrogen, and nitrogen in laboratory samples
of coal and coke prepared in accordance with Test Methods
D 2013 and D 346.

1.2 Within the limitations outlined below, these test
methods are applicable to either the air-dry or moisture-free
laboratory sample, or both.

1.2.1 For instrumental systems in which the moisture and
waters of hydration in the sample are liberated with (and
only with) the oxidation products upon combustion, the
analyses can be performed on a test specimen of the air-dry
sample (Note 1). Concentrations determined on this air-
dried basis represent the total carbon (including that present
as carbonate), total hydrogen (including that present as
water), and total nitrogen.

NoTe 1—These systems are also satisfactory for determining the
subject materials in the moisture-free sample.

1.2.2 For systems in which the moisture and hydrates are
otherwise liberated, the analysis shall be performed on the
moisture-free sample. Values obtained on this basis represent
the total carbon, organic hydrogen, and total nitrogen.

1.3 These test methods can be used to provide for the
requirements specified in Practice D 3176 for the ultimate
analysis.

1.4 The values stated in SI units shall be regarded as the
standard.

1.5 This standard does not purport to address all of the
safety concerns, if any, associated with its use. It is the
responsibility of the user of this standard to establish appro-
priate safety and health practices and determine the applica-,
bility of regulatory limitations prior to use. Specific precau-
tionary statements are given in 8.3.1.

2. Referenced Documents

2.1 ASTM Standards:

D346 Test Method for Collection and Preparation of
Coke Samples for Laboratory Analysis?

D2013 Test Method for Preparing Coal Samples for
Analysis?

D 3173 Test Method for Moisture in the Analysis Sample
of Coal and Coke?

I These test methods are under the jurisdiction of ASTM Committee D-5 on
Coal and Coke and are the direct responsibility of Subcommittee D05.21 on
Methods of Analysis.

Current edition approved Ma:ch 15, 1993. Published May 1993.

2 Annual Book of ASTM Standards, Vol 05.05.
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D 3174 Test Method for Ash in the Analysis Sample of
Coal and Coke from Coal?

D 3176 Practice for Ultimate Analysis of Coal and Coke?

D 3180 Practice for Calculating Coal and Coke Analyses
from As-Determined to Different Bases?

D 4621 Guide for Accountability and Quality Control in
the Coal Analysis Laboratory?

D 5142 Test Methods for the Proximate Analysis of the
Analysis Sample of Coal and Coke by Instrumental
Procedures?

3. Summary of Test Methods

3.1 Carbon, hydrogen, and nitrogen are determined con-
currently in a single instrumental procedure. In some sys-
tems, the procedure consists of simply weighing a test
specimen, placing the test portion into the instrument, and
initiating the (subsequently automatic) analytical process. In
other systems, the analytical process may be controlled
manually to some degree.

3.2 The actual process can vary substantially from instru-
ment to instrument because a variety of means can be used
to effect the primary requirements of the test methods. These
test methods provide for the following: (1) conversion of the
subject materials in an oxygen stream in their entirety to
carbon dioxide, water vapor, nitrogen oxides, and ash,
respectively; and (2) subsequent, quantitative determination
of the gases in an appropriate reference gas stream.

3.2.1 The conversion of the subject materials to their
corresponding gases occurs largely during combustion of the
sample at an elevated temperature in an atmosphere of
purified oxygen. The gases that are produced include the
following:

3.2.1.1 Carbon dioxide from the oxidation of organic and
elemental carbon and the decomposition of carbonate min-
erals;

3.2.1.2 Hydrogen halides from organic halides (and or-
ganic hydrogen, as required);

3.2.1.3 Water vapor from the oxidation of (the remaining)
organic hydrogen and the liberation of moisture and waters
of hydration;

3.2.1.4 Nitrogen and nitrogen oxides from the oxidation
of organic nitrogen and the decomposition of nitrates; and :

3.2.1.5 Sulfur oxides from the oxidation of organic sulfur,
and the decomposition of sulfide and sulfate minerals.

(1) In some systems, sulfurous and sulfuric acids can also
be obtained from a combination of the sulfur oxides and the
water vapor.

3.2.2 For hydrogen and nitrogen, the required conversion
is completed in a two-step process consisting of the fol-
lowing: , _ .
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3.2.2.1 Removal of the halides and sulfur oxides and
liberation of the associated hydrogen (as water), by con-
ducting the combustion gases through a series of absorption
traps containing appropriate absorbing materials.

3.2.2.2 Reduction of the -nitrogen: oxides to elemental

nitrogen (see Note 2) by passing;the resultant gases over
copper at an elevated temperature. The carbon dioxide,

water vapor, and nitrogen may then be determined via one ‘

of several satisfactory detection schemes. \
Note 2—In this process, residual oxygen is also removed.

3.2.3 In one configuration, the gases are conducted
through a series of thermal conductivity detectors and gas
absorbers aligned so that, at the water vapor detector level,
the gases pass through the sample side of the detector, a
water vapor absorber, and the reference side of the detector.
At the carbon dioxide detector level, the gases are then
conducted through the sample side of the detector, a carbon
dioxide absorber, and the reference side of the detector.
Finally, the resultant gases, which contain only nitrogen and
the carrier gas, pass through the sample side of the nitrogen
detector and are vented. At this detector level, high-purity
carrier gas is used as the reference gas. In these ways, the
detectors determine the thermal conductivities solely of the
specified components.

+3.2,4 In a second configuration, the carbon dioxide and
water vapor are determined by infrared detection, using an
aliquot of the combustion gases from which only the halides
and sulfur oxides have been removed. These detectors
determine the infrared absorption of the pertinent gases at
precise wavelength windows so that the absorbances result
from only the specified:-.components. In these systems,
nitrogen is determined by thermal conductivity, using a
second aliquot -of the gases, additionally treated to also
reduce the nitrogen oxides to nitrogen and to remove _the
residual oxygen, carbon dioxide, and water vapor. )

3.2.5 In a third configuration, which is essentially a
modified gas chromatographic system, the nitrogen, carbon
dioxide, and water vapor in the treated combustion gases are
eluted from a chromatographic column and determined, (at
appropriate retention times) by thermal conductivity detec-
tion.

3.3 In all cases, the concentranons of carbon, hydrogen,
and nitrogen. are.calculated as functions of the following:

3.3.1, Measured instrumental responses, .

3.3.2 Values for response per unit mass for the elements
(established via instrument calibration), and -

3.3.3 Mass of the sample. .

3.4 Or to the following: the 1nstrument response is pro-
portional to the gas density, which has been calibrated
against a gas density of known concentration.

3.5 A capability for performing these computations auto-
matically can be included in the.instrumentation used for
these test methods. :

4. Significance and Use

4.1 Carborn 'and hydrogen values are used to determine
the amount of oxygen (air) required in combustion processes
and for the calculatlons of efﬁcrency of combustion pro-
cesses.

4.2 Carbon and hydrogen determinations are used in
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material balance calculations on coal conversion processes;
also, one or the other is used frequently in correlations of
chemical.and physical propertles such as yields of products
in hquefacnon reactivity in gas1ﬁcat10n and the density and
porosity of ¢oal.’

,4.3 Nitrogen-data are required to fulﬁll the requirements
of the ultimate analysis, Practice D 3176. Also, the data

, obtained can be used to evaluate the potential formation of

nitrogen oxides as a source of atmospheric pollutlon

4.4 Nitrogen data are used for comparing coals and in
research. If the oxygen content of coal is estimated by
difference, it is necessary to make a nitrogen determination.

5. Apparatus

~5:1 Because a. variety of mstrumental components and
configurations can be used satisfactorily for . these test
methods, no specifications are presented, here with respect to
overall system design.

5.2 Functionally, however, the following requirements-ate
specified for all approved instruments (Note 3):

Note 3—The approval of an instrument with respect to these
functions is paramount to these tést methods, since such approval tacitly
provides approval of both the materials and the procedures used with the
system to provide for these functions.

5.2.1 The conditions for combustion of the sample shall
be such that (for the full range of apphcable samples) the
subject components shall be converted completely to carbon
dioxide, water vapor (except for hydrogen associated with
volatile halides), and nitrogen or nitrogen oxides. Generally,
instrumental conditions that effect complete combustion
include (1) ava11ab1hty of the ox1dant (2) temperature, and
(3 ) time.

'5.2.2 RepresentatWe aliquots of the combustlon gases
shall then'be treated for the followmg reasons:

5.2.2.1" To libétate (as water vapor) hydrogen present as
hydrogen halides and sulfur oxyacids; and =~ * -

5.2.2.2 To reduce (to the element) mtrogen present as
nitrogen oxides.

(1) The water vapor and nitrogen so obtained shall be
included with the materials originally present in these
aliquots.

5.2.3 Additional treatment of the test specimens (pnor to
detection) depends on the detection sclieme used for the
instrument (Note 4).

NoOTE 4—The additional treatments can be provided by the instru-
mental components used to satisfy 5.2.2.

5.2.3.1 For the configuration descnbed in 3 2 3, the ha-
lides proper, sulfur oxides, and residual “oxygen shall be
removed from the single test specimen “ift ‘which the water
vapor, carbon dlox1de, and nitrogeti aré determmed sequen-
tially. ’

5.2.3.2 For the eonﬁguranon described in 3.2.4, the test
specimen in which the water vapor and carbon'dioxide are
determined, only the halides and sulfur oxides shall be
removed from the gas stream in which the water vapor and
carbon dioxide are determined. For combusted gases in
which the n1trogen s, determitied; thel ‘wdter, carbon dioxide,
and residual oxygen shall also be removed. .

5.2.3.3 For the configuration described in 3. 2. 5, the ha-
lides and sulfur oxides shall be removed from the combitsted
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gases obtained from the single test specimen.

5.2.4 The detection system (in its full scope) shall deter-
mine the analytical gases individually and without interfer-
ence. Additionally, for each analyte, either of the following
applies:

5.2.4.1 The detectors themselves shall provide linear re-
sponses that correlate directly to concentration over the full
range of possible concentrations from the applicable sam-
ples, or

5.2.4.2 The system shall include provisions for evaluating
nonlinear responses appropriately so that the nonlinear
responses can be correlated accurately with these concentra-
tions.

(1) Such provisions can be integral to the instrumenta-
tion, or they can be provided by (auxiliary) computation
schemes. )

5.2.5 Finally, except for those systems in which the
concentration data are output directly, the instrument shall
include an appropriate readout device for the detector
responses.

6. Reagents

6.1 Purity of Reagents—Reagent grade chemicals shall be
used in all tests. Unless otherwise indicated, it is intended
that all reagents shall conform to the specifications of the
Committee on Analytical Reagents of the American Chem-
ical Society, where such specifications are available.> Other
grades may be used, provided it is first ascertained that the
reagent is of sufficiently high purity to permit its use without
lessening the accuracy of the determination.

6.2 Helium, Carrier Gas, as specified by the instrument
manufacturer.

6.3 Oxygen, as specified by the instrument manufacturer:

6.4 Additional Reagents, as specified by the instrument
manufacturer. This specification refers to the reagents used
to provide for the functional requirements cited in 5.2.2
through 5.2.3.3.- These reagents can vary substantially for
different instruments; in all cases, however, for systems that
are functionally satisfactory (and therefore approved), the
reagents recommended by the manufacturer are also tacitly
approved. Consequently, these reagents shall be those recom-
mended by the manufacturer.

7. Preparation of Analysis Sample

7.1 The samples shall initially be prepared in accordance'

with Test Methods D 2013 or D 346.

7.2 If required by characteristics of the 1nstrumenta1
system, reduce the air-dry samples (7.1) typically to pass 75
um (No. 200 U.S.A. Standard Sieve Series) to obtain test
units of the analysis sample in the size range recommended
by the instrument manufacturer. If required by characteris-
tics of the instrumental system, as specified in 1.2.2, treat the
test specimens in accordance with Test Method D 3173 to
provide moisture-free materials solely appropriate for these

3 Reagent Chemicals, American Chemical Society Specifications, American
Chemical Society, Washington, DC. For suggestions on the testing of reagents not
listed by the American Chemical Society, see Analar Standards for Laboratory
Chemicals, BDH Ltd., Poole, Dorset, U.K., and the United States Pharmacopeia
and National Formulary, U.S. Pharmaceutical Convention, Inc. (USPC),
Rockville, MD.
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systems. In this and all subsequent sample handling steps,
exercise care to minimize changes in moisture content
resulting from exposure to the atmosphere.

8. Instrument Preparation

8.1 Assemble the instrumental system in accordance with
the manufacturer’s instructions.

8.2 Adjustment of Response of Measurement System—
Weigh an appropriate test portion of standard reference
material (SRM), calibrating agent, or reference coal. Analyze
the test portion (see 9.1). Repeat this procedure. Adjust
instrument response, as recommended by the manufacturer
until the absence of drift is indicated.

8.3 Calibration—Select coal SRMs or other calibrating
agents and materials specified by the manufacturer that have
certified carbon, hydrogen, and nitrogen values in the range
of samples to be analyzed. At least three such SRMs or
calibrating agents are recommended for each range of
carbon, hydrogen, and nitrogen values to be tested. When
possible, two of the SRMs or calibrating agents shall bracket
the range of carbon, hydrogen, and nitrogen to be tested,
with the third falling within the range.

8.3.1 All coal SRMs should be in accordance with 7.1 and
shall be supplied by or have traceability to an internationally
recognized certifying organization. CAUTION: An indicated
problem with linearity of the instrument during calibration
can result from contamination of the SRM or calibrating
agent as the container becomes depleted. It is therefore
recommended that the SRM or calibrating agent be dis-
carded when less than five grams remain in the container.

8.3.2 Calibration Procedure—Analyze, as samples, por-
tions of an SRM, reference coal, or calibrating agent chosen
to represent the level of carbon, hydrogen, and nitrogen in
the samples to be tested. If not required by the characteristics
of the instrumental system, use the “as-determined” carbon,
hydrogen, and nitrogen values for calibration. These values
must have been calculated previously from the certified “dry
basis” carbon, hydrogen, and nitrogen values and residual

.moisture determined using either Test Methods D 3174 or

D 5142. Continue analyzing until the results from five
consecutive determinations fall within the repeatability in-
terval (see 12.2.1) of these test methods. Calibrate the
instrument according to the manufacturer’s instructions
using these values. Analyze, as samples, two SRMs reference
coals or calibrating agents that bracket the range of values to
be tested. The results obtained for these samples must be
within the stated precision limits of the SRM, reference coal,
or calibrating agent, or the calibration procedure must be
repeated. Records for all calibrations must be in accordance
with Guide D 4621.

8.3.3 Periodic Calibration Verification and Recalibra-
tion—In accordance with Guide D 4621, analyze a control
sample on a periodic basis. Results obtained for the control
sample must be within established limits, or all results
obtained since the last successful control check must be
rejected and the calibration procedure repeated.

9. Procedure

9.1 Analyze a test specimen of the analysis sample in
accordance with the manufacturer’s instructions.




10. Calculation

10.1 Calculate the concentrations of carbon, hydrogen,
and nitrogen, on the appropriate sample basis, as follows:

_Bx0)

A X 100

where:

A = % of the analyte,

B = detector response for that analyte,

C = unit mass per detector response established for the
analyte during calibration, and

D = mass of test specimen, g.

The calculations can be provided automatically by the

instrumental system used for these test methods.

11. Report

11.1 Report results from the carbon, hydrogen, and ni-
trogen determinations on any of the several common bases
that differ solely with respect to moisture. Procedures for
converting the as-determined concentrations to the other
bases are specified in Practices D 3176 and D 3180.

12. Precision and Bias

12.1 These test methods ‘are highly dependent on the
calibration of the equipment.

12.2 The precision of these test methods for the determi-
nation of carbon, hydrogen, and nitrogen was calculated
from data obtained from coal and coke with the following
concentration ranges: carbon (dry-basis) from 48.6 to
90.6 %, hydrogen (dry-basis) from 0.14 to 5.16 %, and
nitrogen (dry-basis) from 0.69 to 1.57 %. ,

12.2.1 Repeatability—The difference, in absolute value,
between two_test results, conducted on portions of the same
analysis sample, in the same laboratory, by the same
operator, using the same apparatus, shall not exceed the
repeatability interval I(r) in more than 5 % of such paired
values (95 % confidence level). When such a difference is

D 5373

TABLE 1 Repeatability and Reproducibility

% Dry Basis i) 1(R)
Carbon 0.64 2.51
Hydrogen 0.16 0.30
Nitrogen 0.11 0.17

found to exceed the repeatability interval, there is reason to
question one, or both, of the test results. The repeatability
intervals for carbon, hydrogen, and nitrogen are given in
Table 1.

12.2.2 Example—Duplicate analyses for carbon exhibited
values of 73.26 and 73.62 %. The absolute difference be-
tween the two test results is 0.36 %. Since this value does not
exceed the I(7) value of 0.64 %, these duplicate analyses are
acceptable at the 95 % confidence level.

12.2.3 Reproducibility—The difference, in absolute value,
between the averages of duplicate determinations conducted
in different laboratories on representative samples prepared
from the same bulk sample after reducing to 100 % through
a 250 Mm (No. 60 U.S.A. Standard Sieve Series) sieve shall
not exceed the reproducibility internal I(R) in more than
5% of such paired values (95 % confidence level). When
such a difference is found to exceed the reproducibility
interval, there is reason to question one, or both, of the test
results. The reproducibility intervals for carbon, hydrogen,
and nitrogen are given in Table 1. _

12.2.4 Example—Duplicate analysis for hydrogen in one

laboratory revealed an average value of 5.15 %, and a value
of 493 % was obtained in a different laboratory. The
difference between the different laboratory value-is 0.22 %.
Since the laboratory difference is less than the I(R), the two
laboratory results are acceptable at the 95 % confidence
level. .
12.3 Bias—Bias is eliminated when the apparatus is
calibrated properly against certified reference standards.
Proper calibration, includes comparison of test data on
NIST SRM 1632 or other, reagents and materials that have
certified carbon, hydrogen, and nitrogen values.

The American Society for Testing and Materials takes no position respecting the validity of any patent rights asserted in connection
with any item mentioned in this standard. Users of this standard are expressly advised that determination of the validity of any such
patent rights, and the risk of infringement of such rights, are entirely their own responsibiliity.

This standard Is subject to revision at any time by the responsible technical committee and must be reviewed every five years and
if not revised, either reapproved or withdrawn. Your comments are invited either for revision of this standard or for additional standards
and should be addressed to ASTM Headquarters. Your comments will receive careful consideration at a meeting of the responsible
technical committee, which you may attend. If you feel that your comiments have riot received a fair hearing you should make your
views known to the ASTM Committee on Standards, 100 Barr Harbor Drive, West Conshohocken, PA 19428,
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Designation: D 5489 - 96a
Standard Guide for

Care Symbols for Care Instructions Textile Products’

This standard is issued under the fixed designation D 5489; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilon (¢) indicates an editorial change since the last revision or reapproval.

1. Scope

1.1 This guide provides a uniform system of symbols for
the disclosure of care instructions on textile products such as
apparel, piece goods, and houschold and institutional arti-
cles, hereinafter referred to as “textile,” or “textile product.”

1.2 This guide provides a comprehensive system of sym-
bols to represent care instructions in order to reduce lan-
guage-dependent care instructions.

1.3 The values stated in SI units are to be regarded as the
standard. The values given in parentheses are for informa-
tion only.

1.4 This standard does not purport to address all of the
safety concerns, if any, associated with its use. It is the
responsibility of the user of this standard to establish appro-
priate safety and health practices and determine the applica-
bility of regulatory limitations prior to use.

2. Referenced Documents

2.1 ASTM Standards:

D 123 Terminology Relating to Textile Materials?

D 3136 Terminology Relating to Care Labels for Textile
and Leather Products Other than Textile Floor Cover-
ings and Upholstery?

D 3938 Guide for Determining or Confirming Care In-
structions for Apparel and Other Textile Consumer
Products®

2.2 AATCC Standard:

A Glossary of AATCC Standard Terminology, Current
Edition*

2.3 Other Standards:

Federal Trade Commission Amendment to Trade Regula-
tion Rule Concerning Care Labeling of Textile Wearing
Apparel, and Certain Piece Goods, Federal Register,
Vol 48, No. 99, May 20, 1983 (cited as 16 CFR 423).5

The National Standard of Canada—Care Labelling of
Textiles (CAN/CGSB-86.1-M91)¢

3. Terminology

3.1 Definitions—For definitions of terms related to care
labeling, refer to Terminology D 3136. For definitions of

! This guide is under the jurisdiction of ASTM Committee D-13 on Textiles
and is the direct responsibility of Subcommittee D13.62 on Textile Care Labeling.

Current edition approved April 10, 1996. Published June 1996. Ongmally
published as D 5489 — 93. Last previous edition D 5489 - 96.

2 Annual Book of ASTM Standards, Vol 07.01.

3 Annual Book of ASTM Standards, Vol 07.02.

4 Annual AATCC Technical Manual, available from the American Association
of Textile Chemists and Colorists, P.O. Box 12215, Research Triangle Park, NC
27709.

5 Available from U.S. Government Printing Office, North Capital and H
Streets, NW, Washington, DC 20401.

6 Available from CGSB, Salcs Unit, Ottawa, Canada. (819) 956-0425 or (819)
956-0426.
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other textile terms used in this guide, refer to Terminology
D 123.

3.1.1 care instructions, n—in textiles, a series of directions
describing which care practices should refurbish a product
without adverse effects, and warnings for those care practices
expected to have a harmful effect.

3.1.2 care label, n—in textiles, a label or other affixed
instuctions that report how a product should be refurbished.

3.1.2.1 Discussion—The Federal Trade Commission, in
Rule 16 CFK 423, requires care instructions on most apparel
and certain other textile items. In relation to these products,
the FTC definition states: “Care Label means a permanent
label or tag, containing regular care information and instruc-
tion, that is attached or affixed in some manner that will not
become separated from the product and will remain legible
during the useful life of the product.”

3.1.3 care symbol, n—a pictorial symbol that gives direc-
tions for refurbishing a consumer textile product.

4. Significance and Use

4.1 This guide provides symbols and a system for their use
by which care instructions for textile products can be
conveyed in a simple, space-saving, and easily understood
pictorial format that is not language dependent.

4.2 Care symbols are an important means for identifying
the appropriate care procedure for home laundering, com-
mercial laundering, professional drycleaning, and coin-op-
erated drycleaning, of textile products.

4.3 Care labeling using symbols can be used by the
purchaser to select textiles on the basis of the care method
required without knowledge of the language.

4.4 In countries in which a word-based care labeling
system is required, the care symbol system may be used as a
supplemental system.

4.5 The word-based instructions for each symbol in this
guide are harmonious with Terminology D 123, D 3136, the
United States Federal Trade Commission Care Labeling
Rule, 16 CFR 423 and industry practice. (See Fig. 1 and 2).

4.6 The care label symbol system is based on five basic
care symbols representing five operations: washing, bleach-
ing, drying, ironing, and drycleaning.

4.7 One color is used for all care symbols in this care

. labeling system.

Note 1—While this symbol system uses one color, it is harmonious
with tri-color systems such as the Canadian system because the
instructions are clear whether printed in one or three colors.

4.8 This guide does not specify the type of label material
or fabric to use. However, appropriateness for consumer
comfort is recommended.

5. Procedure
5.1 Introduction—This section defines the basic symbols
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NoTe—This figure illustrates the.symbols, to use for: latindering and drycleaning instructions. As a minimum, laundering insttuctions shallinclude, in order, four sjmbols:
waghing, bleaching, drying, and ironing; and. drycleanmg |nstructhns shall IncIt;qle one symbol. Additional symbols or words may be used to clarify the instructions.

FIG 1, Commercial and que Laundering and Drycleaning Symbols

and proh1b1t1ve symbols,‘ the washmg, bleachmg, drymg,
ironing, and drycleaning processes;.the required:nymber and
order: of symbels; supplementary care 1nfermat10n and
appropriate instructions and labels.

5.2 Basic Symbols:

5.2.1 "There are five basic symbols the washtub trlangle,
square, 1ron? and cifcle,

5.2.2 The washtub represents the washmg process, the
triangle. represénts the bleaching process, the square repre-
sents the:drying: process; the iron represents the ironing or
pressing process, and the circle representsithe drycleahing
process (Fig. 3).

5.3 Prohibitive Symbols—The prohibitive “X»" gymbol
may-be-used-‘only when-evidence can be provided that the

FEN
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care procedure on which itis. superimposed would adversely
change the dimensions, handyappearance, or:performance of
the textile. (Fig. 4). .

5.4 The Washing Process—The Washtub Symbol:

*'5.4.1 The washtub with a“water wave represents the
washing proeess ina home Iaundermg or commercial laun-
dering setting. © . = -

5.4.2 Additional symbols ms1de the washtub 1ndlcate the
suggested water temperature ‘and hand Washlng process

543 Addmonal ‘symbols. below, . the” tub indicate, the
permanent press cycle (one underhne minus sign, or- bar)
and delicate-gentle washmg cycle! (twd underlmes, mmus
signs, or bars), .

5 4.4 The numerical or the dot system or both 1llustrated
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GUIDE TO ORDER OF PROFESSIONAL AND HOME
LAUNDERING AND DRYCLEANING SYMBOLS

The care instruction symbols shall be in the following order:

wen = T AQA

WASH ‘BLEACH DRY IRON .

DO NOT DRYCVI\.Iéiz m A I:I 5 g

WASH BLEACH DRY  IRON DRYCLEAN

D‘év\‘?gﬁegﬁ = UAO A O

WASH BLEACH DRY  IRON DRYCLEAN

O

DRYCLEAN
DONOTWASH _
DRYCLEAN % ﬁ % %DRQAN
sonoybvoLean = o 2 P 2 X

WASH BLEACH DRY  IRON DRYCLEAN

DRYCLEAN

Examples of care instructions:
/NOESXO),

Machine wash, warm
Permanent press

Only non-chlorine bleach
when needed

" Tumble dry, low
Permanent press

= Steam iron, medium

Dryclean, short
Any solvent

® f @>E

FIG. 2 Guide to Order of Professional and Home Laundering énd Drycleaning Symbols :

in Fig. 1 may be used to represent the maximum water Note 2—The Fahrenheit temperatures, while not true conversions
temperature for machine and hand washing. from Celsius to Fahrenheit, are within the range of tolerance and
5.4.4.1 The six washing temperatures are 30°C (80°F),  represent common consumer usage. S :
40°C (105°F), 50°C (120°F), 60°C (140°F), 70°C (160°F), and 5.4.4.2 The symbols -used to represent the maximum
95°C- (200°F) and shall be in Celsius when using the  water temperature in the dot system are: six dots [95°C

numerical water temperature system. The temperature in  (200°F)], five dots [70°C (160°F)], four dots [60°C (140°F)],
Farenheit may be included. very hot, three’ dots [S0°C (120°F)], hot, two dots [40°C

WA AL O l' g%~ &Ng

. FIG. 3 Basic Symbols . S < FIG. 4 Prohibitive Symbols

717
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(105°F)], warm, one dot [30°C.(85°F)], cool/cold.
5.4.5 To represent the ‘care instruction for a speclﬁc wash -
condition, use the appropriate symbol as illustrated in Fig, 1.

Note 3—Consumers may obtain washing magchine temperatures ,. .

that are frequently below the suggested temperature The actual water
temperature obtained when using the washing machirie settmgs of hot,
warm, and cold vary in North American by reglon, season, water heater
settings, and regulations governing factory-set mixes. In general, North :
American washing machines do not have mternal heaters.

5.5 The Bleaching Process—The Triangle Symbol

5.5.1 The triangle represents the bleaching process.

5.5.2 The triangle and an additional symbol inside the
triangle represent the type(s) of bleach to use. -

5.5.3 To represent the care instruction for a specific
bleaching condition, use the appropriate symbol as illus-
trated in Fig. 1.

5.6 The Drying Process—The Square Symbol:

5.6.1 The square represents the drying process.

5.6.2 Additional symbols inside the square repréesent the
type of drying process to use, including tumble dry, line dry,
drip dry, dry flat, and dry in shade. :

5.6.3 Additional symbols below the tumble dry symbol
indicate the permanent press cycle (oné¢ underline, one
minus, or bar) and the delicate-gentle cycle (two underlines,
minus signs, bars).

5.6.4 The dot(s) used to represent the dryer temperatures -
are: three dots (high), two dots (medium), one dot (low), no

dots (any heat), and, a solid or filled-in circle (no heat/air).

5.6.5 To represent the care instruction for ‘a specific
drying condition, use the appropriate symbol as illustrated in
Fig. 1.

5.7 The Ironing Process—The Hand Iron Symbol

5.7.1 The hand iron represents both the hand ironing
process and the pressing process on commercial equlpment
in laundering and cleanmg plants.

5.7.2 Additional ironing symbols include dot symbols
inside the iron to represent the temperature setting and the
steam burst under the iron.

5.7.2.1 The three ironing temperatures are 200°C (392°P)
150°C (302°F), and 110°C (230°F).

5.7.3 To represent the care instruction .for a_specific

ironing condition, use the appropriate symbol as illustrated
in Fig. 1.

5.8 The Drycleaning Process—The Circle Symbol:

5.8.1 The circle represents the drycleaning process. .

5.8.2 A letter enclosed in the drycleaning symbol indicates
the type of solvent that is-recommended.

5.8.3 Additional symbols with the drycleaning symbol
give additional mformatlon concernmg the drycleanlng pro-
cess. v ‘

5.84 To represcnt the care mstructlon ‘for a specific
drycleanmg condition, .use.the appropnate symbol as illus-
trated in Fig. 1. Iy

5. 9. Requzred Number and Order of Symbols

'5.9.1.-To represent the laundering process on a care label
a minimum of four care instruction symbols in the following
order—washing, bleachmg, drylng, and 1ron1ng—sha]1 be
used.. (See Fig. 2.).

59.1.1 The requlred symbol may beéa proh1b1t1ve symbol

(“X”), if necessary.
5.9.1.2 Additional warnings. and information in symbols

D 5489

~or words, as appropriate, shall be placed after or below the
" “four launderlng symbols or in the logical refurbishing se-
“quence of the.writtén instructions.

5.9.2 To represent the drycleaning process on a care label,
the drycleaning symbol, as a minimum, shall be used. (See

. Fig. 2.)

5.9.2.1 As-appropriate, additional warnings and informa-

tion shall be placed around, after, or below the drycleaning

symbol or in the logical refurbishing sequence of the written
instructions. .. g, e

NoteE 4—The ISO care symbol system requires four care symbols in
the following -order:, washing, bleaching, ironing, and drycleaning.
Tumble drying is an. optlonal symbol, which, if used, appears after the
four symbols.

TABLE 1 Additional Words to Use with Care Symbols
NoTte—This guide uses symbols to represent many textile refurbishing proce-
dures. Additional words may be needed to clarify specific care procedures. This
table of additional words to use with care symbols includes the remaining terms

‘listed in the Federal Trade Commission Care Labeling Glossary of Standard Terms

and additional terms in common usage that are not represented by symbols. These
terms are illustrative only and are not meant to be an exhaustive list of all terms
that might be appropriate or necessary. In general, whatever additional words are
needed to state a care-procedure that will result in the adequate refurbishment of
the item should be used.

Federal Trade Commission Standard Terms Terms in Common Usage

Preliminary and Laundering Instructions

do not have commercially laundered close zippers
small load do not pretreat
- separately do not soak
~ with like colors remove buttons
wash inside out remove lining
remove shoulder pads
remove trim

wash dark colors separately
wash once before wearing
wash separately

wash with like colors

do not use fabric softener
remove promptly

rinse twice

warm rinse

cold rinse

rinse thoroughly

no spin or do not spin

no wring or do not wringA
no wring or twistA

damp wipe only use oversize washing machine
Bleaching (all terms represented by symbols)
Drying, All Methods
no heatA tumble dry, airA
remove promptly do not tumble dry
line dry in the shade® reshape and dry flat
line dry away from heat: block flat to dry

block to dry
smooth by hand

Ironing and Pressing

do not iron decal

iron reverse side only

Iron right side only
iron damp warm iron if needed
use press only use press cloth

Wasfi or Dryclean (can be represented with symbols)

Drycleanlng, All Merhods
“fur'clean
use clear solvent
._clear distllled solvent rinse

Iron wrong side only
no steam or do not steam"
steam only - .

professionally dryclean
short cycléA. ¢ . o

minimum extraction ot
reduced or low molsture? o ‘
tumble warm " ‘i low heatA

tumble cool R o
cabinet dry warm

cabinet dry cool
steamonly '
no steam orido not steam”
steam only

use fluorocarbon solvent

.~ no steam finishing

A Care instruction may bé reported in' words' or a symbol.
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5.10 Supplementary Care Information:

5.10.1 Additional written care information in English (or
the appropriate national language) may be necessary to
convey special instructions not covered by the appropriate
care symbol or may be legislated by the country of origin. See
Fig. 1 and Table 1. ,

5.10.1.1 For example, the words “remove promptly” shall
be added to an article for which this instruction would be
appropriate.

5.10.2 The additional words shall appear on the care label
in the logical refurbishing sequence.

5.10.3 The written information on a care symbol label
shall be brief.

5.10.4 The symbol information and any accompanying
detailed written instructions shall be consistent,

5.11 Appropriate Instructions and Labels:

5.11.1 It is the responsibility of the manufacturer, or
importer to provide the correct information on the care label
for refurbishment.

5.11.2 Determining and confirming care instructions re-

D 5489

quires setting performance spe01ﬁcat10ns, testing, and evalu-
ating the textile product

5.11.2.1 To aid in determining and confirming appro-
priate instructions, see Guide D 3938 and published test
methods and performance specifications are available in the
current Annual Book of ASTM Standards, Vols 07.01 and
07.02, and the current Technical Manual of the American
Association of Textile Chemists and Colorists (see 2.1 and
2.2).

5.11.3 In the United States, care labels must be attached
permanently to apparel except when exempted by the U.S.
Federal Trade Commission Regulation (see 2.3).

5.11.4 Permanent care labels shall remain attached and
legible for the life of the textile product.

5.11.5 Either the care label or the detailed care instruc-
tions shall be visible at the point of purchase.

6. Keywords

6.1 bleaching; care instructions; care label; care symbol;
consumer textile product drycleaning; drying; ironing; per-
manent care label; pressing; washing

The American Society for Testing and Materials takes no position respecting the validity of any patent rights asserted in connection
with any item mentioned in this standard. Users of this standard are expressly advised that determination of the validity of any such
patent rights, and the risk of infringement of such rights, are entirely their own responsibility.

This standard'is subject to revision at any time by the responsible technical committee and must be reviewed every five years and
if not revised, either reapproved or withdrawn. Your comments are invited either for revision of this standard or for additional standards
and should be addressed to ASTM Headquarters. Your comments will receive careful consideration at a meeting of the responsible
technical committee, which you may attend. If you feel that your comments have not received a fair hearing you should make your
views known to the ASTM Committee on Standards, 100 Barr Harbor Drive, West Conshohocken, PA 19428.
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Designation: D 5673 - 96

Standard Test Method for

Elements in Water by Iinductively Coupled Plasma—Mass

Spectrometry’

This standard is issued under the fixed designation D 5673; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilon (¢) indicates an editorial change since the last revision or reapproval.

1. Scope

1.1 This test method covers the determination of dis-

solved elements in ground water, surface water, and drinking
‘water. It may also be used for the determination of total-
recoverable elements in these waters as well as wastewater.?

1.2 This test method should be used by analysts experi-
enced in the use of inductively coupled plasma—mass
spectrometry (ICP-MS), the interpretation of spectral and
matrix interferences and procedures for their correction.

1.3 It is the user’s responsibility to ensure the validity of
the test method for waters of untested matrices.

1.4 Table 1 lists elements for which the test method
applies, with recommended masses and typical estimated
instrumental detection limits using conventional pneumatic
nebulization. ;Actual working detection limits are sample
dependent and, as the sample matrix varies, these detection
limits may also vary..In time, other elements may be added
as more information becomes available and as required.

1.5 This standard does not purport to address all of the
safety concerns, if any, associated with its use. It is the
responsibility of the user of this standard to establish appro-
priate safety and health practices and determine the applica-
bility of regulatory limitations prior to use.

2. Referenced Documents--

2.1 ASTM Standz_zrds:
. D 1066 Practice for Sampling Steam?
- D 1129 Terminology of Terms Relating to Water?
D 1192 Specification for Equipment for Sampling Water
and Steam in Closed Conduits®
D1193 Spec1ﬁcat10n for Reagent Water
D3370 Practices- for Samphng Water from Closed
Conduits®

3. Termmology :

3.1 Deﬁnifions+Foi' definitions of other terms used in
this test method, refer to Terminology D 1129.

3.2 Description of Terms Specific to This Standard:

3.2.1 calibration blank—a volume of water containing the
same acid mairix as’the calibration stanidards (see 11.1).

3.2.2 calibration shock ~ solution—a - solution prepared
from the stock standard solution(s) to verify the instrument

- 1'This test method is-under-the jurisdiction of ASTM Committee D-19 on
Water and is the direct responsxbmty of Subcommittee 1D19.05 on Inorganic
Constituents in Water.

Current edition approved Feb 10 1996 Published April 1996.

2 EPA Test Method: Determination of Trace Elements in Waters and Wastes by
Inductively Coupled Plasma—Mass Spectrometry, Method 200.8.

3 Annual Book of ASTM Standards, Vol 11.01. . . -

763

TABLE 1 Recommended Analytical Mass and Estimated
Instrument Detection Limits

Element Flecommended Estimated Instrument
Analytical Mass Detection Limit, pg/LA
Aluminum 27 0.05
Antimony 121 0.08
Arsenic 75 0.9
Barium 137 0.5
Beryllium 9 0.1
Cadmium 111 0.1
Chromium 52 0.07
Cobalt 59 0.08
Copper 63 0.03
Lead 206, 207, 208 0.08
Manganese 55 0.1
Molybdenum 98 041
Nickel 60 0.2
Selenium 82 5.0
Silver 107 0.05
Thallium 205 0.09
Thorium 232 0.03
Uranium 238 0.02
Vanadium 51 0.02
Zinc 66 0.2

A Instrument detection limits (3¢) estimated from seven replicate scans of the
blank (1 % v/v HNOg) and three replicate integrations of a multi-element standard.

response with respect to analyte concentration.

3.2.3 calibration standards—a series of known standard
solutions used by the analyst for calibration of the instru-
ment (that is, preparation of the analytical curve) (see 11.).

3.2.4 dissolved—those elements that will pass through a
0.45-pm membrane filter.

3.2.5 instrumental detection limit—the concentration
equivalent to a signal which is equal to three times the
standard deviation of the blank signal at the selected
analytical mass(es).

3.2.6 internal standard—pure analyte(s) added in known
amount(s) to a solution. This is used to measure the relative
instrument response to the other analytes that are compo-
nents of the same solution. The internal standards must be
analytes that are not a sample component.

3.2.7 method detection limit—the minimum concentra-
tion of an analyte that can be identified, measured and
reported with 99 % confidence that the analyte concentra-
tion is greater than zero. This confidence level is determined
from analysis of a sample in a given matrix containing the
analyte(s).

3.2.8 quality control reference solution—a solution with
the certified concentration(s) of the analytes, prepared by an
independent laboratory, and used for a verification of the
instrument’s calibration.

3.2.9 reagent blank—a volume of water containing the
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same matrix as the calibration standards, carried through the
entire analytical procedure.

3.2.10 total-recoverable—a term relating to forms of each
element that are determinable by the digestion method
included in this procedure (see 12.2).

3.2.11 tuning solution—a solution that is used to deter-
mine acceptable instrument performance prior to calibration
and sample analysis.

4. Summary of Test Method

4.1 This test method describes the multi-element determi-
nation of trace elements by inductively coupled plasma—
mass spectrometry (ICP-MS). Sample material in solution is
introduced by pneumatic nebulization into a radiofrequency
plasma where energy transfer processes cause desolvation,
atomization, and ionization. The ions are extracted from the
plasma through a differentially pumped vacuum interface
and separated on the basis of their mass-to-charge ratio by a
quadrupole mass spectrometer. The ions transmitted
through the quadrupole are detected by a continuous dynode
electron multiplier assembly and the ion information pro-

- cessed by a data handling system. Interferences relating to
the technique must be recognized and corrected for (see
Section 7 on interferences). Such corrections must include
compensation for isobaric elemental interferences and inter-
ferences from polyatomic ions derived from the plasma gas,
reagents, or sample matrix. Instrumental drift as well as
suppressions or enhancements of instrument response
caused by the sample matrix must be corrected for by the use
of internal standardization.

5. Significance and Use:

5.1 The test method is useful for the determination of
element concentrations in many natural waters and wastewa-
ters. It has the capability for the determination of up to 20
elements. High analysis sensitivity can be achieved for some
elements that are difficult to determine by other techniques.

6. Interferences

6.1 Several types of interference effects may contribute to
inaccuracies in the determination of trace elements. These
interferences can be summarized as follows:

6.1.1 Isobaric Elemental - Interferences—Isobaric ele-
mental interferences are caused by isotopes of different
elements which' form: singly or doubly charged ions of the
same nominal mass-to-charge ratio and.which cannot be
resolved by the mass spectrometer in use. All elements.
determined by this test method have, at a minimum, one
isotope free of isobaric elemental interference. Of the analyt-
ical isotopes recommended for use with this test method (see
Table 2), only molybdenum-98 (ruthenium) and selenium-
82 (krypton) have isobaric elemental interferences. If alterna-
tive analytical isotopes having higher natural abundance are
selected in order to achieve greater sensitivity, an isobaric
interference may occur. All data obtained under such
conditions must be corrected by measuring the signal from
another isotope of the interfering element and subtracting
the appropriate signal ratio from the isotope of interest. A
record of this correction process should be included with the.
report of the data. It should be noted that such corrections
will only be as accurate as the accuracy of the isotope ratio

764

TABLE 2 Recommended Analytical Isotopes and Additional
Masses That Are Recommended To Be Monitored

IsotopeA Element of Interest
27 Aluminum
121,123 Antimony
75 Arsenic
135, 137 Barium
9 Beryllium
106, 108, 111, 114 Cadmium
52, 53 Chromium
59 Cobalt
63, 65 Copper -
2086, 207, 208 Lead
55 Manganese
95, 97, 98 Molybdenum
60, 62 Nickel
77,82 Selenium
107, 108 Silver
203, 205 Thallium
232 Thorium
238 Uranium
51 Vanadium
66, 67, 68 Zinc
83 Krypton
99 Ruthenium
105 Palladium
118 Tin

Alsotopes recommended for analytical determination are underiined. These
masses were recommended and are reflected in the precision and bias data.
Alternate masses may be used but interferences must be documented.

used in the elemental equation for data calculations. Rele-
vant isotope ratios and instrument bias factors should be
established prior to the application of any corrections.

6.1.2 Abundance Sensitivity—Abundance sensitivity is a
property defining the degree to which the wings of a mass
peak contribute to adjacent masses. The abundance sensi-
tivity is affected by ion energy and quadrupole operating
pressure. Wing overlap interferences may result when a small
ion peak is being measured adjacent to a large one. The
potential for these interferences should be recognized and the
spectrometer resolution adjusted to minimize them.

6.1.3 Isobaric Polyatomic Ion Interferences—Isobaric
polyatomic ion interferences are caused by ions consisting of
more than one atom that have the same nominal mass-
to-charge ratio as the isotope of interest, and which cannot
be resolved by the mass spectrometer in use. These ions are
commonly formed in the plasma or interface system from
support gases or sample components. Most of the common
interferences have been identified, and these are listed in
Table 3 together with the method elements affected. Such
interferences must be recognized, and when they cannot be
avoided by the selection of an alternative analytical isotope,
appropriate corrections must be made to the data. Equations
for the correction of data should be established at the time of
the analytical run sequence as the polyatomic ion interfer-
ences will be highly dependent on the sample matrix and
chosen instrument conditions.

6.1.4 Physical Interferences—Physical interferences are
associated with the physical processes that govern the trans-
port of the sample into the plasma, sample conversion
processes in the plasma, and the transmission of ions through
the plasma—mass spectrometer interface. These interfer-
ences may result in differences between instrument responses
for the sample and the calibration standards. Physical
interferences may occur in the transfer of solution to the
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TABLE 3 Common Molecular lon Interferences

Background Molecular lons

Molecular lon Mass Element Interference?
NH+ 15
OH+ 17
OHy* 18
Co* 24
CN+ 26
co+ 28
No* 28
NzH+ 29
NO+ 30
NOH+ 31
O,+ 32
O H* 33
38ArH+ 37
S8ArH+ 39
40ArH+ 41
CO* 44 e
COH* 45 Sc
ArC+, Aro+ 52 Cr
ArN* 54 Cr
ArNH* 55 Mn
ArO+ 56 e
ArOH+ 57 e
40Ar3BAr+ 76 Se
40Ar38Ar+ 78 Se
40Ar,+ 80 Se
Matrix Molecular lons
Chloride
3clo+ 51 - \
35CIOH* . .52 Cr
37CIo+ 53 Cr
37CIOH+ 54 Cr
Ar35CH 75 As
Ar7CI+ " 77 Se
Sulphate R
3250+ 48 ..
3280H+ N 49 .
3450+ 50 vV, Cr
8480H+ 51 \
S0+, St 64 Zn
Ard2g+ 72 .
Ar34gt - 74
Phosphate N
PO+ 47
POH+ 48 R
PO;* 63 Cu
ArP+ 71. ..
Group I, I Metals
ArNa* 63 Cu
ArK+ 79 ol
ArCat oo Yy 80
Matrix Oxides?® Y
TiO 62 to 66 Ni, Cu, Zn
zro 106 to 112 Ag, Cd
MoO 108 to 116 Cd

A Method elements or internal standards affected by molecular ions.

B Oxide interferences will normally be very small. and will only impact the
method elements when present at relatively high concentrations. Some examples
of matrix oxides are listed of which the analyst should be aware. It is recom-
mended that Ti and Zr isotopes be monitored if samples are likely to contain high
levels of these elements. Mo is monitored as a method analyte.

nebulizer (for example, viscosity effects), at the point of
aerosol formation and transport to the plasma (for example,
surface tension), or during excitation and ionization pro-
cesses within the plasma itself. High levels of dissolved solids
in the sample may contribute deposits of material on the
extraction, or skimmer cones, or both, reducing the effective
diameter of the: orifices and, therefore, ion transmission.
Dissolved solids levels not exceeding 0.2 % (w/v) have been
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recommended to reduce such effects. Internal standardiza-
tion may be effectively used to compensate for many
physical interference effects. Internal standards should have
similar analytical behavior to the elements being determined.

6.1.5 Memory Interferences—Memory interferences result
when isotopes of elements in a previous sample contribute o
the signals measured in a new sample. Memory effects can
result from sample deposition on the sampler and skimmer
cones, and from the buildup of sample material in the
plasma torch and spray chamber. The site where these effects
occur is dependent on the element and can be minimized by
flushing the system with a rinse blank consisting of HNO,
(1449) in water between samples. The possibility of memory
interferences should be recognized within an analytical run
and suitable rinse times should be used to reduce them. The
rinse times necessary for a particular element should be
estimated prior to analysis. This may be achieved by
aspirating a standard containing elements corresponding to
ten times the upper end of the linear range for a normal
sample analysis period, followed by analysis of the rinse
blank at designated intervals. The length of time required to
reduce analyte signals to within a factor of ten of the method
detection limit should be noted. Memory interferences may
also be assessed within an analytical run by using a min-
imum of three replicate integrations for data acquisition. If
the integrated signal values drop consecutively, the analyst
should be alerted to the possibility of a memory effect, and
should examine the analyte concentration in the previous
sample to identify if this was high. If a memory interference
is suspected, the sample should be re-analyzed after a long
rinse period.

7. Apparatus

7.1 Inductively Coupled Plasma-Mass Spectrometer—In-
strument capable of scanning the mass range 5 to 250 amu
with a minimum resolution capability of 1 amu peak width
at 5% peak height. Instrument may be fitted with a
conventional or extended dynamic range detection system.
See manufacturers instruction manual for installation and
operation,

8. Reagents

8.1 Purity of Reagents—Reagent grade chemicals shall be.
used in all tests. Unless otherwise indicated, it is intended
that reagents shall conform to the specifications of the
committee on analytical reagents of the American Chemical
Society,* where such specifications are available. The high
sensitivity of inductively coupled plasma—mass spectrom-
etry may require reagents of higher purity. Stock standard
solutions are prepared from high-purity metals, oxides, or
non-hydroscopic reagent grade salts using Type I, IL, or III
reagent water and ultrapure acids. Other grades may be used
provided it is first ascertained that the reagent is of sufficient

4 Reagent Chemicals, American Chemical Society Specifications, American
Chemical Society, Washington, DC. For suggestions on the testing of reagents not
listed by the American Chemical Society, see 4nalar Standards for Laboratory
Chemicals, BDH Litd., Poole, Dorset, UK., and the United States Pharmacopeia
and National Formulary, U.S. Pharmaceutical Convention, Inc. (USPC),
Rockville, MD.
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purity to permit its use without lessening the accuracy of the
determination.

8.2 Purity of Water—Unless otherwise indicated, refer-
ence to water shall be understood to mean reagent water
conforming to Type I, IT, or III of Specification D 1193. It is
the analyst’s responsibility to insure that water is free of
interferences.

8.3 Argon—High purity grade (99.99 %).

8.4 Hydrochloric Acid (sp gr 1.19)—Concentrated hydro-
chloric acid (HCl), ultrapure or equivalent.

*8.5 Hydrochloric Acid (1+1)—Add one volume of hydro-
chloric acid (sp gr 1.19) to 1 volume of water.

8.6 Nitric Acid (sp gr 1.42)—Concentrated nitric acid
(HNOs), ultrapure or equivalent.

" 8.7 Nitric Acid (14+1)—Add one volume of nitric acid (sp
gr 1.42) to 1 volume of water.

8.8 Nitric Acid (1+49)—Add one volume of nitric acid (sp
gr 1.42) to 49 volumes of water.

8.9 Nitric Acid (1+99)—Add one volume of nitric acid (sp
gr 1.42) to 99 volumes of water.

8.10 Stock Solutions—Preparation procedures- for stock
solutions of each element are listed in Table 4.

8.11 Ammonjum Hydroxide (sp gr 0.902)—Concentrated
ammonium hydroxide (NH,OH), ultrapure or equivalent.

8.12 Mixed Standard Solutions—Prepare mixed standard
solutions by combining appropriate volumes of the stock
solutions in volumetric flasks (see Note 1). Prior to preparing
mixed standard solutions, each stock solution needs to be
analyzed separately to determine possible interferences on
the other analytes or the presence of impurities. Care needs
to be taken when preparing the mixed standard solutions to

TABLE 4 Preparation of Metal Stock Solutions4

Element or Weight, :
Compound. " =" g . i 7 Solvent
Al 0.1000: 10-mL of HCI (sp-gr 1.19) + 2 mL of HNOj3 (sp gr
: 142 ]
Sh - 01000 0.5 mk of HCI (sp-gr 1.19) + 2 mL of HNO, (1+1)
As;05 0.1320. - 1 mL of NH,OH (sp gr 0.902) + 50 mL of H,O
BaCO4 +0.1437° 2:mL of HNOg (sp gr-1.42) + 10 mL of H,0
BeS0,-4H,0 1.9650 50 mL of H,0, add 1 mL of HNO; (sp gr 1.42)
Biz0O3 0.1115 5 mL of HNO; (sp gr 1.42)
Cd 0.1000 5 mL of HNOg (1+1)
CrOg 0.1923 1 mL of HNOg (sp 1.42) + 10 mL H,0
Co 0.1000 5 mL of HNO; (1+1)
Cu 0.1000. - 5 mL of HNO3 (1+1)
In 0.1000. 10 mL of HNOg (1+1)
PbNO; 0.1599~ 5 mL of HNOg (1+1)
MgO 01658 . 10-mL of HNO; (1+1)
Mn 0:1000. -5 mL of HNO, (1:+1)
MoQ, 0;1500. .1 mL of NH,OH (sp-gr 0.902) + 10 mL of HO
Ni 0,1000 5 mL of HNO; (sp gr 1.42) :
Sc,04 0:1534 5 mL of HNO3 (1+1) g
Se0, 0.1405. 20 mL of H,O' - .
Ag 701000 5 mL of HNO, (1+1)
TbsO7 0.1176 5 mL of HNO; (sp gr 1.42)
TINO3 0,1303 1 mL of HNO; (sp gr 1.42) + 10 mL of H0
Th(NOg)s-4H,0  0!2380 20-mL of H,0
UO5(NOy),-6H0  0.2110 20 mL of H;0
v 0.1000 5 mL of HNO, (1+1)
Y203 0.1270 5 mL of HNO; (1++1)
Zn 0.1000 5 mL of HNOg (1+1)

A Metal stock solutions,. 1.00:mL.= 1000 pg of metal. Dissolve the listed
4weights of each metal .or compound as specified:in Table 4, then dilute to 100 mL
with. water. The metals may require heat to increase rate of dissolution.
Commercially available standards may be used. Alternate salts or oxides may also
be used. [
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ensure that the elements are compatible and stable.

NoTE 1—Mixed calibration standards will vary, depending on the
number of elements being determined. Commercially prepared mixed
calibration standards of appropriate quality may be used. An example of
mixed calibration standards for 20 elements is as follows:

Mixed Standard Solution I Mixed Standard Solution II
Aluminum Manganese Barium
Antimony Molybdenum Silver
Arsenic Nickel
Beryllium Selenium
Cadmium Thallium
Chromium Thorium
Cobalt Uranium
Copper Vanadium
Lead Zinc

Prepare multi-clement mixed standard solutions I and II (1
mL = 10 pg) by pipeting 1.00 mL of each single element
stock solution (see Table 4) onto a 100 mL volumetric flask.
Add 50 mL of HNO; (14+99) and dilute to 100 mL with
HNO; (1+99).

8.13 Reagent Blank—This solution must contain all the
reagents and be the same volume as used in the processing of
the samples. Carry reagent blank through the complete
procedure. Reagent blank must contain the same acid
concentration in the final solution as the sample solution
used for analysis.

8.14 Internal Standards—Internal standards are recom-
mended in all analyses to correct for instrument drift and
physical interferences. A list of acceptable internal standards
is provided in Table 5. For full mass range scans use a
minimum of three internal standards with the use of five
suggested. Add internal standards to blanks, samples and
standards in a like manner. A concentration of 100 pg/L of
each internal standard is recommended.

9. Hazards

9.1 The toxicity or carcinogenicity of each reagent used in
this test method has not been precisely defined; however,
each chemical should be treated as a potential health hazard.
Adequate precautions should be taken to minimize exposure
of personnel to chemicals used in this test method.

10. Sampling

10.1 Collect the samples in accordance with the applicable
standards, Practice D 1066, Specification D 1192, or Prac-
tices D 3370. )

10.2 Preserve the samples at the time of collection by
immediately adding nitric acid (sp gr 1.42) to adjust the pH
to 2. Normally, 2 mL of HNO; (sp gr 1.42) is required per

TABLE 5 Internal Standards and Limitations of Use
Internal Standard Mass Possible Limitation

Lithium 6 May be present in samples
ScandiumA 45 Polyatomic ion interference
YttriumA 89 May be present in samples
Rhodium 103 v

IndiumA 115 Isobaric interference by Sn
TarbiumA 159 cen

Holmium 165

Lutetium 175 .

Bismuth4 209 May be present in samples

A Internal standards recommended for use with this test method. It is also
recommended when analyzing a new sample matrix that a scan for the presence.
of internal standards be performed. .
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litre of sample. If only dissolved elements are to be deter-
mined, filter the sample through a 0.45-pm membrane filter
before acidification (see Note 2).

NotE 2—Depending on the manufacturer, some filters have been
found to be contaminated to various degrees with heavy metals. Care
should be exercised in selecting a source of these filters. A good practice
is to wash the filters first with HNO; (14+99) and then with 50 mL of the
sample before filtering.

11. Calibration and Standardization

11.1 Calibrate the instrument for the elements chosen
over a suitable concentration range by atomizing the calibra-
tion blank and mixed standard solutions and recording their
concentrations and signal intensities. It is recommended that
a minimum of three standards and a blank be used for
calibration with one of the standards at three to five times
the elements’ MDL. It is recommended that the calibration
blank and standards be matrix matched with the same acid
concentration contained in the samples. Analyze appropriate
reference solutions to validate the calibration of the instru-
ment before proceeding to the sample analysis.

12. Procedure

12.1 To determine: dissolved elements add 1 mL of
concentrated HNO;_ (sp gr 1.42) to 100 mL of filtered,
acid-preserved sample. Proceed with 12.3.

12.2 When determining total-recoverable elements, use
100 mL of a well mixed, acid-preserved sample appropriate
for the expected level of elements containing not more than
0.25 % (w/v) total solids.

12.2.1 Transfer the-sample to a 125 mL (or larger) beaker
or flask and add 2 mL of HNO; (1+1) and 1 mL HCI (1+1)
and heat on a steam bath or hot plate until the volume has
been reduced to near 25 mL, making certain the sample does
not boil. Cool the sample, and if necessary, filter or let
insoluble material settle to avoid clogging of the nebulizer.
Adjust to: original sample volume. To determine total-
recoverable elements, ‘proceed with 12.3. This method is
suitable for the determination of silver in aqueous samples.
containing. concentrations up to 0.1 mg/L. For the analysis
of samples containing higher concentrations of silver, suc-
ceeding smaller volume, well mixed sample. aliquots must be:
prepared until _the- analyms solution contains <0.1 mg/L
silver. et [

12.3 Atomize each solutlon and record 31gna1’s intensity
or calculated concentration for each mass of interest. At-
omize a rinse blank consisting of HNO; (1449) in water
between samples.

12.4 Minimum quahty control requu'emcnts for this
method include: initial demonstration of method perfor-
mance, monitoring of internal standard area counts in each
sample (area of internal standard should be within 60-125 %.
of area in calibration blank), analysis of one reagent blank
with each set of samples as continuing check on sample
contamination, analysis of a quality control sample with
each set of samples as:a continuing check on method
reference sample recovery, and analysis of calibration check
standard every ten analyses as a continuing check on
calibration curve (measured values should not exceed £10 %
of concentration).

12.4.1 Demonstrate initial, and continuing, method per-

formance every six months by digesting seven spiked reagent

water samples at two through five times estimated detection

limit to determine method detection limits (MDL).

12.4.2 Determine detection limits annually or whenever a
significant change in background or instrument response is
expected.

MOL = (£) X (s) ..

where:

t = students’ ¢ value for a 99 % confidence level and with
n—1 degrees of freedom (¢ = 3.14 for seven rephcates)
and

s = standard deviation of the replicate analyses.

13. Calculation

13.1 Elemental equations recommended for sample data
calculations are listed in Table 6.

13.2 Reagent blanks should be subtracted as appropriate
(see 9.13) from the samples. This subtraction is particularly
important for digested samples requiring large quantities of
acids to complete the digestion (see Note 3).

TABLE 6 Recommended Elemental Equations for Data

Calculation
Element Elemental Equation4 Note
Al (1.000) (37C)
Sb (1.000) (*2'C) -
As (1.000) (75C) — (3.127) [("7C) — (0.815) (82C)) B

Ba {1.000) (*97C)

Be {1.000) (5C) .
cd {1.000) (11C) — (1.073) [(*98C) — (0.712) (195C)} c
cr (1.000) (52C) b
Co (1.000) (5°C)

Cu {1.000) (5C)

Pb {1.000) (2°6C) + (1.000) (27C) + (1.000) (298C) £
Mn (1.000) (55C) o
Mo (1.000) (°8C) — (0.146) (°5C) S F
Ni {1.000) (6°C) e
Se {1.000) (82C) e
Ag (1.000) (97C) .
T (1.000) (205C)

Th (1.000) (222C)

u (1.000) (238C) .
v (1.000) (81C) — (3.127) [(53C) — (0.113) (52C)] H
Zn {1.000) (é¢C) ..
Kr {1.000) (83)

Pd {1.000) (105)
Ru {1.000) (%8)

sn (1.000) (118) .
Bi (1.000) (2%¢C) : !
in {1.000) (*15C) — (0.016) (**€C) . v
Sc (1.0000) (“5C) K
Tb (1.000) (15°C) .
Y {1.000) (6°C) 1

A C = calibration blank subtracted counts at specified mass.

8 Correction for chloride interference with adjustment for Se77. ArCl 75/77
ratio may be determined from the reagent blank.

¢ Correction for MoO interference. An additional isobaric elemental correction-
should be made if palladium is present.

Dn 0.4 % v/v HCI, the background from CIOH will normally be small. However
the contribution may be estimated from the reagent blank.

E Allowance for isotopic variability of lead isotopes.

F Isobaric elemental correction for ruthenium.

@ Some argon supplies contain krypton as an impurity. Selenium is corrected
for Kr82 by background subtraction.

H Correction for chloride interference with adjustment for Cr53. CIO 51/53 ratio
may be determined from the reagent blank.

! May be present in environmental samples.

J Isobaric elemental correction for tin.

K Polyatomic ion interference.
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TABLE 7 Regression Equations for Bias and Precision, pg/L, Reagent Water

Element Applicable Range Bias Overall Precision Single Analyst Precision
Antimony 2.80 to 100 X =0.999C + 0.04 S; = 0.013X + 0.61 S, = 0.022X + 0.20
. Arsenic 8.00 to 200 X =1.013C + 0.50 S, = 0.031X + 2.74 S, = 0.007X + 2.95
Barium 8.01 to 200 X =1.001C — 0.36 S; = 0.039X + 0.31 S, = 0.024X + 0.25
Beryllium 2.80 to 100 X = 1.056C + 0.32 S, = 0.067X + 0.55 'S, = 0.038X + 0.11
Cadmium 4.00 to 100 X =1.007C + 0.07 S, = 0.041X + 0.19 S, = 0.022X + 0.10
Chromium 8.00 to 200 X =1.017C + 0.62 S, = 0.066X + 0.48 S, = 0.026X + 1.25
Cobalt 0.80 to 101 X =0.977C + 0.01 S, = 0.28X + 0.06 S, = 0.027X + 0.02
Copper 4.01 to 100 X = 1.003C — 0.05 S; = 0.037X + 0.64 S, = 0.016X + 0.51
Lead 4.00 to 100 X =1.043C — 0.31 S; = 0.064X + 1.43 S, =3.42
Manganese 8.00 to 200 X =0.983C + 0.02 S; = 0.026X + 0.11 S, = 0.027X + 0.06
Molybdenum 2.80 to 100 X =1.012C + 0.20 S, = 0.032X + 0.22 S, = 0.021X + 0.09
Nickel 4.00 to 100 X =1.000C + 0.12 S, = 0.051X + 0.31 S, = 0.017X + 0.40
Selenium 32.00 to 200 X =1.036C — 0.06 S, = 0.051X + 3.24 S, = 0.061X — 0.64
Silver 0.80 to 200 X =0.917C + 0.26' S; = 0.196X + 0.09 S, = 0.053X + 0.08
Thallium 2.80 to 100 X = 0.984C + 0.08 S; = 0.035X + 0.09 S, = 0.027X + 0.13
Thorium 0.80 to 100 X =1.0913 + 0.08 S; = 0.036X + 0.13 S, = 0.025X + 0.07
Uranium 0.80 to 100 X =1.026C - 0.02 S, = 0.048X + 0.02 So = 0.027X + 0.05
Zinc 8.00 to 200 X = 1.042C + 0.87 S; = 0.041X + 2.60 S, = 0.030X + 1.42
TABLE 8 Regression Equations for Bias and Precision, pg/L, Drinking Water
Element Applicable Range Bias Overall Precision Single Analyst Precision
Antimony 2.80 to 100 X'=0.983C + 0.03 S; = 0.049X + 0.19 S, = 0.026X + 0.08
Arsenic 8.00 to 200 X = 0.993C + 0.57 S; =0.018X + 2.55 §,=0.031X + 1.65
Barium 8.01 to 200 X = 0.995C ~ 0.37 S; = 0.045X + 0.97 S, = 0.040X + 0.72
Beryllium 2.80 to 100 X =1.055C + 0.20 §; =0.057X + 0.28 S, =0.016X + 0.25
Cadmium 4.00 to 100 X = 0.985C + 0.10 S; = 0.031X + 0.65 S, =0.021X + 0.61
Chromium 8.00 to 200 X =0.990C + 1.45 S, =0.015X + 2.19 S, =218
Cobalt 0.80 to 101 X = 0.964C + 0.06 S§;=0.19X +0.32 S, = 0.014X + 0.30
Copper 4.01 to 100 X =0.976C — 0.38 8, = 0.063X + 0.86 S, = 0.029X + 0.86
Lead 4.00 to 100 X =1.032C — 0.30 S; = 0.015X + 1.06 S, =0.011X + 1.13
Molybdenum 2.80 to 100 X =1.013C + 0.07 S, =0.037X + 0.17 S, = 0.035X + 0.20
Nickel 4.00to 100 X =0.953C — 0.19 S, = 0.046X + 0.56 S, = 0.023X + 0.91
Selenium 32.00 to 200 X =1.022C + 0.14 S; = 0.056X + 2.10 S, = 0.040X + 2.15
Thallium 2.80 to 100 ) X =1.010C + 0.01 S; = 0.040X + 0.21 S, = 0.039X + 0.02
Uranium © 70.80'to 100 X =1.026C — 0.04 S, = 0.044X + 0.11 S, = 0.022X + 0.07
Vanadium 32.00 to 200 X'=1.022C + 0.30 §; = 0.023X + 1.45 S, = 0.023X + 1.38

Note 3—Reagent blank concentrations if the levels can influence the
sample results.

13.3 If dilutions were required, apply the appropriate
dilution factor to sample values.
13.4 Report results in the calibration concentration units.

14. Precision and Bias®

14.1 The precision and bias data for this test method are
based on a joint interlaboratory method validation study
conducted by the U.S. Environmental Protection Agency
and the Association of Official Analytical Chemists.®

14.2 The test design of the study meets the requirements
of Practice D 2777 for elements listed in this test method
with the following exceptions. Thorium in drinking water
and vanadium in ground and reagent water did not meet the

5 Supporting data are available from ASTM Headquarters. Request RR:D19-
1157. '

6 Longbottom, J. E., et al,, “Determination of Trace Elements in Water by
Inductively Coupled Plasma-Mass ‘Spectrometry: Collaborative Study,” Jaumal of
AOAC, International 77 1994 pp 1004-1023.

requirements of 10.3 in Practice D 2777 and are deleted in
the test method. In addition, the following elements did not
meet the requirements of 10.5 of Practice D 2777 for the:
concentration levels (in pg/L) tested: Aluminum in reagent
(8) and drinking water (12), antimony in ground water (2.0:
and 100), manganese in ground (0.8 and 1.2) and drinking
water (1.2), molybdenum in ground water (2.8), silver, in
ground (0.8 and 2.2) and drinking water (0.8 and 1.2), and
zinc in drinking water (8).

14.2.1 The regression equations are based on the results of
13 laboratories for 20 elements tested at six levels, they are
outlined in Tables 7, 8, and 9 for reagent water, drinking
water, and ground water, respectively.

14.2.2 Type I water was specified for this round robin.

14.2.3 These data may not apply to waters of other
matrices; therefore, it is the responsibility of the analyst to
ensure the validity of the test method in a particular matrix.

14.2.4 Tt is the user’s responsibility to ensure the validity
of precision and bias outside the joint interlaboratory
method validation study ranges.

15. Keywords
15.1 elements; mass spectrometry; water
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TABLE 9 Regression Equations for Bias and Precision, ng/L, Ground Water

D 5673

Element Applicable Range Bias Overall Precision Single Analyst Precision
Aluminum 8.00 to 200 X = 0.946C + 2.20 S, = 0.169X + 6.22 S, = 0.172X + 0.75
Arsenic 8.00 to 200 X = 0.949C + 0.91 S; = 0.048X + 4.52 o = 0.059X + 4.29
Barium 8.01 to 200 X =1.055C - 0.21 S, = 0.020X + 2.05 S, = 0.014X + 2.08
Beryllium 2.80 to 100 X =1.049C + 0.08 S, = 0.084X + 0.16 S, = 0.043X + 0.06
Cadmium 4.00 1o 100 X = 0.944C + 0.1 S; = 0.017X + 1.09 S, = 0.029X + 0.01
Chromium 8.00 to 200 X =1.026C + 0.89 S, = 0.067X + 0.68 S, = 0.068X — 0.37
Cobalt 0.80 10 101 X =0.989C — 0.01 S; = 0.057X + 0.09 S, = 0.012X + 0.40
Copper 4.01 to 100 - X=0977C - 0.01 S, = 0.073X + 0.92 S, = 0.077X + 0.35
Lead 4.00 to 100 X =1.012C + 0.15 S, = 0.048X + 1.27 S, =178
Nickel 4.00 to 100 X = 1.022C — 0.66 S, = 0.091X + 2.03 S, = 0.008X + 2.75
Selenium 32.00 to 200 X =1.045C — 0.83 S; = 0.037X + 2.97 S, = 0.058X + 1.02
Thallium 2.80 to 100 X =1.023C - 0.06 S; = 0.056X + 0.04 S, = 0.049X — 0.06
Thorium 0.80 to 100 X =1.019C — 0.03 S, = 0.041X + 0.13 S, = 0.027X + 0.04
Uranium 0.80 to 100 X =1.058C — 0.06 S; = 0.039X + 0.17 S, = 0.028X + 0.16
Zinc 8.00 to 200 X =.0.962C + 0.07 S, = 0.093X + 0.92 S, = 0.069X + 1.55

X1.1 The following regression expressions in Table X1.1
are based on the measured values, X, S,, and S, that were
derived from “data of the joint interlaboratory method
validation study conducted by the U.S. Environmental

APPENDIX

(Nonmandatory Information)

X1. PRECISION AND BIAS

Protection Agency and the Association of Official Analytical

TABLE X1.1 Regression Equations for Bias and Precision, pg/L

Chemists,® some of which do not meet the requirements of
10.5 of Practice D 2777, as noted in 14.2 of this test method
and were therefore are not included in Tables 7 through 9 in
this test method.

Element Applicable Range Bias Overall Precision Single Analyst Precision
o : Reagent Water
Aluminum (8.00-200) X =0.992C + 1.19- S; = 0.056X + 2.59 S, = 0.042X + 1.27
Drinking Water
Aluminum (8.00-200) X =0.954C + 2.38 §,=7.70 S, = 0.013X + 6.17
Manganese -(8.00-200) X =0.989C +0.10 S, = 0.047X + 0.28 S, = 0.021X + 0.40
Silver (0.80-200) X = 0.888C + 0.09 S, =0.186X + 0.17 S, = 0.164X + 0.18
Zinc {8.00-200) X = 0.943C + 2.54 S, = 0.048X + 5.27 S, = 0.004X + 5.66
o Ground Water
Antimony (2:80-100) - X =1.003C + 0.01 S, = 0.059X + 0.04 S, = 0.058X + 0.02
Manganese (8.00-200) - X = 0.954C — 0.16 S, =0.103X + 0.14 S, = 0.025X + 0.09
Molybdenum- - (2.80-100) X =1.032C — 0.09 S, = 0.55X + 0.43 S, = 0.042X + 0.27
Silver (0.80-200) X = 0.858C — 0.00 S, = 0.169X + 0.14 S, = 0.120X — 0.01

The American Society for Testing and Materials takes no position respecting the validity of any patent rights asserted invconnectian

with any item mentioned in this standard. Users of this standard are expressly advised that determination of the validity of any such
_patent rights, and the risk of infringement of such rights,.are entirely their own responsibility.

This standard is subject to revision at any time by the responsible technical committee and must be reviewed every five years and
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« if not revised, either reapproved or withdrawn. Your comments are invited either for revision of this standard or for additional standards

- and should be addressed to ASTM Headquarters. Your comments will receive careful consideration at a meeting of the responsible
technical committee, which you may attend. If you feel that your comments have not received a fair hearing you should make your
views known to the ASTM Committee on Standards, 100 Barr Harbor Drive, West Conshohocken, PA 19428.
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Designation: D 5865 — 98a

Standard Test Method for

Gross Calorific Value of Coal and Coke'

This standard is issued under the fixed designation D 5865; the number immediately following the designation indicates the year of

ariginal adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilon () indicates an editorial change since the last revision or reapproval.

1. Scope

1.1 This test method pertains to the determination of the
gross calorific value of coal and coke by either an isoperibol or
adiabatic bomb calorimeter.

1.2 The values stated in SI units are regarded as the
standard. '

1.3 This standard does not purport to address all of the
safety concerns, if any, associated with its use. It is the
responsibility of the user of this standard to establish appro-
priate safety and health practices and determine the applica-
bility of regulatory limitations prior to use. Specific hazard
statements are given in Section 8.

2. Referenced Documents

2.1 ASTM Standards:

D 121 Terminology of Coal and Coke?

D 346 Practice for Collection and Preparation of Coke
Samples for Laboratory Analysis?

D 388 Classification of Coals by Rank?

D 1193 Specification for Reagent Water?

D 2013 Method of Preparing Coal Samples for Analysis?

D 3173 Test Method for Moisture in the Analysis Sample of
Coal and Coke?

D 3177 Test Method for Total Sulfur in the Analysis Sample
of Coal and Coke?

D 3180 Practice for Calculating Coal and Coke Analyses
from As-Determined to Different Bases?

D 4239 Test Method for Sulfur in the Analysis Sample of
Coal and Coke Using High Temperature Tube Furnace
Combustion Methods?

D 5142 Test Methods for the Proximate Analysis of the
Analysis Sample of Coal and Coke by Instrumental
Procedures?

E 1 Specification for ASTM Thermometers*

E 144 Practice for Safe Use of Oxygen Combustion
Bombs®

! This document is under the jurisdiction of ASTM Committee D-5 on Coal and
Coke and is the direct responsibility of Subcommittee D05.21 on Methods of
Analysis.

Current edition approved Nov. 10, 1999. Published April 1999. Originally
published as D 5865 — 95. Last previous edition D 5865 — 98.

2 Annual Book of ASTM Standards, Vol 05.05.

* Annual Book of ASTM Standards, Vol 11.01.

* Annual Book of ASTM Standards, Vol 14.03.

S Annual Book of ASTM Standards, Vol 14.04.
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E 178 Practice for Dealing with Outlying Observations®

3. Terminology

3.1 Definitions:

3.1.1 calorific value—the heat produced by combustion of a
unit quantity of a substance under specified conditions.

3.1.2 calorimeter—a device for measuring calorific value
consisting of a bomb, its contents, a vessel for holding: the
bomb, temperature measuring devices, ignition leads, water,
stirrer, and a jacket maintained at specified temperature con-
ditions.

3.1.3 adiabatic calorimeter—a calorimeter which has a
Jjacket temperature adjusted to follow the calorimeter tempera-
ture so as to maintain zero thermal head. ,

314 zsoperzbol calorimeter—a calorimeter which has a
jacket of uniform and constant temperature.

3.1.5 gross calorific value-(gross heat of combustion at
constant volume), Q,, (gross)—the heat produced by complete
combustion of a substance at constant volume with all water
formed condensed to a liquid.

3.1.6 heat of formation—thé change in heat content result-
ing from the formation of 1 mole of a substance from its
elements at constant pressure.

3.1.7 net calorific value (net heat of combustion at constant
pressure), O, (net)—the heat produced by combustion of a
substance at a constant pressure of 0.1 MPa (1 atm), with any
water formed remaining as vapor.

3.2 Definitions of Terms Specific to This Standard:

3.2.1 corrected temperature rise—the calorimeter tempera-
ture change caused by the process that occurs inside the bomb
corrected for various effects. .

3.2.2 heat capacity—the energy required to raise the tem-
perature of the calorimeter one arbitrary unit.

Note 1—The heat capacity can also be referred to as the energy
equivalent or water equivalent of the calorimeter.

4, Summary of Test Method

4.1 The heat capacity of the calorimeter is determined by
burning a specified mass of benzoic acid in oxygen. A
comparable amount of the analysis sample is burned under the
same conditions in the calorimeter. The calorific value of the
analysis sample is computed by multiplying the corrected
temperature rise, adjusted for extraneous heat effects, by the

¢ Annual Book of ASTM Standards, Vol 14.02.
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heat capacity and dividing by the mass of the sample.

5. Significance and Use

5.1 The gross calorific value can be used to compute the
total calorific content of the quantity of coal or coke repre-
sented by the sample for payment purposes.

5.2 The gross calorific value can be used for computing the
calorific value versus sulfur content to determine whether the
coal meets regulatory requirements for industrial fuels.

5.3 The gross calorific value can be used to evaluate the

effectiveness of beneficiation processes.
5.4 The gross calorific. value can be required to classify
coals according to Classification D 388.

6. Apparatus and Facilities

6.1 Test Area—An area free from drafts, shielded from‘

direct sunlight and other radiation sources. Thermostatic con-
trol of room temperature and controlled relative humidity are
desirable.

6.2 Combustion Bomb—Constructed of materials that are
not affected by the combustion process or the products formed

to introduce measurable heat input or alteration of end prod-:

ucts: The bomb shall be designed so that all liquid combustion
products can be completely recovered by washing the inner
surfaces. There shall be no gas leakage. The bomb shall be
capable of withstanding a hydrostatic pressure test to 20 MPa
(3000 psig) at room temperature without stressing any part
beyond its specified elastic limit.

6.3 Balance—A laboratory balance capable of weighing the
analysis sample to the nearest 0.0001 g. The balance shall be
checked weekly, at a minimum, for accuracy.

6.4 Calorimeter Vessel—Made of metal with a tarmsh-
resistant coating, with all outer surfaces highly polished. Its
size shall ‘be such that the bomb is completely immersed in
water during a determination. A stirrer shall be provided for
uniform mixing of the water. The immersed portion of the

stirrer shall be accessible to the outside through a coupler.of

low thermal conductivity. The stirrer speed shall remain
constant to minimize any temperature variations due to stirring.

Continuous stirring for 10 min shall not raise the calorimeter:

temperature. more -than 0.01°C when starting with identical
temperatures in the calorimeter, test area and jacket. For
calorimeters having a bucket it.can be a separate component or
integral component of the bomb. The vessel shall be of such

construction that the environment of the calorimeter’s entire:

outer boundaries can be maintained at a tniform temperature.
6.5 Jacker—A container with the inmer perimeter main-
tained ‘at constant temperature =0.1°C (isoperibol) or at the
same temperature £0.1°C as the calorimeter vessel (adiabatic)
during the test. To minimize -convection, thesides, top and
bottom of the calorimeter vessel shall not be more than [0 mm
from the inner surface of the jacket. Mechanical supports for
the:calorimeter vessel shall be of low. thermal conductmty
6.6 Thermometers: i i

6.6.1 Automated Calorzmeters—PIatmum resistance or. lm-"
ear thermistor thermometers shall be capable of measuring to.

the nearest 0.0001°C. Thermometer callbratlon shall be trace-
able to a recognized certifying agency. % S

6.6.2 Manual Calorimeters:

6.6.2.1 Platinum resistance or linear thermistor thermom-
eters, shall be capable of measuring to the nearest 0.0001°C.
Thermometer calibration shall be traceable to a recognized
certifying agency.

6.6.2.2 Liquid-in-Glass Thermometers—Conforming to the
requirements for thermometers 56C, 116C, or 117C as pre-
scribed in Specification E 1. Thermometers 56C shall be
calibrated at intervals no larger than 2.0°C over the entire
graduated scale.-The maximum difference in correction be-
tween any two calibration points shall be no more than 0.02°C.
Thermometers 116C and 117C shall be calibrated at intervals
no larger than 0.5°C over the entire graduated scale. The
maximum difference in correction between any two calibration
points shall not be more than 0.02°C.

6.6.2.3 Beckiman Differential Thermometer—(Glass en-
closed scale, adjustable), having a range of approximately 6°C
in 0.01°C subdivisions reading upward and conforming to the
requirements for Thermométer 115C, as prescribed in Specifi-
cation E 1. The thermometer shall be calibrated at intervals no
larger than 1°C over the entire graduated scale. The maximum
difference in the correction between any two calibration points
shall be less than 0.02°C. =~ -

6.6.2.4 Thermometer Accessories—A magnifier is required
for reading liquid-in-glass thermometers to one tenth of the
smallest scale division. The magnifier shall have a lens and"
holder designed so as to minimize errors as a result of parallax.

6.7 Sample Holder—An open crucible of platinum, quartz,
or base metal alloy. Before use in the calorimeter, heat treat
base metal crucibles for a minimum of 4 h at 500°C to ensure
the crucible surface is completely oxidized. Base metal alloy
crucibles are acceptable, if after three preliminary firings, the .
weight does not change by more than 0.0001 g.

6.8 Ignition Fuse—Ignition fuse of. 100-mm length and
0.16-mm (No.. 34 B&S gage) diameter or smaller. Nickel-.
chromium alloy (Chromel C) alloy, cotton thread, or iron wire
are acceptable. Platinum or palladium wire, 0.10-mm diameter
(No. 38 B&S gage), can be used provided constant ignition
energy is supplied. Use the same type and length (or mass) of
ignition fuse for calorific value deterrmnauons as used for
standardization.

6.9. Ignition Czrcuzt—A 6- to 30-V altematmg or direct
current is -required for ignition purposes. A step-down trans-
former connected to an alternating current circuit, capacitors,,
or batteries can be, used. For manually operated calorimeters,
the ignition circuit switch shall be of the. momentary double- :
contact type, normally open except when held closed by the
operator. An ammeter or pilot light can be used in the circuit to.
indicate when current is flowing,

6.10 Controller—For automated calorimeters, capable of
charging the bomb; filling the calorimeter vessel; firing the
ignition circuit; recording calorimeter : temperatures before,
during, and after the test; recording the balance weights; and
carrying out all necessary corrections and calculations.

6.11 -Crucible Liner—Quartz fiber or alundum for lining the
crucible to promote comiplete combustion of samples that do
not burn completely during the determination of the calonﬁc «
value. s
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7. Reagents

7.1 Reagent Water—Conforming to conductivity require-
ments for Type II of Specification D 1193 for preparation of
reagents and washing of the bomb interior.

7.2 Purity of Reagents—Use reagent grade chemicals con-
forming to the specification of the Committee on Analytical
Reagents of the American Chemical Society in all tests.’

7.3 Benzoic Acid—Standard (CzHs;COOH }—Pellets made
from benzoic acid available from the National Institute of
Standards and Technology (NIST) or benzoic -acid calibrated
against NIST standard material. The calorific value of benzoic
acid, for use in the calibration calculations, shall be traceable to
a recognized certificate value.

7.4 Oxygen—Manufactured from liquid air, guaranteed to
be greater than 99.5 % pure, and free of combustible matter.
Oxygen made by the electrolytic process contains small
amounts of hydrogen rendering it unfit unless purified by
passage over copper oxide at 500°C.

7.5 Titration Indicator—Methyl orange, methyl red, or
methyl purple for indicating the end point when titrating the
acid formed during combustion. The same indicator shall be
used for both calibration and calorific value determinations.

7.6 Standard Solution—Sodium carbonate (Na,CO;) or
other suitable standard solution. Dissolve 3.76 g of sodium
carbonate, dried for 24 h at 105°C in water, and dilute to 1 L.
One miillilitre of this solution is equivalent to 4.2 J (1.0 calorie)
in the acid titration.

8. Hazards

8.1 The following precautions are recommended for safe
calorimeter operation. Additional precautions are noted in
Practice E 144. Also consult the calorimeter equipment manu-
facturer’s installation and operating instructions before using
the calorimeter.

8.1.1 The mass of sample and any combustion aid as well as
the pressure of the oxygen admitted to the bomb shall not
exceed the bomb manufacturer’s specifications.

8.1.2 Inspect the bomb parts carefully after each use.
Replace cracked or significantly worn parts. Replace O-rings
and valve seats in accordance with manufacturer’s instruction.
For more details, consult the manufacturer.

8.1.3 Equip the oxygen supply cylinder with an approved
type of safety device, such as a relief valve, in addition to the
needle valve and pressure gage used in regulating the oxygen
feed to the bomb. Valves, gages, and gaskets shall meet
industry safety codes. Suitable reducing valves and adapters
for 3- to 4-MPa (300- to 500-psig) discharge pressure can be
obtained from commercial sources of compressed gas equip-
ment. Check the pressure gage annually for accuracy or after
any accidental over pressures that reach maximum gage
pressure. )

8.1.4 During ignition of a sample, the operator shall not
extend any portion of the body over the calorimeter.

7 Reagent Chemicals, American Chemical Society Specifications, American
Chemical Society, Washington, DC. For suggestions on the testing of reagents not
listed by the American Chemical Society, see Analar Standards for Laboratory
Chemicals, BDH Ltd., Poole, Dorset, U.K., and the United States Pharmacopeia
and National Formulary, U.S. Pharmacopeial Convention, Inc. (USPC), Rockville,
MD.

o
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8.1.5 Do not fire the bomb if the bomb has been dropped or
turned over after loading.

8.1.6 Do not fire the bomb if there is evidence of gas
leakage when the bomb is submerged in the calorimeter vessel.

8.1.7 For manually operated calorimeters, the ignition
switch shall be depressed only long enough to fire the charge.

9. Sample

9.1 The analysis sample is the material pulverized to pass
250-pm (No. 60) sieve, prepared in accordance with either
Practice D 346 for coke or Method D 2013 for coal.

10. Determination of the Heat Capacity of the
Calorimeter

10.1 Sample—Weigh 0.8 to 1.2 g of benzoic acid into a
sample holder. Record sample weight to the nearest 0.0001 g.

10.2 ‘Preparation of Bomb:

10.2.1 Rinse the bomb with water to wet internal seals and
surface areas of the bomb or precondition the calorimeter
according to the manufacturer’s instructions. Add 1.0 mL of
water to the bomb before assembly.

10.2.2 Connect a measured fuse in accordance with manu-
facturer’s guidelines.

10.2.3 Assemble the bomb. Admit oxygen to the bomb to a
consistent pressure of between 2 and 3 MPa (20 and 30 atm).
The same pressure is used for each heat capacity run. Control
oxygen flow to the bomb so as not to blow material from the
sample holder. If the pressure exceeds the specified pressure,
detach the filling connection and exhaust the bomb. Discard the
sample.

10.3 Preparation of Calorimeter:

10.3.1 Fill the calorimeter vessel with water at a tempera-
ture not more than 2°C below room temperature and place the
assembled bomb in the calorimeter. Check that no oxygen
bubbles are leaking from the bomb. If there is evidence of
leakage, remove and exhaust the bomb. Discard the sample.

10.3.2 The mass of water used for each test run shall be M
* 0.5 g where M is a fixed mass of water. Devices used to
supply the required mass of water on a volumetric basis shall
be adjusted when necessary to compensate for change in the
density of water with temperature.

10.3.3 With the calorimeter vessel positioned in the jacket
start the stirrers.

10.4 Temperature Observations Automated Calorimeters:

10.4.1 Stabilization—The calorimeter vessel’s temperature
shall remain stable over a period of 30 s before firing. The
stability shall be =0.001°C for an adiabatic calorimeters and
+0.001°C/s or less for an isoperibol calorimeter.

10.4.2 Extrapolation Method—TFire the charge, record the
temperature rise. The test can be terminated when the observed
thermal curve matches a thermal curve which allows extrapo-
lation to a final temperature with a maximum uncertainty of
+0.002°C.

10.4.3 Full Development Method—Fire the charge and
record the temperature rise until the temperature has stabilized
for a period of 30 s in accordance with the stability require-
ments specified in 10.4.1.

10.5 Temperature Observations Manual Calorimeters:

10.5.1 When using ASTM Thermometers 56C, estimate all
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readings to the nearest 0.002°C. When using ASTM Thermom-
eters 115C, 116C, or 117C, estimate readings to 0.001°C and
25-Q) resistance thermometer readings to the nearest 0.0001 .
Tap or vibrate mercury thermometers just before reading to
avoid errors caused by mercury sticking to the walls of the
capillary.

10.5.2 Allow 5 min for the temperature of the calorimeter
vessel to stabilize. Adjust the jacket temperature to match the
calorimeter vessel temperature within 0.01°C and maintain for
3 min.

10.5.3 Fire the charge. Record the time as a and the
temperature as z,.

10.5.4 For adiabatic calorimeters adjust the jacket tempera-
ture to match that of the calorimeter vessel temperature during
the period of the rise. Keep the two temperatures as equal as
possible during the period of rapid rise. Adjust to within
0.01°C when approaching the final stabilization temperature.
Record subsequent readings at intervals no greater than 1 min
until three successive readings do not differ by more than

*0.001°C. Record the first reading after the rate of change has -

stabilized as the final temperature ¢, and the time of this reading .

as ¢. For isoperibol calorimeters, when approaching the final
stabilization temperature, record readings until three succes-
sive readings do not differ by more than 0.001°C per min.
Record the first reading after the rate of change has stabilized
as the final temperature as 7, and the time of this reading as c.

10.5.5 Open the calorimeter and remove the bomb. Release
the pressure at a uniform rate such that the operation will not

be less than 1 min. Open the bomb and examine the bomb

interior. Discard the test if unburned sample or sooty deposits
are found. -
10.6 Thermochemical Corrections (see Appendix X1):
10.6.1 Acid Correction (see X1.1)—One may use either the

titration (10.6.1.1) or calculated titration (10.6.1. 2) procedure

for coal and coke samples.

10.6.1.1 Titration Method—Wash the interior of the bomb -

with distilled water containing the titration indicator (see 7.5)
until the washings are free of acid and combine with the rinse
of the capsule. Titrate the washings with the standard solutions
(see 7.6) using a titration indicator, or a pH or millivolt meter.
The number of millilitres of standard Nz12CO3 used in the
titration shall be taken as el.

10.6.1.2 Calculated Titration Method—Each calorimeter
system shall be tested at several energy levels with benzoic
acid pellets weighing 0.8, 1.0, and 1.2 g. This range corre-
sponds to the optimum energy levels of 5000 through 8000
calories. Two runs shall be made at each weight. Plot millilitres
of titrant (y) versus temperature rise, degree C (x), for each
calibration and use linear regression to determine the formula
for the line y = m (x) + b (see Fig. 1). The resulting formula for
a line is the equation for determining the calculated millilitres
of titrant (el). The calculated titrant = m (x) + b where m and
b have been determined by linear regression. The temperature
rise (x) for each test shall be plotted on the graph to determine
the calculated acid correction (el) or determined from the
equation y = mx + b.

kL)
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7 9 0 " 12 13
) Temperature Rise (°C)
FIG. 1 Titration Versus Temperature Rise
Example:
Sample Measured Temperature
wt., g Titration Rise (x) -
)}
0.7643 78 7.7443
0.8104 70 82188
1.0392 11.0 10.5114
1.0506 10.3 ! 10.6420
1.1539 105 " 11.6584
12562 13.0 12.6491
y=mx)+b ' 6

Using regression analysis, the above data yield the following
data: slope = 1.0826, 1ntercept = ~1.1496, and the equiation
for the millilitres of titrant = y = 1.0826x — 1.1496. ‘

With any given temperature rise (x), the value y (el) may be .
determined. , . :

NotE 2—m above represents the slope of the line, whereas in other
references in this method m represents mass: :

Note 3—Regression analysis to determine the equatlon for the millili-
tres of titrant (el) is to be done without forcing the data through zero.

10.6.2 Fuse Correction (see X1.3)—Determine the fuse
correction using one of the two alternatives:

10.6.2.1 Measure the combined pieces of unburned ignition’
fuse and subtract from the original length to determine the fuse
consumed in firing according to Eq 2.

e2=K Xl 2
wherer ’
€2 = the correction for the beat of combustlon of the firing
fuse,
[ = the length of fuse consumed during combustion, -
K, = 0.96 J/mm (0.23 cal/mm) for No. 34 B&S gage
Chromel C, .
K, = 1.13 J/mm (O 27 cal/mm) for No. 34 B&S gage iron
wire, and ;
K, = 0.00 J/mm for platinum or palladium wire provided
. the ignition energy-is constant. ;
or;. - = ' «

10.6.2.2 Weigh.the combined pieces of unburmed fuse and
subtract from. the original weight to determine the weight in
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milligrams of the fuse consumed in firing (#2). Remove any ball
of oxidized metal from the ends before weighing.

e2=K,Xm 3)
where: ‘ 7
e2 = the correction for the heat of combustion of the firing
m = fﬁge\;vei ght int mg of fuse consumed during combus-
K, = ‘tsl.%ni/mg (1.4 cal/mg) for No. 34 B&S gage Chromel
K, = gs J/mg (1.8 cal/mg) for No. 34 B&S gage iron wire,
K, = ?)%10 J/mg for platinum or palladium wire provided

the ignition energy is constant.
When cotton thread is used, employ the correction in J
recommended by the instrument manufacturer.
10.7 Calculation of the Corrected Temperature Rise—
Compute the corrected temperature rise, ¢, as follows:

t=t.—t,+C,+C +C, (€]

where

t = corrected temperature rise, °C;

I, = initial temperature reading at time of firing;

t. = final temperature reading;

C, = thermometer, emergent stem correction (see Eq Al.4);
C, = radiation correction (see Eq A1.2); and

C, = thermometer setting correction (see Eq A1.3).

10.7.1 The temperature rise in isoperibol calorimeters re-
quire a radiation correction.

10.7.2 Beckman differential thermometers require a setting
correction and an emergent stem correction.

10.7.3 Solid-stem ASTM Thermometers 56C do not require
emergent stem corrections if all tests are performed within the
same 5.5°C interval. If the operating ternperature range is
beyond this limit, a differential emergent stem correction shall
be applied. “

10.8 Calculation of the Heat Capacity—Calculate the heat
capacity (E) of the calorimeter using the following equation:

E=[(H,Xm)+ el + 2]/t (5)

where:

E = the calorimeter heat capacity, J/°C; .

H_, = heat of combustion of benzoic acid, as stated in the
certificate, J/g;

m = mass of benzoic acid, g;

el = acid correction from 10.6.1 from either the titration
method (10.6.1.1) or the calculated titration

. (10.6.1.2)
e2 fuse correction from 10.6. 2, J; and

t = corrected temperature rise from 10.7,°C.
10.8.1 Using the procedures described in 10.1-10.8 com-
plete a total of ten acceptable test runs. An individual test shall
be rejected only if there is evidence of incomplete combustion.
10.8.2 The relative standard deviation of the heat capacity
of ten acceptable test runs shall:be 0.15 % or less of the average
energy equivalent. If after considering the possibility‘of outli-
ers using criterion established in Practice E 178, this limit is
not met, one should review operation of the calorimeter for any

assignable cause which should be cortected before repeating’
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the series. Table 1 summarizes a'series of heat capacity runs.
This table would be applicable regardless of the unit of
measute for the heat capacity.

11. Heaf Capacity Checks

11.1 The heat capacity value shall be checked a minimum of
once a month, after changing any part of the calorimeter, or
after changing the oxygen supply. Two procedures are avail-
able for heat capacity check: Standard Method and Rolling
Average Method.

Note 4—Although it is only required to check the heat capacity once a
month, this may be inadequate. A more frequent check of heat capacity
values is recommended for laboratories making a large number of tests on
a daily basis. The frequency of the heat capacity check should be
determined to minimize the number of tests that would be affected by an
undetected shift in the heat capacity values.

11.2 Standard Method:

11.2.1 A single new heat capacity test value shall not differ
from the existing heat capacity value by more than £0.17 %. If
this requirement is met, the existing heat capacity value is
acceptable. For example: existing heat capacity value is 2402
cal/°C. 2402 cal/°C X 0.0017 = 4.1 cal/°C. If single test value
is within 4.1 cal/°C of the 2402 cal/°C value, then the existing
heat capacity ‘value is still acceptable.

11.2.2 If the requirements given in 11.2.1 are not met, an
additional heat capacity test shall be run. The difference
between the two new heat capacity values shall not exceed
0.21 % of the existing heat capacity value. The average of the
two new heat capacity values shall not differ from:the existing
heat capacity value by more than +0.13, %. If this requirement
is met, the existing heat capacity value is acceptaple.

11.2.3 If the requirements given in 11.2.2 are not met, two
more heat capacity tests shall be run. The range of the four new
test values shall not exceed 0.33 % of the existing heat capacity
value. The avérage of the four new heat capacity values shall
not differ from the existing heat cdpacity value by more than
+0.08 %. If this requirement is met, the ex1st1ng heat capac1ty
value is acceptable.

11.2.4 If the requirements given in 11.2.3 are not met, a fifth
and sixth heat capacity test shall be run. The range-of the six
new test values shall not exceed 0.42 % of the existing heat
capacity value. The average of the six new heat capacity values

TABLE 1 Heat Capacity Runs

Note—Variance = s? = {Sum Column C — [(Sum Column B)2/10]y/9 = 89.51.

Standard Deviation = s = /52 = 9.46.
Relative Standard Deviation = (s/Average) X 100 = 0.09 %.
Column A Column B
N?muger Heat Capacity, Difference From (g;tl:: ;2 '
) ) J/°C Average )
1 10 257.7 +4.2 17.6
2 10 249.3 -4.2 17.6
"3 10 270.2 +16.7 278.9
4 10 253.5 0.0 0
5 10 245.1 -84 70.6
6 10 249.3 -4.2 17.6
7 102409 -12/6% 158.8
8 10 266.0 i +12.5 ¢ 156.3
9 10 257.7 +4.2 17.6,
10 10 2451 -84 70.6
SUM -0.2 805.6
AVERAGE E = 10 253.5
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shall not differ from the existing heat capacity value by more
than *0.08 %. If these requirements are met, do not change the
existing heat capacity value.

11.2.5 If the requirements given in 11.2.4 are not met, four
more heat capacity tests shall be run. The range of the ten new
test values shall not exceed 0.50 % of the existing heat capacity
value. The average of the ten new heat capacity values shall not
differ from the existing heat capacity value by more than
+0.04 %. If this requirement is met, the existing heat capacity
value is acceptable.

11.2.6 If requirements given in 11.2.5 are not met, the
average value from the ten new test values shall be used to
determine a new heat capacity value provided the relative
standard deviation of the ten values does not exceed 0.15 %.

11.2.7 The summary of the numerical requirements at each
step in checking the heat capacity is given in Table 2.

11.3 Rolling Average Method:

11.3.1 Asingle new heat capacity value shall not differ from
the existing heat capacity value by more than *£0.17 %.

11.3.2 Values that serve to confirm existing heat capacity
values will be included with the original 10 calibration tests
until a total of 20 tests are made. These tests will comprise a
database for calculating the mean heat capacity value provided

the relative standard deviation of the 20 values does not exceed-

0.15 %. Any new calibration check beyond the 20 tests will -

replace the oldest value in the heat capacity database of 20
tests. A maximum relative standard deviation of 0.15 % shall
be maintained for the heat capacity database of 20 tests.

11.3.3 When using a rolling average, the heat capacity data
must be continually evaluated for four indications of out-of-
control conditions: first, seven consecutive results are higher
than the mean; second, seven consecutive results are lower
than the mean; third, seven consecutive results are continually
increasing; and fourth, seven consecutive results are continu-
ally decreasing.

11.3.4 Out-of-control trends indicate that the calonmeter
operation is suspect and causes should be identified. Whether
or not causes are identified, the calorimeter should be recali-
brated according to the procedure in Section 10.

12. Procedure for Coal and Coke Samples

12.1 Weigh 0.8 to 1.2 g of sample into a sample holder.
Record the weight to the nearest 0.0001 g (see 12.6.3).

12.2 Follow the procedures as described in 10.2-10.5 for
determination of heat capacity. The starting temperature for
determinations shall be within =0.5°C of that used in the
determination of the heat capacity.

TABLE 2 Numerical Requirements

Number of Maximum Range Maximum Difference
Check Runs ((Enmax = Enmin) Eo) X 100 {(Enay = E2)/Es) X 100
T +0.17
2 0.21 +0,13
4 0.33 +0.08
6 0.42 - +0.08
10 0.50 +0.04

E, is the existing heat capacity value.

Eqmin is the minimum reading in group of heat capacity check runs. .
Enmax is the maximum reading in a group of heat capacity check runs
Enav is the average of the group of heat _capacity check runs.

12.3 Carry out a moisture determination in accordance with
Test Method D 3173 or Test Methods D 5142 on a separate
portion of the analysis sample preferably on the same day but
not more than 24 h apart from the calorific value determination
so that reliable corrections to other bases can be made.

12.4 Conduct the sulfur analysis in accordance with Test
Methods D 3177 or D 4239. From the weight % sulfur, calcu-
late the sulfur corrections (see X1.2):

e3=1552)/g X § X m(13.18 cal/lg X S X m) 6)
.where:
e3 = a correction for the difference between the heat of
formation of H,SO, from SO, with respect to the
formation of HNO;, J;
§ = wt % sulfur in the sample; and
m = mass of sample from 12.1, g.

12.4.1 When titration method is used (see 10.6.1.1), the
sulfur correction is
€3 =155.18J/g X § X mor(13.18 cal/g X S X m) (@)

12.4.2 When the calculated titration method is used (see
10.6.1.2), the sulfur correction is

e3=9451J/g X § X mor(22.57 callg X § X m) " ®)

12.5 For eight mesh samples, analyze coals susceptible to
oxidation within 24 h of preparation. ‘

12.6 Coal or coke that do not burn completely can be treated
as follows:

12.6:1 Usea crumble liner of the type recornmended in 6.11.

12.6.2 Use a combustion aid such as benzoic acid, ethylene
glycol, mineral oil or a gelatin capsule. A minimum of 0.4 g of
combustion aid shall be used. Record the weight to the nearest
0.0001 g. Calculate the correction for use of a combustion aid
using the following:

e4 = Ha X ma )
where:
e4 = correction for use of a combustion aid, .
Ha = heat of combustion of the combustion aid J/g (cal/g),
‘ and
ma = mass of combustion ald g

,12.6.3 Vary the mass of the sample to obtain good 1gmt10n ’
and so that the total heat generated is the same as the heat
generated during calibration.

13. Calculations

. 13.1 Gross Calorific Value—Calculate the gross calorific
value Q,,, (gross) using the following equation:

Qyaa (gr088) = [(tE,) — el — €2 — €3 — ed)im (10)

where: o ’ .

Quaq (gross) = gross calorific value at constant volume as
determined, J/g (cal/g); ’

E, = the heat capacity-of the calorimeter, J/°C
(cal/°C); :

t = corrected temperature rise accordlng to -
10.7, °C; o v

el = acid correction according to 10.6.1, J;

e2 = fuse correction according to 10.6.2, J;
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e3 = sulfur correction detérmined according to
» 12.4, T;
e4 =- combustion aid correction determined ac-
cording to 12.7, J; and
m = mass of the sample, g.

13.1.1 See Appendix X1.2.3 for an example calculation.
13.2 Net Calorific Value—Calculate the net calorific value
0, (net) as follows:

o, (net) = Q,,, (gross) — 215.5J/g X H,,, (11)
or:
(Q, (net),, = Q,,, (gross) — 92.67 Btw/lb X H,,) (12)
where:
O, (net) = net calorific value, at constant pressure;

gross calorific value, at constant volume,
as-received basis; and

QO (81088)

H, = total hydrogen, %, as-received basis, where
hydrogen includes hydrogen in the sample
moisture.

Example:

Calorific value as determined Q,,, (gross) = 31 420 J/g

Moisture, as determined M, = 2.13 wt %

Moisture, as received M,, = 8.00 wt %

Hydrogen, as determined H,, = 5.00 wt %

Q.ar (gross) = Q. (gross) X [(100 — M, )/(100 - M, )] =
31 420 J/g X [(100 — 8.00)/(100 - 2.13)] = 29 535 J/g

H,, = [(H,;~0.1119 X M,)X {(100 = M,,)/(100 — M,;)}]
+0.1119 M, = [(5.00 - 0.1119 X 2.13) X {(100 = 8.00)/(100
- 2.13)}+ 0.1119 X 8.0 = 5.37

Qp (net) = 29535J)/g — (215.5 X 5.37) = 29 535 J/g — 1153
J/g = 28 388 J/g

14. Report

14.1 Report the calorific value as Q,,,, (gross) along with the
moisture of the sample as determined M, from 12.3.

14.2 The results of the calorific value can be reported in any
of a number of bases differing in the manner the moisture is
treated. Procedures for converting the value obtained on an
analysis sample to other bases are described in Practice
D 3180.

15. Precision and Bias

15.1 Manual Calorimeters:

15.1.1 Repeatability—The difference in absolute value be-
tween two test results calculated to a dry basis (Practice
D 3180) performed on two separate test portions of the same
analysis sample of 250-pm (No. 60) coal in the same labora-
tory, by the same operator, using the same equipment with the
same heat capacity value shall not exceed the repeatability
interval I(r) of 115 J/g (50 Btwlb) more than 5% of such
paired values (95 % confidence level). When such a difference
is found to exceed the repeatability interval, there is reason to
question one or both of the test results.

15.1.2 Reproducibility—The difference in absolute value
between test results calculated to a dry basis (Practice D 3180)
performed in different laboratories on representative analysis
samples of 250-ym (No. 60) coal shall not exceed the repro-
ducibility interval I(r) of 250 J/g (100 Btu/1b) more than 5 % of
such paired values (95 % confidence level). When such a
difference is found to exceed the reproducibility interval there
is reason to question one or both of the test results.

15.1.3 Bias—3Bias in the determination of the gross calorific
value is eliminated provided samples are treated identically to
the benzoic acid used in the determination of the calorimeter
heat capacity.

15.2 Automated Calorimeters:

15.2.1 Repeatability—The repeatability has not been deter-
mined. ,

15.2.2 Reproducibility—The reproducibility has not been
determined.

15.2.3 Bias—Bias in the determination of the gross calorific
value is eliminated provided samples are treated identically to
the benzoic acid used in the determination of the calorimeter
heat capacity.

16. Keywords

16.1 adiabatic calorimeter; bomb calorimeters; calorific
value; calorimeter; coal; coke; isoperibol bomb calorimeter

ANNEX

(Mandatory Information)

Al. THERMOMETRIC CORRECTIONS

Al.l  Thermometer Corrections—The following correc-
tions shall be made:

AL1.1.1 Calibration Correction, shall be made in accordance
with the calibration certificate furnished by the calibration
authority.

Al1.1.2 Radiation Corrections—Radiation corrections are
required to calculate heat loss or gain to the isoperibol water

jacket. They are based on the Dickinson formuia® the
Regnault-Pfaundler formula,® or the U.S. Bureau of Mines
method.!® The same method of determining the radiation
correction shall be used consistently in the determination of

® Dickinson, H. C., Bulletin, U.S. Bureau of Standards, Vol. 11, 1951, p. 189.

° Pfaundler, L., Annalen der Physik (Leipzig), ANPYA, Vol. 129, 1966, p. 102.

10 “Methods of Analyzing & Testing Coal and Coke” ULS. Bureau of Mines
Bulletin 638, XMBUA, 1967, pp. 16-17.
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heat capacity and sample measurements.
Al.1.2.1 Dickinson Formula:

C.o=—rlX(b—a)—r2X(c—b) (AL
where:
C, = radiation correction;
rl = rate of rise in temperature per minute in the prelimi-
nary petiod;
r2 = rate of rise of temperature per minute in the final
period (if temperature is falling, 72 is negative;
ta = firing temperature;
tc = final temperature, being the first temperature after
which the rate of change is constant;
a = time at temperature fa, min;
b = time at temperature fa + 0.60 (ic — ta), min; and
¢ = time at temperature fc, min.
Al.1.2.2 Regnault-Pfaundler Formula:
C,=nrl +k§ (A1.2)
where
C,. = radiation correction,
n = number of minutes in the combustion period,
k=(rl —r2)/ (& =1, (A1.3)
(Al.4)

S=tm—1+ (12t + thnt’

= average temperature during the preliminary period,
¢ = average temperature during the final period,

~rl, 2 see A1.1.2.1,

1, t2, ... tn = successive temperature recorded during the
combustion period, at 1-min intervals, and

m—1=sum of t1,i2,83...tn—1 (A1.5)

Al1.1.2.3 Bureau of Mines Method—A table of radiation
corrections can be established so that only the initial and final
readings are required to determine the calorific value of a fuel.
This can be done by carrying out a series of tests using the
procedure described in Section 10, using the following condi-
tions. Regulate the amount of sample burned so that a series of
determinations is made in which different temperature rises are
obtained. For all determinations, keep the water jacket tem-
perature constant, fire the bomb at the same initial temperature,
and have the same time, ¢ — a, elapse (=2 s) between the initial
and final readings. Determine the radiation corrections for each
of the series of temperature rises using the Dickinson method
(see Al.l1.2.1), or the Regnault-Pfaundler method (see
A1.1.2.2). These corrections are constant for a given tempera-
ture rise. From the series of readings, a table or graph is plotted
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to show radiation correction versus temperature rise. Once the
table or graph is established, the radiation corrections can be
obtained from it until there is a major change in the equipment.

Al.1.3 Setting Correction

This is necessary for the Beckman thermometer. It shall be
made in accordance with the directions furnished by the
calibration authority.

Al.1.4 Differential Emergent Stem Correction
~ The calculation of differential stem correction depends upon
the way the thermometer was calibrated and how it is used.
Two conditions are possible.

Al.1.4.1 Thermometers Calibrated in Total Immersion and
Used in Partial Immersion

This emergent stem correction is made as follows:

Ce=K(f=t)tf+ti—L—T (A1.6)
where: .
Ce = emergent stem correction,
K = 0.000 16 for thermometers calibrated in °C,
L = scale reading to which the thermometer was im-
) mersed,
T = mean temperature of emergent stem,
#i = initial temperature reading, and
i = final temperature reading.
Example:

A thermometer was immersed to 16°C; its initial reading, #,
was 24.127°C; its final reading, ¢, was 27.876; the mean
temperature of the emergent stem, T, was 26°C. i

Ce = 0.000 16 X (28 — 24) X (28 + 24 — 16 — 26) = 0.0064°C -
(AL7)

Al1.1.4.2 Thermometers Calibrated and Used in Partial
Immersion, But at a Different Temperature Than the Calibrated
Temperature:

. Ce=K(if = ti)(tc‘ - ‘ta)-

(AL1.8)
where:
Ce = emergent stem correcmon, :
K =-0.000 16 for thermometers cahbrated in °C
i - = initial temperature reading, -
ff = final temperature reading,
to = observed stem temperature, and :
fc = -stem temperature at which the thermometer was
calibrated. ! e
Example:

A thermometer has an mmal reading, #i, 27°C; a final
reading, #, 30°C; the observed stem temperature, fo, 28°C; and
the calibration temperature, ¢, 22°C.

Ce = 0:000 16 X (30 — 27) X (28 = 22)

O 003°C (AL9)
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APPENDIX

(Nonmandatory Information)

X1. THERMOCHEMICAL CORRECTIONS

X1.1 Energy of Formation of Nitric Acid (HNO;):

X1.1.1 A correction, el, (10.6.1) is applied for the forma-
tion of nitric acid. ‘

X1.1.2 (1) HNO; is formed in the calorimeter by the
following reaction:

112 N, (g) + 5/40, (g) + 1/2 H,0 (1)

= HNO, (in 500 mol H,0)
(X1.1)

X1.1.3 () the energy of formation of HNO 5 in approxi-
mately 500 mol of water under bomb conditions is minus 59.0
kJ/mol (14.09 Kcal/mole).!!

X1.1.4 Normal convention assigns a negative value for a
heat of formation that is exothermic. By definition, heat
released from combustion processes are expressed as positive
values. Hence, the negative factors developed for nitric and
sulfuric acid corrections are expressed as positive values in the
calculations.

X1.1.5 A convenient concentration of Na,CO ; is 3.76-g
Na,CO4/L. which gives el =V where V is the volume of
Na,CO; in millilitres. When H,SO, is produced during the
conibustion of coal or coke, a part of the correction for H,SO,
is present in the el correction. The remainder is in the €3
correction (see X1.2).

X1.2 Energy of Formation of Sulfuric Acid (H,S0,)—By
definition (see Terminology D 121), the gross calorific value is
obtained when the product of the combustion of sulfur in the
sample is SO,(g). However, in actual bomb combustion
processes, all the sulfur is found as H,SO, in the bomb
washings.

X1.2.1 A correction ¢ 3 is applied for the sulfur that is
converted to H,SO,. This correction is based upon the energy
of formation of H,SO , in solutions, such as will be present in
the bomb at the end of a combustion from SO,. This energy is
taken as —~303.0 kJ/mol.!?

X1.2.2 When the bomb washings are titrated, a correction of
2 X 59.0 kJ/mole of sulfur is applied in the el correction so
that the additional correction that is necessary is the difference
in the heats of formation for nitric and sulfuric acid and this
correction is —303.0 = (-2 times 59.0) = —185 'kJ/mol,

or = —58 J/g (13.8 cal/g) of sulfur times the weight of sample
in grams times percent sulfur in sample.

X1.2.3 If a 1-g sample is burned, the resulting H ,SO,
condensed with water formed on the walls of the bomb will
have a ratio of about 15 mol of water to 1 mol of H,SO 4. For
this concentration, the energy of the reaction under the condi-
tions of the bomb process is =303 kJ/mole.

! Mott, R. A., and Parker, C., “Studies in Bomb Calorimetry IV—Corrections,”
Fuel, FUELB, Vol. 34, 1955, p. 303-316.
12 Calculated from data in National Bureau of Standards Circular 500.
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SO, (g) + 1/2 0, (g) + H,0 (1) = H,S0, (in 15 mo of H,0)
(X1.2)

X1.2.4 The values above are based on a sample containing
approximately 5 % sulfur and approximately 5 % hydrogen.
The assumption is also made that the H,SO, is dissolved
entirely in the water condensed during combustion of the
sample.!? .

X1.2.5 For different sample weights or sulfur content, or
both, the resultant normality of acid forméd can be different,
and therefore, the normality of titrant must be adjusted accord-
ingly. Basing the calculation upon a sample of comparatively
large sulfur content reduces the possible overall errors, be-
cause, for small percentages of sulfur, the correction is smaller.

X1.3 Fuse Correction—The energy required to melt a
platinum or pafladium wire is constant for each experiment if
the same amount of platinum or palladium wire is used. As the
energy is small, its effect is essentially cancelled out in the
relationship between the standardization experiments and the
calorific value determinations, and it can be neglected.

X1.4 Reporting Results in Other Units:

X1.4.1 The gross calorific value can be expressed in joules
per gram, calories per gram, or British thermal units per pound.
The relationships between these units are given in the table
below:

1 Btu = 1055.06 J
1 calorie = 4.1868 J

1 J/g = 0.430 Btu/lb
1 J/g = 0.239 callg
1 cal/g = 1.8 Btu/lb

X1.5 Sample Calculations:

X1.5.1 Heat Capacity:
E =[(HcX m)+el +e2]/t
Hc =264351]/g,
m = 1.0047 g,
el = 43-] acid correction,
e2 = 55-] fuse correction,
t = 2.6006°C,
= [(26 435 Y/g X 1.0047 g) + 43 T+ 55 J1/2. 6006°C, and
= 10250.4 JeC.

X1.6 Heat of Combustion:

O,ua (gross) = [(tE)— el — e2— €3~ ed)im;
E,=10250.4 J/°C;

t = 2.417°C, .

el = 77-J acid correction,;

e2 = 52-J fuse correction;

€3 = 58 X 1.24 % X 0.7423 g, sulfur correction;

e4 = 46 025 J/g X 0.2043 g, combustion aid correction;
m = 0.7423 g, mass of sample;

13 Mott, R. A., and Parker, C., “Studies in Bomb Calorimetry IX—Formation of
Sulfuric Acid,” Fuel, Fuel B, Vol. 37, 1958, p. 371.
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Qaq = [(10250.4 J/°C X 2.417°C) =77 T -52 J-53
J —9403 J]/0.7423 g; and

O\ua = 20 464 /g,

The American Society for Testing and Materials takes no position respecting the validity of any patent rights asserted in connection
with any item mentioned in this standard. Users of this standard are expressly advised that determination of the valld/ty of any such

patent rights, and the risk of infringement of such rights, are entirely their own respons:b/l)ty

This standard is subject to revision at any time by the responsible technical committee and must be reviewed every five years and
if not revised, either reapproved or withdrawn. Your comments are invited either for revision of this standard or for additional standards
and should be addressed to ASTM Headquarters. Your comments will receive careful consideration at a meeting of the responsible
technical committee, which you may attend.. If you feel that your comments have not received a fair hearing you should make your

views known to the ASTM Committee on Standards, 100 Barr Harbor Drive, West Conshohocken, PA 19428,

515

1058







1060



Designation: D 6216 — 98

Standard Practice for

An American National Standard

Opacity Monitor Manufacturers to Certif’y Conformance with
Design and Performance Specifications

This standard is issued under the fixed designation D 6216; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilon (e) indicates an editorial change since the last revision or reapproval.

1. Scope

1.1 This practice covers the procedure for certifying con-
tinuous opacity monitors. It includes design and performance
specifications, test procedures, and quality assurance require-
ments to ensure that continuous opacity monitors meet mini-
mum design and calibration requirements, necessary in part,
for accurate opacity monitoring measurements in regulatory
environmental opacity monitoring applications subject to 10 %
or higher opacity standards.

1.2 This practice applies specifically to the original manu-
facturer, or to those involved in the repair, remanufacture, or
resale of opacity monitors.

1.3 Test procedures that specifically apply to the various
equipment configurations of component equipment that com-
prise either a transmissometer, an opacity monitor, or complete
opacity monitoring system are detailed in this practice.

1.4 The specifications and test procedures contained in this
practice exceed that of the United States Environmental
Protection Agency (USEPA). For each opacity monitor or
monitoring system that the manufacturer demonstrates con-
formance to this practice, the manufacturer may issue a
certificate that states that that opacity monitor or monitoring
system conforms with all of the applicable design and perfor-
mance requirements of 40 CFR 60, Appendix B, Performance
Specification 1 except those for which tests are required after
installation.

2. Referenced Documents

2.1 ASTM Standards:

D 1356 Terminology Relating to Sampling and Analysis of
Atmospheres?

2.2 U.S. Environmental Protection Agency Document:>

40 CFR 60 Appendix B, Performance Specification 1

2.3 Other Documents:

ISO/DIS 9004 Quality Management and Quality System
Elements-Guidelines?

! This practice is under the jurisdiction of ASTM Committee D-22 on Sampling
and Analysis of Atmospheres and is the direct responsibility of Subcommittee
D22.03 on Ambient Atmospheres and Source Emissions.

Current edition approved Feb. 10, 1998. Published April 1998.

2 Annual Book of ASTM Standards, Vol 11.03.

® Available from Superintendent of Documents, U.S. Government Printing
Office, Washington, DC 20402.

“# Available from American National Standards Institute, 11 W. 42nd St., 13th
floor, New York, NY 10036.

ANSI/NCSL Z 540-1-1994 Calibration Laboratories and
Measuring Equipment - General Requirements*
NIST 260-116 - Filter calibration procedures®

3. Terminology

3.1 For terminology relevant to this practice, see Terminol-
ogy D 1356.
3.2 Definitions of Terms Specific to This Standard:

Analyzer Equipment

3.2.1 opacity, n—measurement of the degree to which
particulate emissions reduce (due to absorption, reflection, and
scattering) the intensity of transmitted photopic light and
obscure the view of an object through ambient air, an effluent
gas stream, or an optical medium, of a given pathlength.

3.2.1.1 Discussion—Opacity (Op), expressed as a percent,
is related to transmitted light, (T) through the equation:

Op = {1-T) (100). )

3.2.2 opacity monitor, n—an instrument that continuously
determines the opacity of emissions released to the atmo-
sphere. ‘

3.2.2.1 Discussion—An opacity monitor includes a trans-
missometer that determines the in-sifu opacity, a means to
correct opacity measuréments to equivalent single-pass opacity
values that would be observed at the pathlength of the emission
outlet, and all other interface and peripheral equipment neces-
sary for continuous operation. )

3.2.2.2 Discussion—An opacity monitor may include the
following: ( 1) sample interface equipment such as filters and
purge air blowers to protect the instrument and minimize
contamination of exposed optical surfaces, (2) shutters or other
devices to provide protection duting power outages or failure
of the sample interface, and ( 3) a remote control unit to
facilitate monitoring the output of the instrument, initiation of
zero and upscale calibration checks, or control of other
capacity monitor functions.-

3.2.3 opacity monitor model, n—a specific transmissometer
or opacity monitor configuration identified by the specific
measurement system design, including: (1) the use of specific
light source, detector(s), lenses, mirrors, and other optical
components, (2) the physical arrangement of optical and other

5 Available from National Institute of Standards and Technology, Gaithersburg,
MD 20899.

Copyright © ASTM, 100 Barr Harbor Drive, West Conshohocken, PA 19428-2959, United States.
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principal components, (3) the specific electronics configuration
and signal processing approach, ( 4) the specific calibration
check mechanisms and drift/dust compensation devices and
approaches, and (5) the specific software version and data
processing algorithms, as implemented in a particular manu-
facturing process, at a particular facility and subject to an
identifiable quality assurance system.

3.2.3.1 Discussion—Changing the retro-reflector material
or the size of the retro-reflector aperture is not considered to be
a model change unless it changes the basic attributes of the
optical system.

3.2.4 opacity monitoring system, n—the entire set of equip-
ment necessary to monitor continuously the in-stack opacity,
average the emission measurement data, and permanently
record monitoring results.

3.2.4.1 Discussion—An opacity monitoring system includes
at least one opacity monitor with all of its associated interface
and peripheral equipment and the specific data recording
system (including software) employed by the end user. An
opacity monitoring system may include multiple opacity moni-
tors and a common data acquisition and recording system. .

3.2.5 optical density (OD), n—a logarithmic measure of the
amount of incident light attenuated.

3.2.5.1 Discussion—OD is related to transmittance and
opacity as follows:
OD = log;, (U/T) = —logy, (T) = —log, (1-Op), @
where Op is expressed as a fraction.

3.2.6 transmittance, n—the fraction of incident light within
a specified optical region that passes through an optical
medium. ] . o

3.2.7 transmissometer, n—an instrument that passes light
through a particulate-laden effluent stream and measures in situ
the optical transmittance of that light within a specified
wavelength region.

3.2.7.1 Discussion—Single-pass transmissometers consist
of a light source and detector components mounted on opposite
ends of the measurement path. Double-pass instruments consist
of a transceiver (including both light source and detector
components) and a reflector mounted on opposite ends of the
measurement path.

3.2.7.2 Discussion—For the purposes of this practice, the
transmissometer includes the following mechanisms (1) means
to verify the optical alignment of the components and (2)
simulated zero and upscale calibration devices to check cali-
bration drifts when the instrament is installed on a stack or
duct.

3.2.7.3 Discussion—Transmissometers are sometimes re-
ferred to as opacity analyzers when they are configured to
measure opacity.

Analyzer Zero Adjustments and Devices

3.2.8 dust compensation, n—a method or procedure for
systematically adjusting the output of a transmissometer to
account for reduction in transmitted light reaching the detector
(apparent increase in opacity) that is specifically due to the
accumulation of dust (that is, particulate matter) on the
exposed optical surfaces of the transmissometer.

3.2.8.1 Discussion—The dust compensation is determined

relative to the previous occasion when the exposed optics were
cleaned and the dust compensation was reset to zero. The
determination of dust accumulation on surfaces exposed to the
effluent must be limited to only those surfaces through which
the light beam passes under normal opacity measurement and
the simulated zero device or equivalent mechanism necessary
for the dust compensation measurement. .

3.2.8.2 Discussion—The dust accumulation for all of the
optical surfaces included in the dust compensation method
must actually be measured. Unlike zero drift, which may be
either positive or negative, dust compensation can only reduce
the apparent opacity. A dust compensation procedure can
correct for specific bias and provide measurement results
equivalent to the clean window condition. ,

3.2.8.3 Discussion—The opacity monitor must provide a
means to display the level of dust compensation. Regulatory
requirements may impose a limit on the amount of dust
compensation that can be applied and require that an alarm be
activated when the limit is reached.

3.2.9 external zero device, n—an external device for check-
ing the zero alignment of the transmissometer by simulating
the zero opacity condition for a specific installed opacity
monitor.

3.2.10 simulated zero device, n—an automated mechanism
within the transmissometer that produces a simulated clear path
condition or low level opacity condition. ,

3.2.10.1 Discussion—The simulated zero device is used to
check zero drift daily or more frequently and whenever
necessary (for example, after corrective actions or repairs) to
assess opacity monitor performance while the instrument is
installed on the stack or duct.

3.2.10.2 Discussion—The proper response to the simulated
zero device is established under clear path conditions while the
transmissometer is optically aligned at the installation path-
length and accurately calibrated. The simulated zero device is
then the surrogate, clear path calibration value, while the
opacity monitor is in service. .

3.2.10.3 Discussion—Simulated zero checks do not neces-
sarily assess the optical alignment, the reflector status (for
double-pass systems), or the dust contamination level on all
optical surfaces. (See also 6.9.1.)

3.2.11 zero alignment, n—the process of establishing the
quantitative relationship between the simulated zero device and
the actual clear path opacity responses of a transmissometer.

3.2.12 zero compensation, n—an automatic adjustment of
the transmissometer to achieve the correct response to ‘the
simulated zero device.

3.2.12.1 Discussion—The zero compensation adjustment is
fundamental to the transmissometer design and may be inher-
ent to its operation (for example, continuous adjustment based
on comparison to. reference values/conditions, use of automatic
control mechanisms, rapid comparisons with simulated zero
and upscale calibration drift check values, and so forth) or it
may occur each time a calibration check cycle (zero and
upscale calibration drift check) is performed by applying either
analog or digital adjustments within the transmissometer.

3.2.12.2 Discussion—For opacity monitors that do not dis-

- tinguish between zero compensation and dust compensation,
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the accumulated zero compensation may be designated as the
dust compensation. Regulatory requirements may impose a
limit on the amount of dust compensation that can be applied
and require that an alarm be activated wher the limit is
reached.

3.2.13 zero drift, n—the difference between the opacity
monitor response to the simulated zero device and its nominal
value (reported as percent opacity) . after a period of normal
continuous operation during which no maintenance, repairs, or
external adjustments to the opacity monitor took place.

3.2.13.1 Discussion—Zero drift may occur due to changes
in the light source, changes in the detector, variations due to
internal scattering, changes in electronic components, or vary-
ing environmental conditions such as temperature, voltage or
other external factors. Depending on the design of the trans-
missometer, particulate matter (that is, dust) deposited on
optical surfaces may contribute to zero drift. Zero drift may be
positive or negative.

Calibrations and Adjustments

3.2.14 attenuator, n—a glass or grid filter that reduces the
transmittance of light.

3.2.15 calibration drift, n—the difference between the opac-
ity monitor response to the upscale calibration device and its
nominal value after a period of normal continuous operation
during which no maintenance, repairs, or external adjustments
to the opacity monitor took place.

3.2.15.1 Discussion—Calibration drift may be determined
after determining and correcting for zero drift. For opacity
monitors that include automatic zero compensation or dust
compensation features, calibration drift may be determined
after zero drift or dust compensation, or both, are applied.

3.2.16 calibration error, n—the sum of the absolute value
of the mean difference and confiderice coefficient for the
opacity values indicated by an optically aligned opacity moni-
tor (laboratory test) or opacity monitoring system (field test) as
compared to the known values of three calibration attenuators
under clear path conditions.

3.2.16.1 Discussion—The calibration error indicates the
fundamental calibration status of the opacity.

3.2.17 external adjustment, n—either (I) a physical adjust-
ment to a component of the opacity monitoring system that
affects its response or its performance, or (2) an adjustment
applied by the data acquisition system (for example, math-
ematical adjustment to compensate for drift) which is external
to the transmissometer and control unit, if applicable.

3.2.17.1 Discussion—External adjustments are made at the
election of the end user but may be subject to various
regulatory requirements.

3.2.18 .intrinsic adjustment, n—an automatic and essential
feature of an opacity monitor-that provides for the internal
control of specific components or adjustment of the opacity
monitor response in a manner consistent with the manufactur-
er’s design of the. instrument and its-intended operation.

3.2.18.1 Discussion—Examples of intrinsic adjustments in-
clude automatic gain control used to maintain.signal ampli-
tudes constant with respect to some reference value, or the
technique of ratioing the measurement and reference beams in
dual beam systems. Intrinsic adjustments are either non-
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elective or are configured according to factory recommended
procedures; they are not subject to change from time to time at
the discretion of the end user.

3.2.19 upscale calibration device, n—an automated mecha—
nism (employing a filter or reduced reflectance device) within
the transmissometer that produces an upscale opacity value.

3.2.19.1 Discussion—The upscale calibration device is used
to check the upscale drift of the measurement system. It may be
used .in conjunction with the simulated zero device (for
example, filter superimposed on simulated zero reflector) or a
parallel fashion (for example, zero and upscale (reduced
reflectance) devices applied to the light beam sequentially).
(See also 6.9.2.)

Opacity Monitor Location Characteristics

3.2.20 installation pathlength, n—the installation flange-to-
flange separation distance between the transceiver and reflector
for a double-pass transmissometer or between the transmitter
and receiver for a single-pass transmissometer.

3.2.21 monitoring pathlength, n—the effective single pass
depth of effluent between the receiver and the transmitter of a
single-pass- transmissonieter, or between the transceiver and
reflector of a double-pass transmissometer at the installation
location.

3.2.22 emission outlet pathlength, n—ithe physical path-
length (single pass depth of effluent) at the location where
emissions are released to the atmosphere.

3.2.22.1 Discussion—For circular stacks, the emission out-
let pathlength is the internal diameter at the stack exit. For
non-circular outlets, the emission outlet pathlength is the
hydraulic diameter. For rectangular stacks:

= QLWL + W), ®)
where L is the length of the outlet and W is the width of the
stack exit.

3.2.23 pathlength correction factor (PLCF), n—the ratio of
the emission outlet pathlength to the monitoring pathlength.

3.2.23.1 Discussion—The PLCF is used to calculate the
equivalent single pass opacity that would be observed at the
stack exit.

3.2.23.2 Discussion—A number of similar terms are found
in the literature, manufacturer operating manuals, and in
common usage. OPLR (optical pathlength ratio) and STR
(stack taper ratio) are common. The OPLR is equal to one half
of the pathlength correction. Refer to the instrument manufac-
turer for the proper factor.

Opacity Monitor Optical Characteristics

3.2.24 angle of projection (AOP), n—the total angle that
contains all of the visible (photopic) radiation projected from
the light source of the transmissometer at a level greater than
2.5 % of its peak illuminance.

3.2.25 angle of view (AOV), n—the total angle that contains
all of the visible (photopic) radiation detected by the photode-
tector assembly of the transmissometer at a level greater than
2.5 % of the peak detector response.

3.2.26 instrument response time, n—the time required for
the electrical output of an opacity monitor to achieve 95 % of
a step change in the path opacity.
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3.2.27 mean spectral response, n—the mean response
wavelength of the wavelength distribution for the effective
spectral response curve of the transmissometer.

3.2.28 optical alignment indicator, n—a device or means to
determine objectively the optical alignment status of opacity
monitor components.

3.2.29 peak spectral response, n—the wavelength of maxi-
mum sensitivity of the transmissometer.

3.2.30 photopic, n—a region of the electromagnetic spec-
trum defined by the response of the light-adapted human eye as
characterized in the “Source C, Human Eye Response” con-
tained in 40CFR60, Appendix B, Performance Specification 1.

4. Summary of Practice

4.1 A comprehensive series of specifications and test pro-
cedures that opacity monitor manufacturers must use to certify
opacity monitoring equipment (that is, that the equipment
meets minimum design and performance requirements) prior to
shipment to the end user is provided. The design and perfor-
mance specifications are summarized in Table 1.

4.2 Design specifications and test procedures for (I) peak
and mean spectral responses, ( 2) angle of view and angle of
projection, (3) insensitivity to supply voltage variations, (4)
thermal stability, (5) insensitivity to ambient light, and (6) an
optional procedure for opacity monitors with external zero
devices that states or other regulatory agencies might require
are included. The manufacturer periodically selects and tests:
for conformance with these design specifications an instrument
that is representative of a group of instruments) produced
during a specified period or lot. Non-conformance with the
design specifications requires corrective action and retesting.
Each remanufactured opacity monitor must be tested to dem-
onstrate conformance with the design specifications. The test
frequency, transmissometer installation pathlength (that is,
set-up distance) and pathlength cormrection factor for each
design specification test are summarized in Table 2.

4.3 This practice includes manufacturer’s performance
specifications and test procedures for (/) instrument response
time, (2) calibration error, ( 3) optical alignment sight perfor-
mance - homogeneity of light beam and detector. It also

includes a performance check of the spectral response of the.

instrument. Conformance with these performance specifica-

tions is determined by testing each opacity monitor prior to

shipment to the end user. (The validity of the results of the
calibration error test depends upon the accuracy of the instal-
lation pathlength measurements, which is provided by the end
user.) The test frequency, transmissometer installation path-
length (that is, set-up distance) and pathlength correction factor
for each performance specification test are summarized in
Table 3.

4.4 This practice establishes appropriate guidelines for QA
programs for manufacturers of continuous opacity monitors,
including corrective actions when non-conformance with
specifications is detected.

5. Significance and Use

5.1 Continuous opacity monitors are required to be installed
at many stationary sources of air pollution by federal, state, and
local air pollution control agency regulations. EPA regulations
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TABLE 1 Summary of Manufacturer’s Specifications and
Requirements

Requirement

Specification

peak and mean spectral response
between 500 and 600 nm: less
than 10% of peak response below
400 nm and above 700 nm

=4° for all radiation above 2.5 %
of peak

+1.0 % opacity max. change over
specified range of supply voltage
variation, or =10 % variation from
the nominal supply voltage

+2.0 % opacity change per 40°F
change over specified operational
range

+2.0 % opacity max. change from
sunrise to sunset with at least one
1-h average solar radiation level
of = 900 W/m?

External audit filter access required

External zero device repeatability - Optional +1.0 % opacity

Automated calibration checks " check of all active analyzer
internal optics with power or
curvature, all active electronic
circuitry including the light source
and photodetector assembly, and
electric or electro-mechanical
systems used during normal
measurement operation

simulated condition during which
the energy reaching the detector
is between 90 and 190 % of the
energy reaching the detector
under actual clear path conditions
check of the measurement system
where the energy level reaching
the detector is between the
energy levels corresponding to

10 % opacity and the highest level
filter used to determine calibration
error

manufacturer to identify and
specify

manufacturer to specify one of
three options

0.5 % opacity over measurement
range from -5 % to 50 % opacity,
or higher value

sampling and analyzing at least
every 10 s: calculate averages
from at least 6 measurements per
minute

=10 s to 95 % of final value

=3 % opacity for the sum of the
absolute value of mean difference
and 95 % confidence coefficient
for each of three test filters

clear indication of misalignment at
or before the point where opacity
changes =2 % due to
misalignment as system is
misaligned both linearly and
rotationally in horizontal and
vertical planes

=1.5 % opacity

Spectral response

Angle of view, angle of projection

Insensitivity to supply voltage variations

Thermatl stability

Insensitivity to ambient light

Simulated zero check device

Upscale calibration check device

Status indicators
Pathlength correction factor security

Measurement output resolution

Measurement and recording frequency

Instrument response time
Calibration error

Optical alignment indicator - (uﬁiformity of
light beam and detector)

Calibration device repeatability

regarding the design and performance of opacity monitoring
systems for sources subject to “Standards of Performance for
New Stationary Sources” are found in 40 CFR 60, Subpart A
General Provisions, §60.13 Monitoring Provisions, Appendix
B, Performance Specification 1, and in applicable source-
specific subparts. Many states have adopted these or very
similar requirements for opacity monitoring systems.
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TABLE 2 Manufacturer’s Design Specifications — Test Frequency,
Set-Up Distance, and Pathlength Correction Factor

Manufacturer's Design Test Frequency Set-Up Distance  Pathlength
Specification Correction
Factor

Spectral Response annually, and following 1 to 3 m when NA

failure of spectral measured (not

response performance applicable when

check? spectral response

is calculated)

Angle of view, angle  monthly, or 1 in 20 3m NA
of projection units (whichever is

more frequent)
Insensitivity to supply  monthly, or 1 in 20 3m 1.0
voltage variations units (whichever is

more frequent)
Thermal stability annually® 3 m (external jig- 1.0

for tests)

Insensitivity to annually? 3m 1.0
ambient light
External zero device  annually® 3m 1.0
repeatability - optional
Additional design as applicable

specifications®

AThe spectral response is determined annually for each model and whenever
there is a change in the design, manufacturing process, or component that might
affect performance. Reevaluation of the spectral response is necessary when an
instrument fails to meet the spectral response performance check.

BAnnually, and whenever there is a change in the design, manufacturing
process, or component that might affect performance.

©The manufacturer shall certify that the opacity monitor design meets the
applicable requirements for (a) external audit filter access, ( b) external zero device
(if applicable), (¢) simulated zero and upscale calibration devices, (d) status
indicators, (e) pathlength correction factor security, (ff measurement output
resolution, and ( g) measurement recording frequency.

TABLE 3 Manufacturer’s Performance Specification — Test
Applicability, Set-Up Distance and Pathlength Correction Factor

Manufacturer's Test Applicability Set-Up Distance  Pathlength

Performance Correction Factor

Specification

Instrument response  each instrument  per actual per actual

time installation installation

Callibration error each instrument  per actual per actual
installation® installation®

Acceptable tolerance +10 % reset clear =10 %, use

comparing test to path zero values  actual value for all

actual conditions for subsequent subsequent
monitoring® monitoring®

Optical alignment each instrument  per actual per actual

indicator - (uniformity installation installation

of light beam and

detector)

Spectral response each instrument  per actual per actual

performance check installation installation

Calibration device each instrument  per actual per actual

repeatability installation installation

A Default test values are provided for use where the installation pathlength and
pathlength correction factor can not be determined.

5When actual measurements are within =10 % tolerance, a field performance
audit can be performed rather than a field calibration error test at the time of
installation.

5.2 Regulated industrial facilities are required to report
continuous opacity monitoring data to control agencies on a
periodic basis. The control agencies use the data as an indirect
measure of particulate emission levels and as an indicator of
the adequacy of process and control equipment operation and
maintenance practices.

5.3 EPA Performance Specification 1 provides minimum
specifications: for opacity monitors and requires source owners
or operators of regulated facilities to demonstrate that their
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installed systems meet certain design and performance speci-
fications. Performance Specification 1 allows, as an alternative
to testing each instrument, manufacturers to demonstrate con-
formance with certain design specifications by selecting and
testing representative instruments.

5.4 Previous experience has demonstrated that EPA Perfor-
mance Specification 1 does not address all of the important
design and performance parameters for opacity monitoring
systems. The additional design and performance specifications
included in this practice are needed to eliminate many of the
performance problems that have been encountered. This prac-
tice also provides purchasers and vendors flexibility, by de-
signing the test procedures for basic transmissometer compo-
nents or opacity monitors, or in certain cases, complete opacity
monitoring systems. However, the specifications and test
procedures are also sufficiently detailed to support the manu-
facturer’s certification and to facilitate independent third party
evaluations (if desired) of the procedures.

5.5 Purchasers of opacity monitoring equipment meeting all
of the requirements of this practice are assured that the opacity
monitoring equipment meets all of the design requirements of
EPA Performance Specification 1, and additional design speci-
fications that eliminate many of the operational problems that
have been encountered in the field. Purchasers can rely on the
manufacturer’s published operating range specifications for
ambient temperature and supply voltage. These purchasers are
also assured that the specific instrument has been tested at the
point of manufacture and demonstrated to meet the manufac-
turer’s performance specifications for instrument response
time, calibration error (based on pathlength measurements
provided by the end user), optical alignment, and the spectral
response performance check requirement. Conformance with
the requirements of this practice ensures conformance with all
of the requirements of 40CFR60, Appendix B, Performance
Specification 1 except those requirements for which tests are
required after installation.

5.6 The original manufacturer, or those involved in the
repair, remanufacture, or resale of opacity monitors can use
this practice to demonstrate that the equipment components or
opacity monitoring systems provided meet appropriate design
and performance specifications.

5.7 The applicable test procedures and specifications of this
practice are selected to address the equipment and activities
that are within the control of the manufacturer; they do not
mandate testing of the opacity system data recording equip-
ment or reporting.

5.8 This practice also may serve as the basis for third party
independent audits of the certification procedures used by
manufacturers of opacity monitoring equipment.

6. Procedure—Design Specification Verification

6.1 Test Opacity Monitor Selection, Test Frequency, and
Summary of Tests:

6.1.1 Perform the design specification verification proce-
dures in this section for each representative model or configu-
ration involving substantially different optics, electronics, or
software before being shipped to the end user.

6.1.2 At a minimum, select one opacity monitor from each
month’s production, or one opacity monitor from each group of
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twenty opacity monitors, whichever is more frequent. Test this
opacity monitor for (7) angle of view, (2) angle of projection,
and (3) insensitivity to supply voltage variations. If any design
specification is unacceptable, institute corrective action accord-
ing to the established quality assurance program and remedy
the cause of unacceptability for all opacity monitors produced
during the month or group of twenty. In addition, test all of the
opacity monitors in the group and verify conformance with the
design specifications before shipment to the end users.

Nore 1—The selected opacity monitor may be the first opacity monitor
produced each month, or the first opacity monitor in each group of twenty,
provided that it is representative of the entire group.

6.1.3 At a minimum, test one opacity monitor each year for
(I) spectral response, (2) thermal stability, and (3) insensitivity
to ambient light. If any design specification is unacceptable,
institute corrective action according to the established quality
assurance program and remedy the cause of unacceptability for
all affected opacity monitors. In addition, retest another repre-
sentative opacity monitor after corrective action has been
implemented to verify that the problem has been resolved.

6.1.4 Certify that the opacity monitor design meets the
applicable requirements (see 6.7-6.13) for () external audit
filter access, (2) external zero device (if applicable), (3)
simulated zero and upscale calibration devices, (4) status
indicators, (5) pathlength correction factor security, (6) mea-
surement output resolution, and (7) measurement recording
frequency. Maintain documentation of tests and data necessary
to support certification.

6.2 Spectral Response:

Note 2—The purpose of the spectral response specifications is to
ensure that the transmissometer measures the transmittance of light within
the photopic range. The spectral response requirements ensure some level
of consistency among opacity monitors because the determination of
transmittance for effluent streams depends on the particle size, wave-
length, and other parameters. The spectral response requirements also
eliminate potential interfering effects due to absorption by various gaseous
constituents except NO, which can be an interferent if present in
abnormally high concentrations or over long pathlengths, or both. The
spectral response requirements apply to the entire transmissometer. Any
combination of components may be used in the transmissometer so long
as the response of the entire transmissometer satisfies the applicable
requirements.

6.2.1 Test Frequency— See 6.1.3. In addition, conduct this
test ( 1) anytime a change in the manufacturing process occurs
or a change in a component that may affect the spectral
response of the transmissometer occurs or (2) on each opacity
monitor that fails the spectral response performance check in
7.10.

6.2.2 Specification— The peak and mean spectral responses

" must occur between 500 nm and 600 nm. The response at any
wavelength below 400 nm and above 700 nm must be less than
10 % of the peak spectral response. Calculate the mean spectral
response as the arithmetic mean value of the wavelength
distribution for the effective spectral response curve of the
transmissometer.

6.2.3 Spectral Response Design Specification Verification
Procedure—Determine the spectral response of the transmis-
someter by either of the procedures in 6.2.4 (Option 1) or 6.2.5
(Option 2), then calculate the mean response wavelength from

the normalized spectral response curve according to 6.2.6.
Option 1 is to measure the spectral response using a variable
slit monochromator. Option 2 is to determine the spectral
response from manufacturer-supplied data for the active optical
components of the measurement system.

6.2.4 Option 1, Monochromator—Use the following proce-
dure: '

6.2.4.1 Verify the performance of the monochromator using
a NIST traceable photopic band pass filter or light source, or
both.

6.2.4.2 Set-up, optically align, and calibrate the transmis-
someter for operation on a pathlength of 1 to 3 m.

6.2.4.3 Connect an appropriate data recorder to the trans-
missometer and adjust the gain to an acceptable measurement
level.

6.2.4.4 Place the monochromator in the optical path with the
slit edge at an appropriate distance from the permanently
mounted focusing lenses.

6.2.4.5 Use the monochromator with a range from 350 nm
to 750 nm or greater resolution. Record the response of the
transmissometer at each wavelength in units of optical density
or voltage.

6.2.4.6 Cover the reflector for double-pass transmissom-
eters, or turn off the light source for single-pass transmissom-
eters, and repeat the test to compensate measurement values for
dark current at each wavelength.

6.2.4.7 Determine the spectral response from the opacity
monitor double pass response and the monochromator calibra-
tion. .

6.2.4.8 Graph the raw spectral response of the transmissom-
eter over the test range. ‘

6.2.4.9 Normalize the raw response curve to unity by
dividing the response at 10 nm intervals by the peak response.

6.2.5 Option 2, Calculation from Manufacturer Supplied
Data—Obtain data from component suppliers that describes
the spectral characteristics of the light source, detector, filters,
and all other optical components that are part of the instrument
design and affect the spectral response of the transmissometer.
Ensure that such information is accurately determined using
reliable means and that the information is representative of the
specific components used in current production of the trans-
missometer under evaluation. Update the information at least
every year or when new components are used, or both. Keep
the information and records necessary to demonstrate its
applicability to the current spectral response determination on
file. Using the component manufacturer-supplied data, calcu-
late the effective spectral response for the transmissometer as
follows:

6.2.5.1 Obtain the spectral emission curve for the source.
The data must be applicable for the same voltages or currents,
or both, as that used to power the source in the instrument.

6.2.5.2 Obtain the spectral sensitivity curve for the detector
that is being used in the system.

6.2.5.3 Obtain spectral transmittance curves for all filters
and other active optical components that affect the spectral
response.

6.2.5.4 Perform a point-wise multiplication of the data
obtained in 6.2.5.1-6.2.5.3, at 10 nm intervals, over the range
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350 to 750 nm, to yield the raw response curve for the system.

6.2.5.5 Normalize the raw response curve to unity by
dividing the response at 10 nm intervals by the peak response.

6.2.6 Using the results from Option 1 or 2, as applicable,
determine conformance to the specifications in 6.2.2. Then
calculate the mean response wavelength (response-weighted
average wavelength) by (Z) multiplying the response at 10 nm
intervals by the wavelength, (2) summing all the products, and
( 3) dividing by the sum of all 10 nm interval responses. Verify
that this result is greater than S00 nm but less than 600 nm.

6.2.7 Monitor-Specific Performance Check Limits—
Establish the monitor-specific performance check limits for use
in conducting the Spectral Response Performance Check (7.10)
as follows:

Note 3—The equivalent single-pass opacity from 6.2.7.2 and the
single-pass opacity results corresponding to the applicable shifts from
6.2.7.3 bound the acceptable limits for the spectral response performance
check.

6.2.7.1 Obtain a photopic transmission filter that has (I) a
peak transmission =70 %, ( 2) maximum transmission be-
tween 550 nm and 560 nm, ( 3) half-maximum transmission
between 500 nm and 520 nm, ( 4) half-maximum transmission
between 600 nm and 620 nm, ( 5) transmission <10 % at any
wavelength less than 450 nm or greater than 650 nm, and (6)
a traceable calibration. Calibrate and verify the transmittance
of the photopic filter as a function of wavelength initially and
at least annually.

6.2.7.2 Calculate the expected single-pass opacity (assum-
ing PLCF=1) that would result from inserting the photopic
transmission filter into the clear-stack path of the transmissom-
eter by (I) performing a point-wise multiplication of the
photopic transmission filter curve with the normalized trans-
missometer response curve (obtained from 6.2.4.9 or 6.2.5.5),
(2) summing the products, (3) dividing by the sum of the 10 nm
responses to form the single-pass transmission, and (4) calcu-
lating the equivalent single-pass opacity.

6.2.7.3 Repeat the calculations in 6.2.7.2, except use (/) the
normalized transmissometer curve shifted by +20 nm or the
amount which would cause the peak or mean spectral response
to shift to the limiting value of 600 nm, whichever shift is less,
and (2) the normalized transmissometer curve shifted by ~20
nm or the amount which would cause the peak or mean spectral
response to shift to the limiting value of 500 nm, whichever
shift is less.

6.2.74 Repeat the calculations with any design changes
involving the source, detector(s), or light transmitting optics.
Although failure of the spectral response performance check in
7.10 does not necessarily mean that the transmissometer
response is no longer within the photopic range, it is a
sufficient basis to warrant additional investigation, including
reevaluation of the spectral response and performance check
limits, explanation, and documentation of the problem.

6.3 Angle of View and Angle of Projection:

Note 4—The purpose of the angle of view (AOV) and angle of

projection (AOP) design specifications is to minimize the effects of light
scattering in the measurement path when determining transmittance or

opacity.
6.3.1 Test Frequency— See 6.1.2. Manufacturers that dem-
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onstrate and document using good engineering practice that a
specific design results in an AOP of less than 0.5° are not
required to perform the following AOP or AOV tests.

6.3.2 Specification— The total AOP and the total AOV must
each be no greater than 4°. Transmissometers with an AOP of
less than 0.5° are exempt from the AOV or AOP specification.

6.3.3 AOV and AOP Design Specification Verification
Procedure—Conduct the AOV and AOP tests using the proce-
dures given in 6.3.4-6.3.13.

6.3.4 Transmissometer Configuration—Conduct the AOV
and AOP tests with the complete transmissometer assembly,
including all parts of the measurement system that may impact
the results. Provide a justification of (I) exactly what is
included and excluded from the AOV and AOP tests and ( 2)
any test procedure modifications necessary to accommodate
particular designs, such as those that may be required for dual
béam designs that are chopped and synchronously detected.
Include the justifications with documentation of the results.

6.3.5 Set-Up—Focus and configure the transmissometer for
a flange-to-flange installation separation distance of 3 m.

6.3.6 Test Fixture— Set up the AOV test fixture that
incorporates (I) a movable light source along arcs of 3 m
radius relative to the first optical surface encountered by the
light beam entering the detector housing assembly, in both the
horizontal and vertical directions relative to the normal instal-
lation orientation, and (2) recording measurements at 2.5 cm
increments along the arc. Similarly, set up the AOP test fixture
that incorporates () a movable photodetector along an arc of
3 m radius relative to the final optical surface encountered by
the light beam exiting the transmitter housing assembly, in both
the horizontal and vertical directions relative to the normal
installation orientation, and (2) recording measurements at 2.5
cm increments along the arc.

Note 5—It is helpful to mount on test stands the detector and
transmitter housings for single-pass transmissometers, or the transceiver
for double-pass transmissometers.

6.3.7 Alternative Test Fixture—For the AOV test, at a
distance of 3 m from a stationary light source, mount the
detector housing on a turntable that can be rotated (both
horizontally and vertically) in increments of 0.5° [28.6 min],
corresponding to measurements displaced 2.5 cm along the arc,
to a maximum angle of 5° (corresponding to a distance of 26
cm along the arc) on either side of the alignment centerline.
Similarly, for the AOP test, mount transmitter housing on the
turntable at a distance of 3 m relative to a stationary photode-
tector.

Note 6—If the turntable is capable of rotating only in either the
horizontal or-vertical direction, the detector or transmitter housing may be
mounted on its side or bottom (as appropriate) to simulate the other
direction.

6.3.8 Light Source— For the AOV test, use a small non-
directional light source (less than 3 cm wide relative to the
direction of movement) that (I) includes the visible wave-
lengths emitted by the light source installed in ttie transmis-
someter, (2) provides sufficient illuminance to conduct the test
but doe snot saturate the detector, ( 3) does not include lenses
or focusing devices, and ( 4) does not include non-directional
characteristics, that is, the intensity in the 20° sector facing the
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detector assembly varies by less than *+10 %.

Note 7—A light source that does not meet the non-directional criteria
may still be used for the AOV test, if a specific procedure is followed. This
procedure is given in 6.3.9.

6.3.9 Alternative Light Source—For the AOV test, if the
light source does not meet the non-directional criteria, rotate
the light source in the vertical and horizontal planes about its
normal optical axis as it is pointed at the entrance aperture of
the instrument under test in order to obtain the maximum
response from the instrument under test at each position in the
test procedure. .

6.3.10 AOYV Test Procedure—Test the entire detector assem-
bly (that is, transceiver for double-pass transmissometers or
receiver/detector for a single-pass transmissometer). If appli-
cable, include the mounting flanges normally supplied with the
opacity monitor. Use an appropriate data recorder to record
continuously the detector response during the test.

Note 8—Alternative AOV test procedures are necessary for certain
designs. For example, a transmissometer with an optical chopper/
modulator responds only to light modulated at a certain frequency. An
external chopper/modulator used in conjunction with the test light source
must match both the phase and duty cycle for accurate results. If this
cannot be done, the manufacturer may either (I) provide additional
electronics to drive another similar external source in parallel wit the
internal source or ( 2) modify the detector electronics so that its response
may be used to accurately evaluate the AOV of the test transmissometer.
The manufacturer must take appropriate measures to ensure (/) that the
background, or ambient light, and detector offsets do not significantly
reduce the accuracy of the AOV measurements, (2) that the field of view
restricting hardware normally included with the insttument are not
modified in any way, and (3) that good engineering practice is followed in
the design of the test configuration to ensure an accurate measurement of
AOV.

6.3.10.1 Align the test light source at the center position and
observe the detector assembly response. Optimize the test light
source and optical chopper/modulator (if applicable) to maxi-
mize the detector assembly response. If the detector response is
not within the normal operating range (that is, 25 to 200 % of
the energy value equivalent to a clear path transmittance
measurement for the transmissometer), adjust the test appara-
tus (for example, light source power supply) to achieve a
detector response in the acceptable range.

6.3.10.2 Position the test light source on the horizontal arc
26 cm from the detector centerline (5°) and record the detector
response. Move the light source along the arc at intervals not
larger than 2.5 cm (or rotate the turntable in increments not
larger than 0.5°) and record the detector response for each
measurement location. Continue to make measurements
through the aligned position and on until a position 26 cm (5°)
on the opposite side of the arc from the starting position is
reached. Record the response for each measurement location
and over the full test range; continue recording data for all
positions up to 26 cm (5°) even if no response is observed at an
angle of =26 cm (5°) from the centerline.

6.3.10.3 Repeat the AOV test on an arc in the vertical
direction relative to the normal orientation of the detector
housing. » .

6.3.10.4 For both the horizontal and- vertical directions,
calculate the relative response of the detector as a function of

viewing angle (response at each measurement location as a
percentage of the peak response). Determine the maximum
viewing angle for the horizontal and vertical directions yield-
ing a response greater than 2.5 % of the peak response.
Determine conformance to the specification in 6.3.2. Report
these angles as the angle of view. Report the relative angle of
view curves in both the horizontal and vertical directions.
Document and explain any modifications to the test procedures
as described in 6.3.11.

6.3.11 AOP Test Procedure—Perform this test for the entire
light source assembly (that is, transceiver for double-pass
transmissometers or transmitter for single-pass transmissom-
eters). The test may also include the mounting flanges normally
supplied with the opacity monitor. Conduct the AOP test using
the procedures in either 6.3.12 or 6.3.13.

6.3.12 Option I—Use a photodetector () that is less than 3
cm wide relative to the direction of movement, (2) that is
preferably of the same type and has the same spectral response
as the photodetector in the transmissometer, (3) that is capable
of detecting 1 % of the peak response, and (4) that does not
saturate at the peak illuminance (that is, when aligned at the
center position of the light beam. Use an appropriate data
recorder to record continuously the photodetector response
during the test.

6.3.12.1 Perform this test in a dark room. If the external
photodetector output is measured in a dc-coupled circuit,
measure the ambient light level in the room (must be <0.5 % of
the peak light intensity to accurately define the point at which
2.5 % peak intensity occurs). If the external photodetector is
measured in an ac-coupled configuration, demonstrate that (1)
ambient light level in the room, when added to the test light
beam, does not cause the detector to saturate, and (2) turning
on and off the ambient lights does not change the detected
signal output. Include documentation for these demonstrations
in the report. '

6.3.12.2 Position the photodetector on the horizontal arc 26
cm from the projected beam centerline (5°) and record the
response. Move the photodetector along the arc at <2.5-cm
intervals (or rotate the turntable in =<0.5° increments) until a
position 26 cm (5°) on the opposite side of the arc is reached.
Record the response for each measurement location and over
the full test range; continue recording data for all positions up
to 26 cm (5°) even if no response is observed at an angle of
=26 cm (5°) from the centerline. v
. 6.3.12.3 Repeat the AOP test on an arc in the vertical
direction relative to the normal orientation of the detector
housing.

6.3.12.4 For both the horizontal and vertical directions,
calculate the relative response of the photodetector as a
function of projection angle (response at each measurement
location as a percentage of the peak response). Determine the
maximum projection angle for the horizontal and vertical
directions yielding a response greater than 2.5 % of the peak
response. Determine conformance to the specification in 6.3.2.
Report these angles as the angle of projection. Report the
relative angle of projection curves in both the horizontal and
vertical directions,
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6.3.13 Option 2—Use this test procedure for only transmis-
someter designs that have previously met the AOP specifica-
tion using Option 1 procedure during the preceding 12 months.
Ensure that the light beam is focused at the actual flange-to-
flange separation distance of the transmissometer.

6.3.13.1 Perform this test in a darkened room. Project the
light:beam onto a target located at a distance of 3 m from the
transceiver/transmitter. Focus the light beam on the target.

6.3.13.2 Measure the beam dimensions (for example, diam-
eter) on the target in both the horizontal and vertical directions.
Calculate the maximum total angle of projection (that is, total
subtended angle) based on the separation distance and beam
dimensions. Compare this result to the previously measured
AOP result obtained using Option 1. If the AOP results
obtained by Option 1 and Option 2 do not agree within +0.3°,
repeat the test using Option 1.

6.3.13.3 Report the greater AOV result of Option 1 or
Option 2 as the AOV for the test instrument.

6.4 Insensitivity to Supply Voltage Variations:

Note 9—The purpose of this design specification is to ensure that the
accuracy of opacity monitoring data is not affected by supply voltage
variations over =10 % from nominal or the range specified by the
manufacturer, whichever is greater. This specification does not address
rapid voltage fluctuations (that is, peaks, glitches, or other transient
conditions), emf susceptibility or frequency variations in the power
supply.

6.4.1 Test Frequency— See 6.1.2.

6.4.2 Specification— The opacity monitor output (measure-
ment and calibration check responses, both with and without
compensation, if applicable) must not deviate more than
+1.0 % single pass opacity for variations in the supply voltage
over *+10 % from nominal or the range specified by the
manufacturer, whichever is greater.

6.4.3 Design Specification Verification Procedure:

6.4.3.1 Determine the acceptable supply voltage range from
the manufacturer’s published specifications for the model of
opacity monitor to be tested. Use a variable voltage regulator
and a digital voltmeter to monitor the rms supply voltage to
within +0.5 %. Measure the supply voltage over =10 % from
nominal, or the range specified by the manufacturer, whichever
is greater.

6.4.3.2 Set-up and align the opacity monitor (transceiver
and reflector for double-pass opacity monitors, or transmitter
and receiver for single-pass opacity monitors) at a measure-
ment pathiength of 3 m. Use a pathlength correction factor of
1.0. Calibrate the instrument using external attenuators at the
nominal operating voltage. Insert an external attenuator with a
nominal value between 10 and 20 % single-pass opacity into
the measurement path and record the response. Initiate a
calibration check cycle and record the low level and upscale
responses. :

6.4.3.3 Do not initiate any calibration check cycle during
this test procedure except as specifically required. Decrease the
supply voltage in increments of 2 % of the nominal value and
record the one-minute or more frequent measurement response
to the attenuator at each voltage (after the instrument response
has stabilized) until the minimum value is reached. Initiate a
calibration check cycle at the minimum supply voltage and
record the low level and upscale responses. Reset the supply

728

voltage to the nominal value and then increase the supply
voltage in increments of 2 % of the nominal value and record
the measurement response to the attenuator at each voltage
(after the instrument response has stabilized) until the maxi-
mum value is reached. Initiate a calibration check cycle at the
maximum supply voltage and record the low level and upscale
responses, both with and without compensation, if applicable.
6.4.3.4 Determine conformance to specifications in 6.4.2.
6.5 Thermal Stability:

Note 10—The purpose of this design specification is to ensure that the
accuracy of opacity monitoring data is not affected by ambient tempera-
ture variations over the range specified by the manufacturer.

6.5.1 Test Frequency— See 6.1.3. Repeat this test anytime
there is a major change in the manufacturing process or change
in a major component that could affect thermal stability.

6.5.2 Specification— The opacity monitor output output
(measurement and calibration check responses, both with and
without compensation, if applicable) must not deviate more
than £2.0 %. single pass opacity for every 22.2°C (40°F)
change in ambient temperature over the range specified by the
manufacturer.

6.5.3 Design Specification Verification Procedure:

6.5.3.1 Determine the acceptable ambient temperature range
from the manufacturer’s published specifications for the model
of opacity monitor to be tested. Use a climate chamber capable
of operation over the specified range. If the clirhate chamber
cannot achieve the full range (for example, cannot reach
minimum temperatures), clearly state the temperature range
over which the opacity monitor was tested and provide
additional documentation of performance beyond this range to
justify operating at lower temperatures.

6.5.3.2 Set-up and align the opacity monitor (transceiver
and reflector for double-pass opacity monitors, or transmitter
and receiver for single-pass opacity monitors) at a measure-
ment pathlength of 3 m. Use a pathlength correction factor of
1.0. If the opgcity motiitor design introduces purge air through
the housing that contains optical components of the transceiver,
transmitter, or detector, operate the purge air system during this
test. If the purge air does not contact internal optics and
electronics, the air purge system need not be operative during
the test.

Note 11—For double-pass systems with reflectors that can be shown to
be insensitive to temperature, this test may be performed using a zero
reference similar to an external zero jig, but one that is designed
specifically to evaluate the temperature stability of the instrument for this
test. This device must be designed to be temperature invariant so that the
test evaluates the stability of the instrument, not the stability of the zero
reference. Another acceptable approach is to construct a test chamber
where the reflector is mounted outside the chamber at a constant
temperature. The control unit, if applicable, need not be installed in the
climate chamber if it is to be installed in a controlled environment by the
end user.

6.5.3.3 Establish proper calibration of the instrument using
external attenuators at a moderate temperature that is, 21.1 =
2.8°C (70 = 5°F). Insert an external attefmator with a single-
pass value between 10 and 20 % opacity into the measurement
path and record the response. Initiate a calibration check cycle
and record the low level and upscale responses.

1069



Note 12—Grid filters are recommended for these tests to eliminate
temperature dependency of the attenuator value.

6.5.3.4 Do not initiafe any calibration check cycle during
this test procedure except ds specifically stated. Continuously
record the temperature and measurement response to the
attenuator during this entire test. Decrease the temperature in
the climate chamber at a rate not to exceed 11.1°C (20°F) per
hour until the minimum temperatire is reached. Note data
recorded during brief periods when condensation occurs on
optical surfaces due to temperature changes. Allow the opacity
monitor to remain at the minimum temperature for at least one
hour and then initiate a calibration check cycle and record the
low level and upscale responses with and without compénsa-
tion, if applicable. Return the opacity monitor to the. initial
temperature and allow sufficient time for it to equilibrate and
for any condensed mioisture on exposed optical surfaces to
evaporate. Increase the temperaturé in the climate chamber at
a rate not to exceed 11.1°C (20°F) per hour until the maximum
temperature is reached. Allow the opacity monitor to remain at
the maximum temperature for at lest one hotir and then initiate
a calibration check cycle and record the low level and upscale
responses.

Note 13—The notations when condensation occurs are for explanatory
purposes only.

6.5.3.5 Determine conformance to spemﬁcatlons in 6. 5 2

6.6 Insensitivity to Ambient Light:

Note 14—The purpose of this design specification is to ensure that
opacity monitoring data are not affected by ambient light.

6.6.1 Test Frequency— See 6.1.3. Repeat this test anytlme
there is a major change in the manufacturing process or change
in a major component that could affect the opacity monitor
sensitivity to ambient light.

6.6.2 Specification— The opacity monitor output (measure-
ment and calibration check responses, both with and without
compensation, if applicable) must not deviate more than
+2.0 % single pass opacity when exposed to ambient sunlight
over the course of a day."

6.6.3 Design Specification Verification Procedure:

6.6.3.1 Perform this test (/) at a time of maximum insola-
tion, on a clear day where light scattering from atmosphenc
haze, clouds, or particulate matter are at a minimum, ( 2)-when
at least one 1-h solar radidtion average is =900 W/m 2, and (3)
for a specific opacity monitor that has successfully completed
the spectral response, thermal stability tests, and other des1gn
specification verification procedures.

6.6.3.2 Set-up the opacity monitor outside, with the hght
path in a horizontal position, and where it will be directly
exposed to sunlight for the entire day. Use mounting flanges of
normal length, and attach the flanges to mounting plates that
extend at least 0.305 m (12 in.) above, below, and to both sides
of the mounting flanges. Paint the interior surfaces of the
mounting flangés and the facing surfaces of the mounting
plates white. Optically align the opacity monitor (transceiver
and reflector for double-pass opacity monitors, or transmitter
and receiver for single-pass opacity monitors) at a measure-
ment pathlength of 3 m on an approximate east-west axis
aligned with the transit of the sun. Use a pathlength correction
factor of 1.0. Calibrate the instrument using external attenua-

tors prior to the test. Insert an external attenuator with a
single-pass value between 10 and 20 % opacity into the
measurement path and record the response. Initiate a calibra-
tion check cycle and record the low level and upscale re-
sponses.

6.6.3.3 Use a cosine corrected total solar radiation monitor
that (/) is capable of detecting light from 400 to 1100 nm, (2)
has beén calibrated under natural daylight conditions to within
*5 % against mdustry standards, (3) has a sensitivity of at least
90 pA/100 W/m 2, and (4) has a linearity with a maximum
deviation of less than 1% up to 3000 W/m?. Place the solar
radiation monitor on top of the transceiver for double-pass
opacity moritors, or detector for single-pass opacity monitors.
If weather covers are supplied with all opacity monitors, install
the solar radiation monitor on top of the weather cover.
Measure the total solar radiation according to the manufactur-
er’s instructions.

. 6.6.3.4 Continuously record the opacity monitor response to
the attenuator and the output of the solar radiation monitor for
a period from two hours before sunrise to two hours after
sunset. Record the ambient temperature during this period. Do
not conduct calibration check cycles during this test more
frequently than once per 24-h period or the longest interval
recommended in the manufacturer’s published specifications,
Doctiment and report the frequency of conducting calibration
check cycles during the insensitivity to ambient light test.

6.6.3.5 If necessary, correct the measurement data for
changes in instrument response due to ambient temperature
variation by running a separate test with the same instrument
shielded from the sunlight. Determine the maximum percent
deviation in the measurement response for any six minute
period during the test.

6.6.3.6 Determine conformance with the specifications
6.6.2.

6.7 External Audit Filter Access:

"Note 15—The opacity monitor design must accommodate independent
assessments of the measurement system response to commercially avail-
able external (that is, not intrinsic to the instrument) audit filters. These
calibration attenuators may be placed within the mounting flange, air
purge pleniim, or other location after the projected light beam passes
through the last optical surface of the transceiver or transmitter. They may
also be placed in a similar location at the other end of the measurement
p'ath prior to the light beam reaching the first optical surface of the
reflector or receiver. The external audit filter access design must ensure (a)
the filters are used in conjunction with a zero condition based on the samie
energy level, or within 5 % of the energy reaching the detector under
actual clear path conditions, (b) the entire beam received by the detector
will pass th:ough the attenuator, and (c) the attenuator is inserted in a
manner that minimizes interference from the reflected light.

6.7.1 Insert the external audit filter into the system.

6.7.2 Determine whether the entire beam received by the
detector passes through the attenuator and that interference
from reflected light is minimal.

6.7.3 Determine whether the zero condition corresponds to
the same energy level reaching the detector as when actual
clear path conditions exist

6 8 External Zero Device—Optional:

NOTE 16—The opacity monitor design may include an extema.l remov-
able device for checking the zero alignment of the transmissometer. Such
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a device may provide an independent means of simulating the zero opacity
condition for a specific installed opacity monitor over an extended period
of time and can be used by the operator to periodically verify the accuracy
of the internal simulated zero device. The external zero device must be
designed: ( I) to simulate the zero opacity condition based on the same
energy level reaching the detector as when actual clear path conditions
exist; (2) to produce the same response each time it is installed on the
transmissometer; and (3) to minimize the chance that inadvertent adjust-
ments will affect the zero level response produced by the device. The
opacity monitor operator is responsible for the proper storage and are of
the external zero device and for reverifying the proper calibration of the
device during all clear path zero alignment tests.

Note 17—The purpose of this design specification is to ensure that the
external zero device design and mounting procedure will produce the
same response each time that the device is installed on the transmissom-
eter.

6.8.1 Test Frequency— If the optional external zero device
is supplied with any opacity monitors of the subject model,
select and perform this test for one representative external zero
device manufactured each year for the opacity monitor model
certified by this practice.

6.8.2. Specification— The opacity monitor output must not
deviate more than *=1.0 % single pass opacity for repeated
installations of the external zero device on a transmissometer.

6.8.3 Design Specification Verification Procedure—Perform
this test using an opacity monitor that has successfully com-
pleted the tests to demonstrate insensitivity to ambient. light
(6.6) and which is set up and properly calibrated for a
measurement pathlength of 3 meters. Install the external zero
device and make any necessary adjustment to it so that it
produces the proper zero opacity response from the test
transmissometer. Remove the external zero device and return
the test transmissometer to operation and verify that the opacity
monitor output indicates 0.0 = 0.5 % opacity. Without making
any adjustments to the external zero device or the test opacity
monitor, install and remove the external zero device five times.
Record the zero response of the test opacity monitor to the
external zero device and to the clear path condition after it is
returned to operation after each installation.

6.8.4 Determine conformance with the design spec1ﬁcat10n
in 6.8.3.

6.9 Calibration Check Devices:

Note 18—Opacity monitors covered by this practice must include
automated mechanisms to provide calibration checks of the installed
opacity monitor.

6.9.1 Simulated Zero Device—Establish the proper response
to the simulated zero device under clear path conditions while
the transmissometer is optically aligned at the installation
pathlength and accurately calibrated. Certify that the simulated
zero device conforms to the following:

6.9.1.1 The simulated zero device produces a simulated
clear path condition or low level opacity condition, where the
energy reaching the detector is between 90 and 190 % of the
energy reaching the detector under actual ¢clear path conditions.
Corrections for energy levels other than 100 % are permitted
provided that they do not interfer¢ with the instrumeént’s ability
to measure opacity accurately.

6.9.1.2 The simulated zero device provides a check of all
active analyzer internal optics with power or curvature, all
active electronic circuitry including the light source and

photodetector assembly, and electric or electro-mechanical
systems, and hardware and/or software used during normal
measurement operation.

Nore 19—The simulated zero device allows the zero drift to be
determined ‘while the inistrument is installed on the stack or duct.
Simulated zeéro checks, however, do not necessarily assess the: optical
alignmient, status of the reflector (for double-pass systems), or the level of
dust contamination of all optical surfaces.

6.9.2 Upscale Calibration Device—Certify that the device
conforms to the following:

6.9.2.1 The upscale calibration device measures the upscale
calibration drift urider the same optical, electronic, software,
and mechanical components as are included in the simulated
zero check.

6.9.2.2 The upscale calibration device checks the pathlength
corrected measurement system response where the energy level
reaching the detector is between the energy levels correspond-
ing to 10 % opacity and the highest level filter used to
determine calibration error.

6.9.2.3 The upscale calibration check response is not altered
by electronic hardware or software modification during the
calibration cycle and is representative of the gains and offsets
applied to normal effluent opacity measurements.

Note 20—The upscale calibration device may employ a neutral density
filter or reduced reflectance device to produce an upscale drift check of the
measurement system. The upscale calibration device may be used in
conjunction with the simulated zero device (for example, neutral density
filter superimposed on simulated zero reflector) or in a parallel fashion (for
example, zero and upscale [reduced reflectance] devices applied to the
light beam sequentially).

6.10 Status Indicators:

Note 21—Opacity monitors must include alarms or fault condition
warnings to facilitate proper operation and maintenance of the opacity
monitor. Such alarms or fault condition warnings may include lamp/
source failure, purge air blower failure, excessive zero or calibration drift,
excessive zero or dust compensation, and so forth.

6.10.1 Specify the conditions under which the alarms or
fault condition warnings are activated.

6.10.2 Verify the conditions of activations in 6.10.1 on an
annual basis.

6.10.3 Certify the that the system’s visual indications, or
audible alarms, as well as electrical outputs can be recorded as
part of the opacity data récord and automatically indicate when
either of the following conditions are detected:

6.10.3.1 A failure of a sub-system or component which can
be reasonably expected to invalidate the opacity measurement,
or

6.10.3.2 A degradation of a subsystem or component which
requires mainteénance to preclude resulting failure.

6.11 Pathlength Correction Factor (PLCF) Security:

Note 22—The opacity monitoring system must display and record all
measured opacity values (including effluent opacity measurements, zero
and upscale calibration checks, and zero or dust compensanon values)
corrected to the emission outlet pathlength

6.11.1. Certify that the system has been: designed and con-
structed, so that the value of the pathlength correction factor

6.11.1.1 Cannot be changed by the end user, or

6.11.1.2 Is recorded during each calibration check cycle, or
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6.11.1.3 The system must provides an alarm when the value
is changed from the certified value.

6.11.2 Document the option(s) that are selected and write
corresponding instructions. Provide them to the end user to
minimize the likelihood that the PLCF will be changed
inadvertently.

6.12 Measurement Output Resolution:

6.12.1 Certify that the opacity monitor output, including
visual measurement displays, analog outputs, or digital out-
puts, or combinations thereof, have a resolution =0.5 %
opacity over the measurement range from —4.0 % opacity to
50 % opacity or higher value.

Nore 23—The 0.5 % opacity resolution is required for determining
calibration error or achieving conformance with apphcable regulatory
requirements.

6.13 Measurement and Recording Frequency:

6.13.1 Certify that each opacity monitor is designed and
constructed to do the following:

6.13.1.1 To complete a minimum of one cycle of sampling
and analyzing for each successive 10-s period.

6.13.1.2 To calculate average opacity values from 6 or more
data points equally spaced over each 1-min period included in
the average (for example, 6 measurements per 1-min average
or 36 measurements per 6-min average), ’

6.13.1.3 To record values for each averaging period.

Note 24—Most regulations require recording of six-min average opac-
ity values, however, some regulatory agencies require calculation of
one-minute or other less than 6-min average values.

7. Procedure—Manufacturer’s Performance
Specifications '

7.1 Required Performance Tests—Test each instrument
prior to shipment to ensure that the opacity monitor meets
manufacturer’s performance specifications for instrument re-
sponse time, calibration error, and optical alignment sight
performance. Conduct a performance check of the spectral
response for each instrument. ‘

Note 25—These tests are performed for the specific transmissometer
components (transceiver and reflector for double-pass opacity monitors or
transmitter and receiver for single-pass opacity monitors), the specific
control unit (if included in the installation), and any other measurement
system components that are supplied by the manufacturer. The data
recording system that will be employed by the end user is not required to
be evaluated by these tests. Additional field tests are necessary to evaluate
the complete opacity monitoring system after it is installed at the end
user’s facility. The field test procedures may be simplified when certain
conditions are met in the conduct of the manufacturer’s performance
specification tests.

7.2 Representative Test Conditions:

7.2.1 Conduct the manufacturer’s performance specification
tests under conditions that are representative of the specific
intended installation, whenever possible. Obtain from the end
user accurate information about the installation pathlength (that
is, flange-to-flange separation distance), monitoring path-
length, emission outlet pathlength, and the applicable opacity
standard. Use ‘the applicable opacity standard, mionitoring

pathlength, and emission outlet pathlength to select appropriate’

attenuators for the calibration error test and to establish the
pathlength correction factor for the opacity monitor being
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tested. Set-up and test the transmissometer components at the
same installation pathlength and the same pathlength correc-
tion factor as that of the field installation.

Note 26—When these conditions are met, the equivalent clear path
setting for an external zero device can be established in conjunction with
the manufacturer’s calibration error test. This device can then be used in
subsequent field calibration error tests to verify performance of the opacity
monitor. If both the actual installation pathlength and the pathlength
correction factors are within 10 % of the values used for the manufac-
turer’s calibration error test, the manufacturer’s calibration error test
results are valid and representative for the installation.

7.2.2 If actual pathlength values differ by >2 %, but =10 %
relative to that used for the manufacturer’s calibration error
test, repeat the zero alignment (for installation pathlength
errors) or reset the pathlength correction factor (for pathlength
correction errors) prior to subsequent opacity monitoring.

Note 27—A field performance audit may be substituted for the field
calibration error test when the above criteria are satisfied.

7.2.3 If the actual installation pathlength and pathlength.
correction factors exceed =10 % of the values used for the
manufacturer’s calibration error test, repeat the calibration
error test.

7.3 Default Test Conditions—If the installation pathlength,
monitoring pathlength, and emission outlet pathlength cannot
be determined by the manufacturer (for example, opacity
monitor is intended for future resale, opacity monitor will serve
as backup for multiple installations, construction of facility is
not complete and so forth), test the opacity monitor at an
installation pathlength of 5 m and use a pathlength correction
factor of 1.0. If an opacity monitor is designed for a range of
measurement pathlengths that does not include 5 m, test the
opacity monitor at the middle of the range specified by the
manufacturer (see example in Note 28). If the applicable
opacity standard cannot be determined, assume a standard of
20 % opacity for the selection of attenuators used for the
calibration error test. '

Note 28—Example: If an opacity monitor is designed for measurement
pathlengths from 6 to 12 m, use a pathlength of 9 m.

7.4 Test Set-Up—Conduct the performance tests of the
opacity monitor in a clean environment in an area protected
from manufacturing or other activities that create dust, mist,
fumes, smoke,  or any other ambient condition that will
interfere with establishing a clear path opacity condition.

7.4.1 Set-up the transmissometer components on test stands
that will facilitate adjustments to, and maintenance of, the
optical alignment throughout the test procedure.

7.4.2 Use the appropriate installation pathlength as deter-
mined from 7.2, if possible, or 7.3, if necessary.

7.4.3 Adjust the focus of the transmissometer for the 1nsta1-‘
lation pathlength, if applicable. ‘

7.4.4 Optically align the transmissometer components ac-
cording to the written procedures of the manufacturer.

7.4.5 Verify that the alignment sight indicates proper align-
ment.

" 7.4.6 Enter the proper pathlength correction factor (if apph—
cable) for the opacity monitor. :

7.4.7 Establish proper calibration of the measurement sys-:
tem according to the marufacturer’s written procedures.
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7.4.8 Connect the opacity monitor to an appropriate data
recorder for documenting the performance test results. At a
minimum, use a data recorder that

7.4.8.1 Is capable of resolving 0.25 % opacity,

7.4.8.2 Has been accurately calibrated and verified accord-
ing to the manufacturer’s QA procedures, and

7.4.8.3 Has a sufficiently fast response to measure the
instrument response time.

7.5 Selection of Calibration Attenuators—Using the appli-
cable pathlength correction factor and opacity standard values
from 7.2 (if possible) or 7.3 (if necessary), select calibration
attenuators that will provide an opacity monitor response
corrected to single-pass opacity values for the emission outlet
pathlength in accordance with the following:

Applicable Standard 10 to 19 % opacity =20 % opacity
Low level: 51010% 10 t0 20 %
Mid level: 10 to 20 % 20 to 30 %
High level: 20 t0 40 % 30 to 60 %

Note 29—The manufacturer may elect to use additional calibration
attenuators in the calibration error test. The use of additional calibration
attenuators may be advantageous in demonstrating the linear range of the
measurement system. Alternate calibration attenuator values may be used
where required by applicable regulatory requirements (for example, state
or local regulations, permit requirements, and so forth).

7.6 Attenuator Calibrations—Calibrate the attenuators used
for the manufacturer’s calibration at the frequency and accord-
ing to the procedures specified in 40 CFR 60, Appendix B,
Performance Specification 1, 7.1.3. For transmissometers op-
erating over narrow bandwidths, determine the attenuator
calibration values for the actual operating wavelengths of the
transmissometer. ’

7.7 Instrument Response Time:

Nore 30—The purpose of the instrument response time test is to
demonstrate that the instantaneous output of the opacity monitor is
capable of tracking rapid changes in effluent opacity, using the instanta-
neous output or signal input used to generate averages. It includes the
transmissometer components and the control unit if one is included for the
particular installation. The instrument response time test does not include
the opacity monitoring system permanent data recorder. (A separate field
test should be conducted to verify the ability of the system to properly
average or integrate and record 6-min opacity values.)

7.7.1 Specification— The instrument response time must be
less than or equal to 10 s.

7.7.2 Instrument Response Time Test Procedure —Using a
high-level calibration attenuator, alternately insert the filter five
times and remove it from the transmissometer light path.

7.7.2.1 For each filter insertion and removal, determine the
amount of time required for the opacity monitor to display
95 % of the step change in opacity on the data recorder used for
the test. For upscale response time, determine the time it takes
to reach 95 % of the final, steady upscale reading. For
downscale response time, determine the time it takes for the
display reading to fall to 5% of the initial upscale opacity
reading.

7.7.2.2 Calculate the mean of the five upscale response time
measurements and the mean of the five downscale response
time measurements. Report each of the scale and downscale
response time determinations and the mean upscale and down-
scale response times.

7.7.3 Determine conformance with the specification in

7.7.1. If the response time is not acceptable, take corrective
action and repeat the test.

7.8 Calibration Error:

Note 31—The calibration error test is performed to demonstrate that
the opacity monitor is properly calibrated and can provide accurate and
precise measurements.

7.8.1 Specification— The calibration error must be <3 %
opacity as calculated ad the sum of the absolute value of the
mean difference and confidence coefficient for each of three
test attenuators.

7.8.2 Calibration Error Test Procedure:

7.8.2.1 Zero the instrument. Insert the calibration attenua-
tors (low-, mid- and high-level) into the light path between the
transceiver and reflector (or transmitter and receiver).

7.8.2.2 While inserting the attenuator, ensure that the entire
beam received by the detector passes through the attenuator
and insert the attenuator in a manner that minimizes interfer-
ence from the reflected light.

Note 32—See also Note 15. The placement and removal of the
attenuator must be such that measurement of opacity is performed over a
sufficient period to obtain a stable response from the opacity monitor.

7.8.2.3 Make a total of five non-consecutive readings for
each filter. Record the opacity monitoring system output
readings in single-pass percent opacity.

7.8.2.4 Subtract the single-pass calibration attenuator values
corrected to the stack exit conditions from the opacity monitor
responses. Calculate the arithmetic mean difference, standard
deviation, and confidence coefficient of the five measurements
value. Calculate the calibration error as the sum of the absolute
value of the mean difference and the 95 % confidence coeffi-
cient for each of the three test attenuators. Report the calibra-
tion error test results for each of the three attenuators.

Ll
= 21 x; @
where:
x = arithmetic mean,
x; = individual measurements, and
n = number of data points.
&)
where:
s, = standard deviation.
S,
CC = to915 ﬁ (6)

where:
tpo7s = t-value (tgg75 = 2.776 for n = 5), and
CC = confidence coefficient

7.8.2.5 Determine conformance with the specification in
7.8.1. If the calibration error test results are not acceptable, take
corrective action, recalibrate the opacity monitor according to
the manufacturer’s written instructions, and repeat the calibra-
tion error test.
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7.9 Optical Alignment Indicator — (Uniformity of Light
Beam and Detector):

Note 33—Each transmissometer must provide a means for visually
determining that the instrument is optically aligned. The purpose of this
specification is to ensure that the alignment device is capable of clearly
indicating when the transmissometer components are misaligned. The
performance test procedure will also detect opacity monitors where the
accuracy of opacity measurements is adversely affected by the use of the
light beams having non-uniform intensity, or the use of non-uniform
* detectors, or inefficient or poor quality retro-reflector material.

7.9.1 Specification— The alignment sight must clearly in-
dicate that the unit is misaligned when an error of *2 %
single-pass opacity occurs due to shifts in the optical alignment
of the transmissometer components. For opacity monitor de-
signs that include automatic beam steering (that is beam
position sensing and an active means for adjusting alignment
so that centered alignment is maintained even with slowly
changing misalignment conditions), an alarm must be activated
when the alignment is varied beyond the manufacturer’s
specified range of angular tolerance is unable to maintain
alignment.

Note 34—Modifications of the alignment indicator test procedures for
systems with beam steering are included in 7.9.7.

7.9.2 Alignment Indicator Performance Test Procedure—
Conduct the alignment indicator test according to the proce-
dures in 7.9.3-7.9.7.

Note 35—The test procedure can be modified to accommodate moving
of either component of the transmissometer to achieve equivalent geo-
metric misalignment as described in 7.9.3-7.9.6. Alignments tests may be
performed in the horizontal or vertical planes of the instrument and the
instrument components may be turned on their side to accommodate the
tests.

7.9.3 Set-up:

7.9.3.1 Set up the transmissometer on test stands that allow
adjustments for the rotational and translational misalignment
tests.

7.9.3.2 Optically align the transceiver and reflector (double-
pass opacity monitor) or transmitter and receiver (single-pass
opacity monitor) according to the manufacturer’s written
instructions. Verify that all alignment indicator devices show
proper alignment.

7.9.3.3 Conduct the alignment indicator performance test
with a clear path condition. Alternatively, insert an external
attenuator that produces a response =10 % single-pass opacity
into the measurement path turn it approximately 3° from
normal to the light path to eliminate surface reflection, and
record the indicated opacity.

7.9.4 Case 1: Single and Double Pass Opacity Monitors:

7.9.4.1 Slowly tilt the transceiver (double-pass opacity
monitor) or transmitter (single-pass opacity monitor) upward in
the vertical plane (for example, adjust the appropriate align-
ment bolts or mounting mechanism) relative to the reflector
(double-pass opacity monitor) or receiver (single-pass opacity

monitor) until an error of +2 % opacity is first indicated on the:

data recorder. Verify that the alignment indicator shows mis-
alignment.

7.9.4.2 Tllustrate and record the alignment indicator and the
degree of misalignment shown.
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7.9.4.3 Return the system to its aligned condition.

7.9.4.4 Repeat the entire procedure by tilting the transceiver
in the opposite (downward) direction.

7.9.4.5 Repeat the rotational misalignment check of the
transceiver or transmitter in the horizontal plane (both to the
left and right) and again illustrate and record the visual
depiction of the alignment for each step of the procedure.

7.9.5 Case 2, Single-Pass Opacity Monitors Only

7.9.5.1 Slowly tilt the receiver in the vertical plane (for
example, adjust the appropriate alignment bolts or mounting
mechanism) until an error of *£2 % opacity is first indicated on
the data recorder, Verify that the alignment indicator shows
misalignment.

7.9.5.2 Illustrate and record the alignment indicator and the
degree of misalignment shown.

7.9.5.3 Return the system to its aligned condition and again
draw the alignment indicator.

7.9.5.4 Repeat the entire procedure by tilting the receiver in
the opposite direction.

7.9.5.5 Repeat the rotational misalignment check of the
receiver in the horizontal plane (both to the left and right) and
again illustrate and record the visual depiction of the alignment
for each step of the procedure.

7.9.6 Case 3: Single and Double Pass Opacity Monitors:

7.9.6.1 Achieve lateral misalignment of the transceiver or
transmitter relative to the reflector or receiver by slowly
moving either assembly linearly to the left until a positive or
negative error of =2 % opacity is first indicated on the data
recorder. Verify that the alignment indicator shows lateral
misalignment of the transceiver or transmitter relative to
reflector or receiver.

7.9.6.2 Illustrate and record the alignment indicator and the
degree of misalignment shown.

7.9.6.3 Return the system to its aligned condition and again
draw the alignment indicator.

7.9.6.4 Repeat the entire procedure by moving the same
component to the right.

7.9.6.5 Repeat the test in the vertical plane (both above and
below the aligned position) and again illustrate and record the
visual depiction of the alignment for each step of the proce-
dure.

7.9.7 Assessment—Determine conformance with the speci-
fication in 7.9.1.

. Note 36—The performance of the alignment indicator is acceptable if:
(1) for each case of rotational or translational misalignment, misalignment
is clearly shown when an error of =2 % single-pass opacity first occurs in
each direction, and (2) proper alignment status is consistently indicated
when the opacity monitor is optically aligned. A clear indication of
misalignment is one that is objectively apparent relative to reference
marks or conditions; an alignment device that requires a subjective
judgement of the degree of misalignment is not acceptable. ‘

7.9.8 Automatic Beam Steering:

7.9.8.1 If the design includes automatic beam steering,
investigate each case of rotational and translational misalign-
ment. Vary the alignment over the manufacturer’s specified
range of angular tolerance for which the alignment is main-
tained and for which the opacity is maintained within =2 %
single pass opacity.

7.9.8.2 During each misalignment test, record the angular
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misalignment where the alarm is activated.
7.9.8.3 Determine conformance with the specification in
7.9.2.

Note 37—Acceptable performance is indicated if (I) the alarm is
activated or misalignment is clearly show at, or before, the angular
tolerance specified by the manufacturer is reached, and ( 2) for transla-
tional misalignment, an alarm is activated or misalignment is clearly
shown at, or before, an error of =2 % single-pass opacity first occurs in
each direction.

7.10 Special Response Performance Check:

Nore 38—This performance check provides a simple method to ensure
that the special response of each instrument satisfies the spectral response
design specifications of 6.2. The performance check uses a photopic
transmission filter placed in the measurement beam and comparison with
a range of expected responses determined from Monitor-Specific Perfor-
mance Check Limits (6.2.7).

7.10.1 Specification— The transmissometer response to the
photopic transmission filter used to establish performance
check limits, after correction of the response to account for the
applicable pathlength correction factor, must be within *+2 %
opacity of the range defined by the maximum and minimum
responses (determined in 6.2.7 in units of percent opacity.

7.10.2 Spectral Response Performance Check Procedure:

7.10.2.1 Insert the photopic transmission filter used to
establish the performance check limits into the opacity monitor
measurement beam after the calibration etror test has been
completed. Record the opacity monitor response to the photo-
pic filter in units of percent opacity.

7.10.2.2 Correct the opacity monitor response to the equiva-
lent value corresponding to a pathlength correction factor of 1.

7.10.2.3 Compare the corrected response to the acceptable
limits and determine conformance with the specification in
7.10.1.

7.10.2.4 If an unacceptable result is obtained, do not assume
that the spectral response design requirements are met. Inves-
tigate the causes for an unacceptable result. Unless a clear
explanation of the problem is apparent, repeat Spectral Re-
sponse Design Specifications Verification Procedure (6.2.3)
and recalibrate the photopic filter.

7.11 Calibration Device Value and Repeatability:

Note 39—The purpose of this specification is to verify that the upscale
calibration device response is repeatable and provides results consistent
with the use of external filters. This specification may also be applied to
additional internal calibration check devices (values), if provided in the
instrument.

7.11.1 Specification— The 95 % confidence coefficient for
repeated measurements of the upscale calibration device must
be less than 1.5 % opacity. The upscale calibration device must
be assigned a value relative to the calibration error test results
for the specific opacity monitor.

7.11.2 Calibration Device Repeatability Test Procedure—
Perform this procedure immediately after successfully com-
pleting the calibration error test for the opacity monitor. Do not
make any adjustments to the opacity monitor until after this
procedure has been completed. Make seven non-consecutive
measurements of each internal device and record the opacity
monitor responses.

7.11.2.1 Calculate the 95 % confidence coefficient using the

same procedures as that used in the calibration error test. (See
7.8.2.4).

7.11.2.2 Determine conformance to the specification in
7.11.1.

7.11.2.3 Assign values to the upscale calibration device(s)
relative to the calibration error test results. Construct a cali-
bration curve by linear regression analysis through zero of the
results of the calibration error test (x-axis are correct values
and y-axis are the corresponding opacity monitor responses).
Using the mean of the five measurement responses for each
upscale calibration device as the y-axis value, determine in
corresponding x-axis value from the calibration curve. Assign
this value to the internal upscale calibration device.

8. Quality Assurance Guidelines for Opacity monitor
Manufacturers

8.1 General—The products shall be manufactured under a
quality program that ensures that like products, subsequently
made, have the same reliability and quality as those originally
examined to determine compliance with this design specifica-
tion. To establish and maintain such a program, the manufac-
turer shall be guided by industry practice, its quality controls,
and by this set of guidelines. These guidelines are supported by
various standards and by industry practice.

8.1.1 Applicable Documents—This document is an adapta-
tion of and the referred to the following standards for addi-
tional guidance:

ISO/DIS 9004 Quality Management and Quality System
Elements-Guidelines

ANSI/NCSL Z 540-1-1994, Calibration Laboratories and
Measuring Equipment - General Requirements

8.1.2 General Vocabulary—Terms used in this document
are defined by:

ISO 842, Quality Vocabulary

8.2 Quality System:

8.2.1 Management Responsibility:

8.2.1.1 Quality Policy— The management of a company
shall develop and promulgate a corporate quality policy.
Management shall ensure that the corporate policy is under-
stood, implemented and maintained.

8.2.1.2 Quality Objectives—Based on this policy, key qual-
ity objectives shall be defined, such as fitness for use, perfor-
mance, reliability, safety, and so forth.

8.2.1.3 Quality Management Systems—A documented sys-
tem shall be developed, established and implemented for the
product as a means by which stated quality policies and
objectives can be realized. The quality system should ensure
that: ( ) it is understood and effective; (2) products actually do
satisfy customer expectations; (3) emphasis is placed on
problem prevention rather than dependence on detection after
occurrence; (4) causes, not only symptoms, of a problem are
found, and that corrections are comprehensive, touching any
activity that has a bearing on quality; and (5) feedback is
generated that can be used at the product or process design
stage for correcting problems and improving product. Manage-
ment shall provide the resources essential to the implementa-
tion of quality policies and objectives.

8.2.2 Quality System Documentation and Records—The
elements requirements and provisions adopted for the quality
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- mented to prevent recurrence of the problem. When the

management system shall be documented in a systematic. and

orderly manner.
8.2.2.1 Documentation shall be legible, clean, readily, iden-
tifiable and maintained in an orderly manner.

8.2.2.2 The quality management system shall establish and

require the means for identification, collection, filing, storage,
maintenance, retrieval and disposition of pertinent quality
documentation and records. Methods shall be established for
making changes, modifications, revisions or additions to the
contents of applicable documentation in a controlled manner.

8.3 Corrective Action Program:. - -

8.3.1 Introduction— There shall be a comprehensive defect
analysis/corrective action program for reporting and
following-up on product and program deficiencies.

8.3.2 Assignment of Responsibility:

8.3.2.1 The responsibility and authority for instituting cor-
rective action shall be defined as part of the quality system.

8.3.2.2 The coordination, recording and monitoring of cor-
rective action shall be assigned to a specific person or group
within the organization. (The analysis and execution of any
corrective action may involve a variety of people from such
areas as sales, design, production engineering, production
and/or quality control.)

8.3.3 Deficiencies:

8.3.3.1 Deficiencies shall be evaluated in terms of their
potential impact on product quality, reliability, safety, perfor-
mance and customer satisfaction.

8.3.3.2 The relationship between cause and effect should be
determined. The root cause should be determined before
planning and implementing corrective measures. Careful
analysis shall be given to the product and all related processes,
operations, records, and so forth.

8.3.3.3 Controls of processes and procedures shall be imple-

corrective measures are implemented, their effect shall be
monitored in order to ensure desired goals are met.

8.3.3.4 Permanent changes resulting from corrective action
shall be incorporated into the work instructions, manufacturing
processes, product specifications and/or the quality manual.

8.4 Quality System Certification—Companies with ISO
9001/9002 certification, companies meeting the requirements
of ANSIVASQC Q90 (Q91 or Q92), companies meeting the
requirements of nationally recognized test laboratories
(NRTLs) where the manufactured product bears the mark (or
marks) of the NRTL(s), or companies with an equivalent
independently and periodically verified quality system, and
which adopt this specification as part of their product definition
shall be deemed to meet all of the above quality assurance
guidelines. Companies meeting these conditions shall attach
the applicable certification to the manufacturer’s certification
of conformance report as proof of such designation.

9. Report

9.1 Summarize the design and performance (see Table 1,
Table 2 and Table 3) data in the report. See Fig XI.1 for an
example.

9.2 Include all descriptive information, such as:

9.2.1 Manufacturer or supplier information,

9.2.2 Opacity monitor information,

9.2.3 User information, and

9.2.4 Installation information.

10. Keywords
10.1 continuous opacity monitor; design specification; per-
formance specification; transmissometer

APPENDIX

(Nonmandatory Information)

X1. DATA SUMMARY FORM

X1.1 Fig. X1.1 is an example data form to summarize data

to certify conformance with design and performance specifi-
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cations.
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This document is provided by (company name), an (original manufacturer, supplier.
remanufacturer, or service facility), of/for opacity monitoring systems that are intended to comply
with standards of performance established by the US EPA 40CFR60, Appendix B, Performance
Specification 1, Performance Specifications for Opacity Momtors This EPA specification
references the above ASTM Standard Practice, which may be used by the manufacturer or supplier
to demonstrate that the designated opacity monitor meets those performance requirements that can
be tested and verified by the supplier prior to field installation. Data in this summary document
(Part I) have been generated in compliance with the procedures and specifications shown in the
ASTM Standard Practice, SPXXXX. These data confirm that the designated opacity monitor
meets or exceeds the requirements of this Standard Practice.

I. MAN UFACTURER/SUPPLIER INFORMATION
Company name
Location

II. OPACITY MONITOR INFORMATION
Model
Transceiver type
Transceiver serial no.

" Reflector type
Reflector serial no.
Control unit serial no.
Software version no.

III. USER INFORMATION
Company
Plant
Process/boiler
Location

IV. INSTALLATION INFORMATION |
Monitoring pathlength (depth of effluent)
Installation pathlength (flange to flange)
Emission outlet pathlength (stack exit)
PLCF or (OPLR)
Facility opacity standard, % opacity
FIG. X1.1 Data Summary Form
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PART I—DESIGN AND PERFORMANCE SPECIFICATIONS-TESTED AT
MANUFACTURER'’S FACILITY

Conformance with design specifications is demonstrated by testing two separate opacity monitors,
each of which is representative of standard production. One opacity monitor is selected and tested
annually and the other is selected from either a production lot of instruments not to exceed 20 in
size, or from monthly production, and tested in accordance with procedures described in the

SPXXXX. The tests associated with each of the above selected analyzers is requlred to be repeated ‘

anytime there is a critical component change that is substantial, hardware orsoftware change, or
manufacturing process change that could affect performance with respect to said design
specifications. The test data derived from each of the above two described analyzers is summarized
below.

1. Design Specifications Verified Through Tests Prescribed For An Annually, or More
Often, Selected Opacity Monitor :

The opacity monitor that tested to demonstrate the following design parameters was selected on the
basis of an annual selection ____, or following a major change in the design or construction of the
monitor o ' SR IR o '

OPACITY MONITOR INF ORMATION
Model
Transceiver type
Transceiver serial no.
Reflector type:
Reflector serial no.
Control unit serial no.

Software version no.
- TESTS PERFORMED BY:
» DATE:
TEST DATA REVIEWED AND CERTIFIED BY:
‘ ' DATE:
1.1 Spectral Response
Data listed below were obtained by calculation ____, or by actual measurement using a
monochrometer . A descrlptlon of elther the calculations or the measurement test setup are
included in Attachment A :
Parameter ~ - | Specification ) Actual Test Result
Peak response. s Between 500-600 nm - :
Mean response - Between 500-600 nm -
Max response beyond 700 nm Less than 10% of peak
Max rcsponse less than 400 im | Less than 10% of peak

: FIG x1 1 Data Summary Form (oont/nued)
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1.2 Thermal Stability

-

Parameter Specification Actual Test Result

Tested range, min temp Mfer specified, °C (°F) ' S '

Tested range, max temp Mfer specified, °C (°F)

Nomihal measurement value 0-10% opacity

Measurement drift, max < 2% opacity/40 °C (°F)

déviation from norinal -

measurement value

Zero drift from nominal < 2% opacity/40 °C (°F)

without compensation ’

Zero drift from nominal with < 2% opacity/40 °C (°F)

compensation ,

Span drift from nominal < 2% opacity/40 °C (°F)

without compensation

Span drift from nominal with | < 2% opacity/40 °C (°F)

compensation '

1.3 Insensitivity to Ambient Light

Parameter Specification Actual Test Result

Max solar intensity 900 W/m®

Nominal measurement value 0-10% opacity

Measurement drift, max < 2% opacity

deviation from nominal

measurement value

Drift was corrected for thermal | Mfgr specified

effects, yes or no

Zero drift from nominal < 2% opacity

without compensation :

Zero drift from nominal with < 2% opacity

compensation

Span drift from nominal < 2% opacity

without compensation

Span drift from nominal with | < 2% opacity

compensation

1.4 Calibration Device Availability

Parameter Specification Availability/Value

External zero device Optional
 Ext zero device repeatability < 1% opacity

External filter access To be available

FIG. X1.1 Data Sdmmary Form (continued)’ ‘
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1.5 Zero/upscale calibration check apparatus

190% of the energy reaching
the detector under actual clear
path conditions *

Parameter Specification Test Result
Indicated response to simulated zero 0 =£0.5% opacity
calibration device
Simulated Zero Check Simulated condition during
which the energy reaching the
detector is between 90 and

Response to upscale calibration device without | +10% opacity to highest
electronic hardware or software modification calibration error attenuator

value
Does automatic zero and span calibration Required
devices check all active optics and electronics?
Is automatic correction provided for zero drift? | Mfgr to specify (Y/N)

If yes, specify freq

Is automatic correction provided for dust Mfgr to specify (Y/N)
accumulation on exposed optics?

If yes, specify freq

Is automatic correction provided for span/cal | Mfgr to specify (Y/N)

?

If yes, specify freq

Note: * Negative opacity values of this magnitude can be calculated from the detector or
preamplifier output by measuring the equivalent optical energy detected in the clear path condition

and that produced by the zero calibration check device.

1.6 PLCF (OPLR) Security Precautions

calibration cycle

Condition Specification As Supplied (Y/N)
Original certified value is fixed | One or more of listed

and not adjustable by user conditions to be provided

Value is output with zero and | One or more of listed

span values during each conditions to be provided

Flag (alarm) is activated when | One or more of listed
changed from original certified | conditions to be provided
or permanently recorded value

FIG. X1.1 Data Summary Form (continued)
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1.7 Faults and Alarm (Mfgr to specify)

Fault Conditions (Note 1&3)

Specified Indication

Actual Indication

Conditions tested

Audible or visual, and
electrical

Tested output

Same

Same

Same

Alarm Conditions (Note 2&3)

Specified Indication

Actual Indication

Conditions tested

Audible or visual, and
electrical

Tested output

Same

Same

Same

Same

Same

Note 1) Fault conditions are those conditions which, when they occur, are deemed by the
manufacturer to result in performance which is not in compliance with this performance

specification.

Note 2) Alarm conditions are those conditions for which the manufacturer recommends review
and/or corrective action by trained service personnel as appropriate to prevent further deterioration
of instrument performance which could result in performance not in compliance with this

specification.

Note 3) Manufacturer may use other nomenclature to designate either general or specific alarms

and/or faults, as long as they are appropriately defined in the operators manual.

1.8 Miscellaneous

Parameter Specification Test Result
Resolution of visual measurement <£0.5% opacity

indication, if provided

Resolution of analog output measurement | < 0.5% opacity

indication

Resolution of serial digital output, if £ 0.5% opacity

provided

Bipolar range of visual measurement
indication

+50% opacity or more to -4%
opacity or less

Capability of analog output measurement | Required
indication to indicate negative values to at

least -4% opacity _

Are means available to monitor daily zero | Optional
and span drift before correction?

Is span drift corrected for zero drift in Optional
above method?

Are means available to monitor dust Optional

accumulation on exposed optical surfaces?

FIG. X1.1 Data Summary Form (continued)
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What surfaces are monitored for dust
accumulation?

Mfgr to specify, if applicable

Is an alarm provided for excessive dust
accumulation?

Mfgr to specify, if automatic
correction is provided

What level of dust accumulation triggers
the above alarm?

Mfgr to specify, if applicable

Is dust level measured separately from the | Mfgr to specify
accumulative zero drift?

Are all dust (if provided), zero, and span Required
values corrected to stack exit conditions?

‘What is the normal update interval for 10 sec max
opacity measurements?

Do longer term opacity averages include at | Required

least 6 approximately equaly distributed
individual measurement values per minute?

FIG. X1.1 Data Summary Form (continued)
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2. Design Specifications Verified Through Tests Prescribed for an Opacity Monitor Selected
on a Monthly Basis, or From Each Production Lot ’

The opacity monitor that was selected and tested to demonstrateb the following design parameters
was selected on the basis of a monthly selection , a manufacturing lot not to exceed 20 in size
, or following a major change in the design or construction of the monitor .

OPACITY MONITOR INFORMATION
Model
Transceiver type
Transceiver serial no.
Reflector type
Reflector serial no.
Control unit serial no.
Software version no.

TESTS PERFORMED BY:
DATE:

TEST DATA REVIEWED AND CERTIFIED BY:
DATE:

2.1 Angle of View

Transmissometer is exempt from angle of view specification because the angle of projection has
been demonstrated to be less than degrees.

Portion of opacity monitor included in the test:

Portion of opacity monitor excluded in the test:

Light source used in the test: directional , or non-directional
Were detector/measurement electronics modified to measure response to designated light source:

(Y/N) . If so, describe modifications in attachment B.
Parameter Specification Actual Test Result
Angle of view, horizontal <4° for all radiation providing
a response of > 2.5% of peak
response
Angle of view, vertical < 4° for all radiation providing
a response of > 2.5% of peak
response

FIG. X1.1 Data Summary Form (continuead)
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Transmissometer is exempt from angle of projection specification because the angle of projection
has been demonstrated to be less than degrees.

2.2 Angle of Projection

Option | Procedure
Portion of opacity monitor included in the test: -

Portion of opacity monitor excluded in the test:

Photodetector used in test:
If tests were conducted with dc coupled measurement circuit, was ambient light level less
than 0.5% of peak light intensity? (Y/N)
If tests were conducted with ac coupled measurement circuit, was it demonstrated that
ambient light levels did not saturate the detector? (Y/N) ; and was it demonstrated
that turning on/off ambient lights did not affect measurements? (Y/N)

Parameter Specification Actual Test Result

Angle of projection, horizontal | < 4° for all radiation providing
a response of = 2.5% of peak
response

Angle of projection, vertical < 4° for all radiation providing
a response of > 2.5% of peak
response

Option 2 Procedure (For transmissometer designs that have prevxously met the AOP spemﬁcatlon
using Option I procedure during the preceding 12 months)
Distance from transceiver/transmitter to target
Beam dimension (diameter) in the vertical direction
Beam dimension (diameter) in the horizontal direction
Option 2 Result: (total subtended angle): . degrees.
Option 1 Result (angle of projection): degrees
Difference (Option 1 result minus Option 2 result) degrees. If the results do not
agree within 0.3 degrees, repeat the test using Option 1.
FIG. X1.1 Data Summary Form (oontinijed)
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2.3 Insensitivity to supply voltage variations

Manufacturers specified nominal voltage:

Manufacturers specified operating voltage range, if specified:

Parameter Specification Actual Test Value
Min test voltage -10% from nom, or mfgrs min )

specified operating voltage,

whichever is lesser
Max test voltage +10% from nom, or mfgrs max

specified operating voltage,
whichever is greater

Nominal measurement value

0-10% opacity

Measurement drift, max
deviation from nominal
measurement value from
nominal to max ac voltage

+ 1% opacity

Measurement drift, max
deviation from nominal
measurement value from
nominal to min ac voltage

+ 1% opacity

Zeéro drift from nominal to min
ac voltage without
compensation

+ 1% opacity

Zero drift from nominal to min
ac voltage with compensation

* 1% opacity

Span drift from nominal to min
ac voltage without
compensation

+ 1% opacity

Span drift from nominal to min
ac voltage with compensation

* 1% opacity

Zero drift from nominal to max
ac voltage without
compensation

* 1% opacity

Zero drift from nominal to max
ac voltage with compensation

* 1% opacity

Span drift from nominal to
max ac voltage without
compensation

+ 1% opacity

Span drift from nominal to
max ac voltage with
compensation

* 1% opacity

FiG. X1.1 Data Summary Form (continued)
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3. Performance Specifications Verified by Tests Prescribed for Each Specific Opacity
Monitor.

The following tests were performed individually on the specific instrument described in the

beginning of this test report. Further, the following signatures attest to the fact that the design and

performance specifications tested on previous opacity monitors, as déscribed in Sectlons 1 and 2,

are representative of the design and performance of this specific monitor.

TESTS PERFORMED BY:

DATE:

TEST DATA REVIEWED AND CERTIFIED BY:

DATE:

3.1 Calibration error

Filter Specify Group, | Actual Filter Specified Cal Actual Cal
- Group I'or II Value Error Error
Low Group 3% '

Mid Group 3%

High Group 3%

. Note: Group I filters are 5-10, 10-20, 20-40 percent opacity (low, mid, high)
Group II filters are 10-20, 20-30, 30-60 percent opacity (low, mid, high)

3.2 Misalignment indication

This opacity monitor uses (a) manual ahgnment and visual alignment sighting dev1ce (YN)

or b) automatic beam steering (Y/N)

3.2.1 For manually aligned opacity monitors with visual alignment sighting indicator:

A. Rotational misalignment

Parameter

Specification Test Result

Nominal measurement value

0-10% opacity

Indication of centered alignment

Acceptable? (Y/N)

Clear indication of misalignment for rotational
misalignment for transceiver/transmitter in
upward vertical direction which causes 2%
opacity change

Acceptable? (Y/N)

Clear indication of misalignment for rotational
misalignment for transceiver/transmitter in
downward vertical dlrectlon which causes 2%
opacity change

Acceptable? (Y/N)

Clear indication of mlsallgnment for rotational
mlsallgnment for transceiver/transmitter i in
horizontal nght dlrectlon whlch causes 2%
opaclty change '

Acceptable? (Y/N)

Acceptable? (Y/N)

Clear mdlcatlon of mxsallgpment for rotational

_FIG. X1 | Data Summary Form (contlnued)
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misalignment for transceiver/transmitter in
horizontal left direction which causes 2%
opacity change

B. Lateral misalignment, same test conditions

Parameter

Specification

Test Result

Clear indication of misalignment for lateral
movement to the left which causes 2% opacity
change

Acceptable? (Y/N)

Clear indication of misalignment for lateral
movement to the right which causes 2% opacity
change

Acceptable? (Y/N)

Clear indication of misalignment for lateral
movement in upward direction which causes 2%
opacity change Clear indication of misalignment
with above movement

Acceptable? (Y/N)

Clear indication of misalignment for lateral
-movement in downward direction which causes
2% opacity change Clear indication of
misalignment with above movement

Acceptable? (Y/N)

3.2.2 For opacity monitors with automatic beam steering,

Parameter

Specification

Test Resqlt

Nominal measurement value

0-10% opacity

Indication of centered alignment

Acceptable? (Y/N)

Degree of rotational misalignment for
transceiver/transmitter in upward vertical
direction which triggers alarm

Mfgr to specify

 Degree of rotational misalignment for
transceiver/transmitter in downward vertical
direction which triggers alarm

Mfgr to specify

Degree of rotational misalignment for
 transceiver/transmitter in horizontal right
direction which triggers alarm

Mifgr to specify

Degree of rotational misalignment for
transceiver/trarismitter in horizontal left
_direction which triggers alarm

Mfgr to specify

FIG. X1.1 Data Summary Form (continued)
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Parameter Specification Test Result

Lateral movement of transceiver/transmitter in | Mfgr to specify movement
upward vertical direction which causes an
indication of misalignment

What is maximum deviation of opacity from < 2% opacity
nom when opacity monitor is misaligned as
above from centered to value noted?

Lateral movement of transceiver/transmitter in | Mfgr to specify movement
downward vertical direction which causes an
indication of misalignment

What is maximum deviation of opacity from < 2% opacity
nom when opacity monitor is misaligned as
above from centered to value noted?

Lateral movement of transceiver/transmitter in | Mfgr to specify movement
horizontal right direction which causes an
indication of misalignment

What is maximum deviation of opacity from < 2% opacity
nom when opacity monitor is misaligned as
above from centered to value noted?

Lateral movement of transceiver/transmitter in | Mfgr to specify movement
horizontal left direction which causes an
indication of misalignment

‘What is maximum deviation of opacity from < 2% opacity
nom when opacity monitor is misaligned as
above from centered to value noted?

3.3 Spectral Response Repeatability

Date of photopic filter calibration
Peak transmission of photopic filter
Calculated nominal response of analyzer to photopic filter , % opacity
Calculated allowable variation of the response to photopic filter:

OP, high , OP, low
Above opacity values converted to stack exit values according to the specific PLCF (OPLR)
established for this installation: PLCF (OPLR)

OPc, nom , OPc, high , OPc, low

Actual measured response of the instrument to listed photopic filter % opacity

Is measured response within previously calculated range (Y/N)
FIG. X1.1 Data Summary Form (continued)
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3.4 Intrinsic opacity monitor settings/adjustments

List all configurable parameters to obtain the performance described in this report. These
parameters typically include calibration check intervals, calibration check correction, procedure
settings relating to flange-to-flange separation distance, range, averaging time, alarms, etc.

4. Quality Assurance Program
4.1 18O, ANSI/ASQC, or other Quality System Certification

Is the company which prepared this report certified according to ISO quality standards,
ANSVASQC (QC 90 or 91) or other applicable quality standard (Y/N) . If so, to
what classification and on what date . Attach certificate
of such designation as attachment C.

4.2 QA Guideline Compliance

Has the company which prepared this document established and maintained a QA/QC program
that is in compliance with the guidelines specified in the ASTM SPXXXXX, (Y/N) L If
so, please attach a description of the quality program in attachment C, and indicate the person
responsible for the integrity of this quality program

Suppliers who comply with 4.1 and not 4.2 are required to supply all supporting test data with this
report.

FIG. X1.1 Data Summary Form (continued)

The American Soclety for Testing and Materials takes no position respecting the validity of any patent rights asserted in connection
with any item mentioned in this standard. Users of this standard are expressly advised that determination of the validity of any such
patent rights, and the risk of infringement of such rights, are entirely their own responsibility.

This standard is subject to revision at any time by the responsible technical committee and must be reviewed every five years and
if not revised, either reapproved or withdrawn. Your comments are invited either for revision of this standard or for additional standards
and should be addressed to ASTM Headquarters. Your comments will receive careful consideration at a meeting of the responsible
technical committee, which you may attend. If you feel that your comments have not received a fair hearing you should make your
views known to the ASTM Committee on Standards, 100 Barr Harbor Drive, West Conshohocken, PA 19428.
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Designation: D 6228 —~ 98

Standard Test Method for

Determination of Sulfur Compounds in Natural Gas and
Gaseous Fuels by Gas Chromatography and Flame

Photometrlc Detection’

This standard is issued under the fixed designation D 6228; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilon (e) indicates an editorial change since the last revision or reapproval.

1. Scope

1.1 This test method provides for the determination of
individual volatile sulfur-containing compounds in gaseous
fuels by gas chromatography (GC) with flame photometric
detection (FPD). The detection range for sulfur compounds is
from 20 to 20 000 picograms (pg) of sulfur. This is equivalent
to 0.02 to 20 mg/m® or 0.014 to 14 ppmv of sulfur based upon
the analysis of a 1-mL sample.

1.2 This test method describes a GC-FPD method using a
specific capillary GC column. Other GC-FPD methods, with
differences in GC column and equipment setup and operation,
may be used as alternative methods for sulfur compound
analysis with different range and precision, provided that
appropriate separation of the sulfur compounds of interest can
be achieved.

1.3 This test method does not intend to identify all indi-
vidual sulfur species. Total sulfur content of samples can be
estimated from the total of the individual compounds deter-
mined. Unknown compounds are calculated as monosulfur-
containing compounds.

1.4 The values stated in SI units are to be regarded as
standard. The values stated in inch-pound units are for infor-
mation only.

1.5 This standard does not purport to address all the safety
concerns, if any, associated with its use. It is the responsibility
of the user of this standard to establish appropriate safety and
health practices and determine the applicability of regulatory
limitations prior to use.

2. Referenced Documents

2.1 ASTM Standards:

D 1072 Test Method for Total Sulfur in Fuel Gases?

D 1265 Practice for Sampling Liquefied Petroleum (LP)
Gases-Manual Method®

D 1945 Test Method for Analysis of Natural Gas by Gas
Chromatography?

! This test method is under the jurisdiction of ASTM Committee D-3 on Gaseous
Fuels and is the direct responsibility of Subcommittee D03.05 on Determination of
Special Constituents of Gaseous Fuels.

Current edition approved March 10, 1998. Published May 1998.

2 Annual Book of ASTM Standards, Vol 05.05.

3 Annual Book of ASTM Standards, Vol 05.01.
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D 3609 Practice for Calibration Techniques Using Perme-
ation Tubes*

D 4468 Test Method for Total Sulfur in Gaseous Fuels by
Hydrogenolysis and Rateometric Colorimetry?

D 4626 Practice for Calculation of Gas Chromatographic
Response Factors®

D 5287 Practice for Automatic Sampling of Gaseous Fuels?

D 5504 Test Method for Determination of Sulfur Com-
pounds in Natural Gas and Gaseous Fuels by Gas Chro-
matography and Chemiluminescence Detection®

E 840 Practice for Using Flame Photometric Detectors in

Gas Chromatography®

2.2 EPA Standards:

EPA-15 Determination of Hydrogen Sulfide, Carbonyl Sul-
fide and Carbon Disulfide Emissions from Stationary
Sources, 40 CFR, Chapter 1, Part 60, Appendix A

EPA-16 Semicontinuous Determination of Sulfur Emis-
sions from Stationary Sources, 40 CFR, Chapter 1, Part
60, Appendix A

3. Terminology

3.1 Abbreviations:

3.1.1 A common abbreviation of a hydrocarbon compound
is to designate the number of carbon atoms in the compound.
A prefix is used to indicate the carbon chain form, while a
subscript suffix denotes the number of carbon atoms, for
example, normal decane = n-C,, isotetradecane = i-C,.

3.1.2 Sulfur compounds commonly are referred to by their
initials, chemical or formula, for example, methyl mercaptan =
MeSH, dimethyl sulfide = DMS, carbonyl sulfide = COS,
di-z-butyl trisulfide = DtB-TS, and tetrahydothiophene = THT
or thiophane.

4, Summary of Test Method

4.1 Sulfur analysis ideally is performed on-site to eliminate
potential sample deterioration during storage. The reactive
nature of sulfur components may pose problems both in
sampling and analysis. Samples should be collected and stored
in containers that are nonreactive to sulfur compounds, such as

4 Annual Book of ASTM Standards, Vol 11.03.
% Annual Book of ASTM Standards, Vol 05.02.
S Annual Book of ASTM Standards, Vol 14.02.

1092



Tedlar” bags. Sample containers should be filled and purged at
least three times to ensure representative sampling. Laboratory
equipment also must be inert, well conditioned, and passivated
with a gas containing the sulfur compounds of interest to
ensure reliable results. Frequent calibration and daily verifica-
tion of calibration curve using stable standards are required.
Samples should be analyzed within 24 h of collection to
minimize sample deterioration. If the stability of analyzed
sulfur components is proved experimentally, the time between
collection and analysis may be lengthened.

42 A 1-mL sample of the fuel gas is injected into a gas
chromatograph where it is passed through a 60-m, 0.53-mm
inside diameter (ID), thick film, methyl silicone liquid phase,
open tubular partitioning column, or a similar column capable
of separating sulfur components.

4.3 Flame Photometric Detectors—When combusted in a
hydrogen-rich flame, sulfur compounds emit light energy
characteristic to all sulfur species. The light is detected by a
photomultiplier tube (PMT). The PMT response is proportional
to the concentration or the amount of sulfur. All sulfur
compounds including sulfur odorants can be detected by this
technique.

4.4 Other Detectors—This test method is written primarily

for the flame photometric detector. The same gas chromato-
graphic (GC) method can be used with other sulfur-specific
detectors provided they have sufficient sensitivity and selectiv-
ity to all sulfur compounds of interest in the required measure-
ment range.

4.5 Other GC Test Methods—The GC test methods using
sulfur chemiluminescence, reductive rateometric, and electro-
chemical detectors are available or under development.

5. Significance and Use

5.1 Many sources of natural gas and petroleum gases
contain varying amounts and types of sulfur compounds, which
are odorous, corrosive to equipment, and can inhibit or destroy

catalysts used in gas processing. Their accurate measurement is.

essential to gas processing, operation, -and utilization.

5.2 Small amounts, typically, 1 to 4 ppmv of sulfur odorant
compounds, are added to natural gas and liquefied petroleum
(LP) gases for safety purposes. Some odorant compounds can
be reactive and may be oxidized, forming more stable com-
pounds having lower odor thresholds. These gaseous fuels are
analyzed for sulfur odorants to help ensure appropriate odorant
levels for safety.

5.3 This test method offers a technique to determine indi-
vidua] sulfur species in gaseous fuel and the total sulfur content
by calculation. Gas chromatography is used commonly and
extensively to determine other components in gaseous fuels
including fixed gas and organi¢c components (see Test Method
D 1945). This test method dictates the use of a specific GC
technique with one of the more common detectors for mea-
surement. '

6. Apparatus ‘
6.1 Chromatograph—Any gas chromatograph that has the

7 Registered trademark. Available from DuPont de Nemours, E. ., & Co., Inc.,
Barley Mill Plaza, Bldg. 10, Wilmington, DE 19880-0010.
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following performance characteristics can be used.

6.1.1 Sample Inlet System—Gas samples are introduced to
the gas chromatograph using an automated or manually oper-
ated stainless steel gas sampling valve enclosed in a heated
valve oven, which must be capable of operating continuously
at a temperature of 50°C above the temperature at which the
gas was sampled. TFE-fluorocarbon tubing made of fluorinated
ethylene propylene (FEP), 316 stainless steel tubing, or other
tubing made of nonpermeable, nonsorbing, and nonreactive
materials, as short as possible and heat traced at the same
temperature, should be used for transferring the sample from a
sample container to the gas-sampling valve. A 1.0-mL sam-
pling loop made of nonreactive materials, such as deactivated
fused silica or 316 stainless steel is used to avoid possible
decomposition of reactive sulfur species. Other size fixed-
volume sampling loops may be used for different concentration
ranges. A 1- to 2-m section of deactivated precolumn attached
to the front of the analytical column is recommended. The
precolumn is connected directly to the gas sampling valve for
on-column injection. The inlet system must be well condi-
tioned and evaluated frequently for compatibility with trace
quantities of reactive sulfur compounds, such as rert-butyl
mercaptan.

6.1.2 Digital Pressure Transmitter—A calibrated stainless
steel pressure/vacuum transducer with a digital readout may be
equipped to allow sampling at different pressures to generate
calibration curves.

6.1.3 Column Temperature Programmer—The chromato-
graph must be capable of linear programmed temperature
operation over a range from 30 to 200°C, in programmed rate
settings of 0.1 to 30°C/min. The programming rate must be
suﬁiciently reproducible to obtain retention time repeatability
of 0.05 min (3 s). .

6.1.4 Carrier and Detector Gas Control—Constant flow
control of carrier and detector gases is critical to optimum and
consistent analytical performance. Control is best provided by
the use of pressure regulators and fixed flow restrictors. The
gas flow rate is measured by any appropriate means and the
required gas flow indicated by the use of a pressure gage. Mass
flow controllers, capable of maintaining gas flow constant to
*1 % at the required flow rates also can be used. The, supply
pressure of the gas delivered to the gas chromatograph must be
at least 69 kPa (10 psi) greater than the regulated gas at the
instrument to compensate for the system back pressure. In
general, a supply pressure of 552 kPa (80 p51g) will be
satisfactory.

6.1.5 Detector—A flame photometnc detector calibrated in
the sulfur-specific mode is used for this test method. Other.
detectors as mentioned in 4.4 will not be covered in this test
method. This detector may be obtained from various manufac-
turers; however, there are .variations in design. The pulsed
flame photometric detector (PFPD) is one of the new FPD
designs. The pressure and flow rate of the hydrogen and air
gases used in the detector may be different. The selection of
which detector to use should be based on its performance for
the intended application. The detector should be set according
to the manufacturer’s specifications and tuned to the best
performance of sensitivity and selectivity as needed.
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6.1.5.1 When sulfur-containing compounds are burned in a
hydrogen-rich flame, they quantitatively produce a S,* species
in an excited state (Eq 1 and Eq 2). The light emitted from this
species is detected by a photomultiplier tube (PMT) (Eq 3). A
393-nm bandpass optical filter normally is used to enhance the
selectivity of detection. The selectivity normally is about 10*to
1 by mass of sulfur to mass of carbon.

RS+ 0, »nCO, + SO, )

280, + 4H, — 4H,0 + Sy* 2)
S* =S, + v 3)
where:
hv = emifted light energy.

6.1.5.2 The intensity of light is not linear with the sulfur
concentration but is proportional approximately to the square
of the sulfur concentration. The relationship between the FPD
response (Rp) and the sulfur concentration (S) is given by Eq
4 and Eq 5. The n-factor usually is less than 2.0.

Rp o [ST" @
Log[S]a l/nLogR )
where:
n = exponential factor (1.7 to 2.0).

6.1.5.3 The linear calibration curve can be made using a
log-log plot. Some instruments use an electronic linearizer to
produce a signal with direct linear response. The dynamic
range of this linear relationship is about 1 X 10%,

6.2 Column—A 60- by 0.53-m ID fused silica open tubular
column containing a 5-pm film thickness of bonded methyl
silicone liquid phase is used. The column shall provide
adequate retention and resolution characteristics under the
experimental conditions described in 7.3. Other columns,
which can provide equivalent separation can be used, as well.

6.3 Data Acquisition:

6.3.1 Recorder—A 0- to 1-mV range recording
potentiorneter or equivalent, with a full-scale response time of
2 s or less can be used.

6.3.2 Integrator—The use of an- electronic integrating
device or computer is recommended. The device and software
must have the following capabilities:

6.3.2.1 Graphic presentation of the chromatogram.

6.3.2.2 'Digital display of chromatographic peak areas.

6.3.2.3 Identification of peaks by retention time or relative
retention time, or both.

7. Reagents and Materials

7.1 Sulfur Permeation Tube Standards—Gaseous standards
generated from  individual or a combination of certified
permeation tubes at a'constant temperature and flow rate shall
be used for-all calibrations. Each permeation tube will be
weighed to the nearest 0.1 mg on a periodic basis after the
permeation rate has equilibrated and remains constant. The
standard concentration is calculitéd by mass loss and dilution

gas flow rate. Impurities permeatéd from each tube must be’

detected, measured, and accounted for in the mass loss, if they

are present above a level of 0.1 % of the permeated sulfur

species. See Practice D 3609.
7.2 Compressed Cylinder Gas

Standards—As an
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alternative, blended gaseous sulfur standards may be used if a
means ‘to ensure accuracy and stability of the mixture is
available. These mixtures can be a source of error if their
stability during storage cannot be guaranteed.

Note 1—Warning: Sulfur compounds may be flammable and harmful
or fatal if ingested or inhaled.

7.3 Carrier Gas—Helium or nitrogen of high purity
(99.999 % min purity) (Warning—See Note 2). Additional
purification is recommended by the use of molecular sieves or
other suitable agents to remove water, oxygen, and
hydrocarbons. Available pressure must be sufficient to ensure a
constant carrier gas flow rate (see 6.1.4).

Note 2—Warning: Helium and nitrogen used are compressed gases
under hi{gh pressure.

7.4 Hydrogen—Hydrogen of high purity (99.999 % min
purity) is used as fuel for the flame photometnc detector (FPD)
(Warning—See Note 3).

Note 3—Warning: Hydrogen is an extremely flammable gas under
high pressure.

7.5 Air—High-purity (99.999 % min purity) compressed air
is used as the oxidant for the flame photometric detector (FPD)
(Warning—See Note 4).

Note 4—Warning: Compressed air is a gas under high pressure that
supports combustion.

8. Preparation of Apparatus and Calibration

8.1 Chromatograph—Place in service in accordance with
the manufacturer’s instructions. Typical operating conditions
are shown in Table 1 .

8.2 FPD—Place the detector in service in accordance with
the manufacturer’s instructions. Hydrogen and air flows are
critical and must be adjusted propeily in accordance with the
instruction furnished by the manufacturer. With the FPD flame
ignited, monitor the signal to verify compliance with the signal
noise and drift specified by the manufacturer. The FPD flame
should be maintained to give consmtent and optimum
sensitivity for the detection range.

8.2.1 Sample Injection—A sample loop of 1.0 mL of
suitable size for sample injection may be used for performance
check. A linear calibration curve may be determined by using
standards of varying concentrations or by injecting a single
calibration standard at different pressures from 13.3 to 133 kPa
(100 to 1000 torr). If the latter method is used, the
concentration of sulfur component for calibration is calculated
using the following equation.

Sy = (PJP) X C, ©)

TABLE 1 Gas Chromatographic Operating Parameters

Gas Sample Loop: 1.0 mL at 120°C

Injection Type: On-column
Carrier Gas: He at 11.0 ml/min or at a flow rate allowing CH,
elutes at approximately 2.1 min
Column Oven: 30°C hold 1.5 min, 15°C/min to 200°C, hold 8 min, or
as needed
Detector:  Hp/air ratio specified by manufacturer, 250°C, 20

mU/min, helium makeup gas
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where

S, = calculated concentration of the sulfur compound in
the sampled gas on mole or volume basis,

P, = sampling pressure as absolute,

P, = laboratory ambient pressure as absolute, and

C, = concentration of the sulfur compound in the

calibration standard.

8.2.2 Detector Response Calibration—Analyze the
calibration gas and obtain the chromatograms and peak areas.
Determine the linear range of detector response using sample
injection techniques illustrated in 8.2.1. A log/log plot or a
linearized plot may be constructed with the linear correlation

quenching effect on sulfur detection as a result of the formation
of a large amount of carbon dioxide in the flame suppressing
the formation of SO,. The quenching can be minimized by
optimizing the chromatographic conditions to separate the
sulfur components of interest from large hydrocarbons present

. in the sample matrix. A flame ionization detector (FID) or

factor calculated. Calculate the relative sulfur response factor

of each sulfur compound at ambient pressure by:

F, = (S/A) X L, @™

where!

F, = sulfur response factor of compound, :

§, = concentration of the sulfur compound in the sampled: :-
gas on mole or volume basis,

A, = peak area of the sulfur compound measured, and

L, = moles of sulfur in the compound.

Example

Assume 1.0 ppmv of dlmethyl sulfide (DMS) mJected w1th a
1.0-mL sample loop.

1-ppmv DMS = 62. 13/22.41 = 2.772 mg/m®
2 ). 1.0 mL of 1-ppmv DMS = 2772-pg DMS =
51.61 % =
15 850 counts, the response factor F,, (S/peak) is 1430/15 850
X 1 =9.02 X 107 (pg sulfur/unit area) The response factor
(F,) of 1.0- mLmJectlon =1 0/15 850 X 1 =63 X 10’ (ppmv
DMS/unit area). '

All mono-sulfur compounds should have approximately the
same response factor. The response factor (F,) of each sulfur
compound should be within 10 % of F,, for dimethyl sulfide.
The day-to-day variation of F,, should not be greater than 5 %.
The detector should be maintained and flow rates readjusted to
optimize the detector performance if F, exceeds this limitation.
Table 2 lists common sulfur compounds found in gaseous fuel
and their properties for calculation. 4 o

8.2.3 Interferences—There .are two types of mterferences
that must be minimized for reliable quantitation.

8.2.3.1 Hydrocarbon Quenching—Hydrocarbons produce a

(from Table

TABLE 2 Physical Properties of Common Sulfar Compounds

Relative
. Molécular Mass . - Boiling Point,- Vapor Pressure
Compound "\ pojecular 5 °C kPa at 37.78°C
Weight)
H,S 34.08 94.09 --60.3 cee 2
cos 60.08 53.37 -50.2 ’
MeSH-, - ;4811 6665 . - 6.2 - 214, ;
EtSH 6213, -. 5161 380 . 12 ..
© DMS T62.143 51.61 373 103 :
CS, T 76,14 84.23 46.5 o
iPrSH 76.16 4210 .= - 526 - 61
TBM ~ 90.19 35.55 64.0 41
nPrSH: 76.16 4210 - 67.0 35
MES . 76.16 - 42,10 67.0 * . w736
THT . 88.17 36.37 . 120 . 4.6 o
di-EtS 90.19 35.55 920 . .
DMDS 94.20 68.08 109.7
di-Et-DS 112225 - 52,46 154.0

2772 X
1430-pg S. If the peak aréa of DMS response is

thermal conductivity detector (TCD) can be used to identify the
presence of interfering hydrocarbons. Sample dilution or
injection of a smaller volume of sample may be used to
alleviate the quenching effect if sulfur concentration is
significantly higher than the method detection Iimit.

8.2.3.2 Self-Quenching—In other cases, the reverse of the
reaction shown in Eq 3 produces self-quenching. This arises
when the emitted light is reabsorbed before reaching the
photomultiplier. It occurs when a very large concentration of
any sulfur species is present in the flame above and beyond the
linearity range of the detector. It often generates an M-shape
peak with the inverted signal at a component’s peak apex,

“which mistakenly can be identified as two close eluting

compounds. Sample dilution or smaller sample injection may
eliminate this effect.

8.3 Chromatography——A chromatogram of typical natural
gas analysis: is illustrated in Fig. 1. (relative response versus
retention time). The retention times of selected sulfur
components are listed for reference (Table 3 ). They may vary
considerably depending on the chromatographic conditions.
The eluting sequence and spread of sulfur peaks and their peak
shape should remain the same. Adequate resolution defined as
baseline separation of adjacent peaks shall be achieved. The
baseline separation of two peaks isdefined as the FPD signal
of the first compound returns to a pomt at least below 5 % of
the smallest peak of two.

9, Procedure - - S o ey
9.1 Sampling and Preparatzon of Sample Aliguots: ‘
9.1.1 Gas Samples—Samples should be supplied to the

laboratory in specmlly conditioned high-pressure sample

containers or in Tedlar’ bags at atmospheric pressure. The
sample must be analyzed as soon as pos51b1e preferab]y within

24 h of sampling.’ '
9.2 Instrument Setup—Set up the GC-FPD in accordance

with the chromatograph operating parameters listed in Table 1,
9.3 "Instrument Performance—Analyze selected standards

to verify the chromatographic performance (see 8.3), retention’

times (Table 3), and the response “factors (see 8.2.2). The
calibration made at the beginning and the end of each run or
series of runs w1thm 24-h period shall not exceed +5 %.

9.4 External Standard Calibration—At least twice a day or.
as frequently as necessary, analyze the calibration standard mix
to verify the calibration curve determined in 8.2.1 and 8.2.2
and determine the standard response factors for” the sample
analysis.

9.5 Sample Analysis—Evacuate and purge the lines from the’
sample container through the sample loop in the gas
chromatograph. Inject 1.0 mL with a. gas sampling valve as in
8.2.1. If the sample size exceeds the linear range of the
detector, reduce’the sample ‘size using a smaller loop or lower
sampling pressure. Run the analysis in accordance with the

i

conditions specified in Table 1. Obtain the chromatographic
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GCFPD Sulfur Chromatogram

FIG. 1 Chromatogram of a Composite Odorized Natural Gas

TABLE 3 Retention Times of Various Sulfur Components

AT, min Compound AT, min Compound AT, min  Compound
2.09 methane 5.50 CS, 11.23 M-iPr-DS
220 ethane 5.80 iPrSH 11.62°  DEDS
2.45 H,S 6.45 TBM 11.74 M-nPr-DS
2.55 COos 6.70 nPrSH 11.90 M-tB-DS
2.65 propane 6.80 MES, 12.35 DMTS
3.00 butane 7.80 thiophene 12.87 E-nPr-DS
3.40 n-butane 8.25 DES 12.98 DiPr-DS
3.52 MeSH 9.00 DMDS 13.50 iPrtB-DS
4.50 Fpentane 9.42 M-thiophenes  13.65 iPr-nPr-DS
475 EtSH 9.95 THT 14.35 DtB-DS
4.90 n-pentane 1037 MEDS - 14.55 DEt-TS
5.10 DMS 11.00 DiB-TS

Cpsthiophenes 17.15

data ‘by means of a potentiometric record (graphic), digital
integrator, or computer-based chromatographic data system.
Examine the graphic display or digital data for any errors, for
example, over-range component data and repeat the injection
and analysis, if necessary. 'The difference between
corresponding peak areas of repeated runs, should not exceed
5 %.

9.6 Compound Identzﬁcatton——Sulfur compounds are
identified by their retention times established during
calibration, All compounds without matching standards are
identified as individual unknowns.

10. Calculatlon

10.1 Determme the chromatographlc peak area of each
component and use the response factor (Eq 7) obtained from
the calibration run to calculate the amount of each sulfur
compound present corrected for injection pressure. The amount

of each unknown sulfur compound is calculated using the
response factor of the closest adjacent identified compound,
unless that compound shows abnormal peak shape.

C, =(A,JF,) (PJP)IL, (€]
where:

= concentration of the sulfur compound in the gas on
mole or volume basis,

n

A, = peak area of the sulfur compound measured,
F, = sulfur response factor of compound,

P, = laboratory ambient pressure,

P, = sampling pressure, and

L, = moles of sulfur in the compound.

11. Report

11.1 Report the identification and concentration of each
individual sulfur compound in ppmv. Report the sum of all
sulfur components detected to the nearest ppmv or pg as total
sulfur.

12. Precision and Bias

12.1 Precision—The precision of this test method is
determined based on a sulfur standard mix in methane, which
is stable during the testing period. The statistical examination
of the laboratory test results is as follows:

12.1.1 Repeatability (Single-Operator and Apparatus)—
The difference between successive test results obtained by the
same operator with the same apparatus under constant
operating conditions on identical test material would, in the
long run, in the normal and correct operation of this test

1096



D 6228

method, exceed the following values by only one case in  Laboratories)—Since reference samples stable over a long
twenty. testing period, which are required for this determination, are

Sulfur Compound ppmv Repeatability not available at this time, reproducibility cannot be determined.
12.2 Bias—Since there is no accepted reference material for

+ . .
gﬁg §;g§ ;3;?2 determining the bias, no statement on bias can be made.
NPM 3.72 ‘ *0.12 . : :
DMDS . 2.00 ) *0.06 - - 13. Keywords
THT 6.44 016 .

. - " 13.1 flame photometric - detection; gas chromatography;
12.1.2 Reproducibility (Different Operators, Apparatus, and  sulfur compounds, odorants

i

The American Society for Testing and Materials takes no position respecting the validity of any patent rights asserted in connection
with any item mentioned in this standard. Users of this standard are expressly advised that determination of the validity of any such
patent rights, and the risk of infringement of such rights, are entirely their own responstbl/l!y

This standard is subject to rewsron at any time by the responS/bIe techn/cal commritee and must bs rswe wed every five years and
if not revised, sither reapproved or withdrawn. Your comments are invited either for revision of this standard or for additional standards
and should be addressed to ASTM Headquarters. Your comments will receive-careful consideration at.a meeting of the responsible
technical committes, which you may attend. If you feel that your comments have not received a fair hearing you should make your
views known to the ASTM Committee on Standards, 100 Barr Harbor Drive, West Conshohocken, PA 19428 .
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Designation: D 6420 — 99

Standard Test Method for

Determination of Gaseous Organic Compounds by Direct
Interface Gas Chromatography-Mass Spectrometry’

This standard is issued under the fixed designation D 6420; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilon (€) indicates an editorial change since the last revision or reapproval.

1. Scope

1.1 This test method employs a direct interface gas
chromatograph/mass spectrometer (GCMS) to identify and
quantify the 36 volatile organic compounds (or sub-set of these
compounds) listed as follows. The individual Chemical Ab-
stract Service (CAS) numbers are listed after each compound.

Benzene-71432 Methylene chioride-75092
Bromodichloromethane-75274 1,1,2,2-Tetrachloroethane-79349
Carbon disulfide-75150 1,1,1-Trichloroethane-71556
Chloroform-67663 1,1,2-Trichloroethane-79005
Methyl iso-Butyl ketone-108101 p-Xylene-106423
Styrene-100425 Bromomethane-74839
Tetrachloroethylene-127184 Carbon tetrachloride-56235
Toluene-108883 Chlorobenzene-108907
Bromoform-75252 c-1,3-Dichloropropene-10061015
Vinyl acetate-108054 1,2-Dichloroethane-156592
Vinyl chioride-75014 1,1-Dichloroethene-75354
Chloromethane-74873 t-1,2-Dichloroethene-156605
cis-1,2-Dichlorosthene-156592 Methyl ethyl ketone-78933
Dibromochloromethane-124481 2-Hexanone-591786
1,1-Dichloroethane-107062 1-1,3-Dichloropropene-542756
1,2-Dichloropropane-78875 Trichloroethene-79016
Ethylbenzene-100414 m-Xylene-108383

Ethyl chloride-75003 0-Xylene-95476

1.2 The test method incorporates a performance-based ap-
proach, which validates each GCMS analysis by placing
boundaries on the instrument response to gaseous internal
standards and their specific mass spectral relative abundance.
Using this approach, the test method may be extended to
analyze other compounds.

1.3 The test method provides on-site analysis of extracted,
unconditioned, and unsaturated (at the instrument) gas samples
from stationary sources. Gas streams with high moisture
content may require conditioning to prevent moisture conden-
sation within the instrument. For these samples, quality assur-
ance (QA) requirements are provided in the test method to
validate the analysis of polar, water-soluble compounds.

1.4 The instrument range should be sufficient to measure the
listed volatile organic compounds from 150 ppb(v) to 100
ppm(v), using a full scan operation (between 45 and 300
atomic mass units). The range may be extended to higher or
lower concentrations using either of the following procedures:

1.4.1 The initial three-point calibration concentrations and

! This test method is under the jurisdiction of ASTM Committee D-22 on
Sampling and Analysis of Atmospheres and is the direct responsibility of Subcom-
mittee D22.03 on Ambient Atmospheres and Source Emissions.

Current edition approved May 10, 1999. Published July 1999.

Copyright ©® ASTM, 100 Barr Harbor Drive, West Conshohocken, PA 19428-2959, United States.
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the continuing calibration checks are adjusted to match the
stack concentrations, or

1.4.2 The three-point calibration is extended to include
additional concentrations to cover the measurement range.

1.5 The minimum quantification level is 50 % of the lowest
calibration concentration. Responses below this level are
considered to be estimated concentrations, unless a calibration
standard check is conducted at a lower concentration to
demonstrate linearity. The sensitivity of the GCMS measure-
ment system for the individual target analytes depends upon:

1.5.1 The specific instrument response for each target ana-
Iyte and the number of mass spectral quantification ions
available.

1.5.2 The amount of instrument noise, and

1.5.3 The percent moisture content of the sample gas.

1.6 This standard does not purport to address all of the
safety concerns, if any, associated with its use. It is the
responsibility of the user of this standard to establish appro-
priate safety and health practices and determine the applica-
bility of regulatory limitations prior to use. Additional safety
precautions are described in Section 9.

2. Referenced Documents

2.1 ASTM Standards:

D 1356 Terminology Relating to Sampling and Analysis of
Atmospheres?

D 3195 Practice for Rotameter Calibration®

2.2 EPA Test Methods:

Method 1-Sample and Velocity Traverses for Stationary
Sources®

Method 2-Determination of Stack Gas Velocity and Volu-
metric Flow Rate (Type S Pitot Tube)®

Method 3-Gas Analysis for Carbon Dioxide, Oxygen, Ex-
cess Air, and Dry Molecular Weight®

Method 4-Determination of Moisture Content in Stack
Gases®

Method 624-Purgables*

2 Annual Book of ASTM Standards, Vol 11.03.

3 Code of Federal Regulations 40 CFR Part 60, Appendix A, available from
Superintendent of Documents, U.S. Government Printing Office, Washington, DC
20402.

4 Code of Federal Regulations 40 CFR Part 136, Appendix A, available from
Superintendent of Documents, U.S. Government Printing Office, Washington, DC
20402.
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3. Terminology

3.1 See Terminology D 1356 for definition of terms used in
this test method.

3.2 Definitions of Terms Specific to This Standard:

3.2.1 blank analysis, n—injecting zero air or nitrogen into
the GCMS to determine background levels of the target
analytes.

3.2.2 CCC, n—continuing calibration check—injecting
calibration gas standards into the GCMS to verify the calibra-
tion status.

3.2.2.1 Discussion—The continuing calibration check is
performed before each testing day, before resuming sampling
after instrument shutdown or malfunction, and before resuming
sampling after 12 h of continuous instrument operation.

3.2.3 quantification ion, n—a specific ion in the analytes
mass spectrum that is used for quantification.

3.2.4 system calibration, n—calibration obtained by inject-
ing the calibration standard(s) through the entire sampling
system.

3.2.5 system zero, n—zero obtained by injecting dry nitro-
gen or zero gas through the entire sampling system to deter-
mine the system background levels of the target analytes.

4. Summary of Test Method

4.1 Analysis—Volatile Organic Hazardous Air Pollutants
(VOHAP) are analyzed using gas chromatography (GC) to
separate the individual compounds and mass spectrometry
(MS) to identify the compounds. The MS scans a defined mass
range (usually from 45 to 300 atomic mass units (amu) for
combustion sources) to identify the specific fragments for each
molecule. The target analytes are identified positively by: (1)
comparing eluting analyte GC peak retention times in the total
ion chromatograph (TIC) to those contained in a three-point
calibration, and (2) examining the mass spectral pattern of the
eluted peaks. Internal standards are used to correct for
hardware-related errors such as different injection volumes,
operational temperature fluctuations, and electron multiplier
drift.

4.2 Sampling—Samples are extracted from the stack or duct
at a constant rate, filtered, conditioned (if required), and
transported to the GCMS for analysis. Calibration gases are
introduced at the extractive probe outlet, upstream of the
primary particulate filter. All sample extraction components are
maintained at temperatures that prevent moisture condensation
within the measurement system components. :

5. Significance and Use

5.1 This field test method determines the mass concentra- .

tion of VOHAPs (or any subset) listed in Section 1.

5.2 Multiplying the mass concentration by the effluent
volumetric flow rate (see 2.2) yields mass emission rates.

5.3 This field test method employs the typical laboratory
GCMS techniques and QA/QC procedures.

5.4 This field test method provides data with accuracy and

precision similar to most laboratory GCMS instrumentation.

Note 1—Supporting data are available from ASTM Headquarters
Request RR: .
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6. Interferences

6.1 Analytical Interferences—Analytical interferences oc-
cur when chromatographic peak(s) and quantification ion(s)
overlap to such an extent that quantification of specific target
compounds is prohibited. The nature of the GCMS technique
virtually eliminates these types of analytical interferences.
However, compounds having very simple mass spectra (that is,
only one or two mass fragments) may be difficult to identify
positively.

6.2 Sampling System Interferences—Sampling system inter-
ferences occur when target analytes are not transported to the
instrumentation or when compounds damage the measurement
system components. Water, reactive particulate matter, adsorp-
tive sites within the sampling system components, and reactive
gases are examples of such potential sampling system interfer-
ences. Specific provisions and performance criteria are in-
cluded in this test method to detect and prevent the presence of
sampling system interferences.

7. Apparatus

7.1 Analytical Instrumentation:

7.1.1 Gas Chromatograph/Mass Spectrometer (GCMS), ca-
pable of separating the analyte mixture and detecting com-
pounds in the 45 to 300 atomic mass unit (amu) range.

7.1.2 Personal Computer, with compatible GCMS software
for control of the GCMS and for data quantification.

7.2 Sampling System: .

7.2.1 Sampling Probe, glass, stainless steel, or other appro-
priate material of sufficient length and physical integrity to
sustain heating, prevent adsorption of analytes, and to reach the
gas sampling point.

7.2.2 Calibration Assembly, typically fabricated by user, to
introduce calibration standards into the sampling system at the
probe outlet, upstream of the primary particulate filter, at the
same pressure and temperature as that of the effluent samples,
with provisions for monitoring the sample pressure and tem-
perature during continuing calibrations and effluent sampling.

7.2.3 Particulate Filters, rated at 0.3 pm, placed immedi-
ately after the heated probe and after the sample condenser
system. )

7.2.4 Pump, leak-free, with heated head, capable of main-
taining an adequate sample flow rate (at least 1.5 L/min).

7.2.5 Sampling Line, of suitable internal diameter, heated to
prevent sample condensation, made of stainless steel, tetrafluo-
rocarbon polymer, or other material that minimizes adsorption
of analytes, of minimal length.

7.2.6 Sample Condenser System, a refrigeration unit capable
of reducing and removing the moisture of the sample gas to a
level acceptable for sample injection.

7.2.7 Sample Flow Rotameters, capable of withstanding
sample gas conditions, calibrated according to Practice
D 3195.

7.2.8 Sample Transfer Line, to transport sample from
sample interface to GCMS, heated to prevent sample conden-
sation and fabricated of stainless steel, tetrafluorocarbon poly-
mer, or other material to minimize adsorption of analytes, of
minimal length.

7.3 Auxiliary Equipment:
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7.3.1 Calibration Gas Manifold, capable of delivering ni-
trogen or calibration gases through sampling system or directly
to the instrumentation, with provisions to provide for accurate
dilution of the calibration gases as necessary. See Fig. 1 for an
example schematic.

7.3.2 Mass Flow Meters or Controllers, with a stated
accuracy and calibrated range (+2 % of scale from 0 to 500
mL/min or 0 to 5 L/min).

7.3.3 Digital Bubble Meter (or equivalent), having a NIST-
traceable calibration and accuracy of +2 % of reading, with an
adequate range to calibrate mass flow meters or controllers and
rotameters at the specific flow rates (within +10 %) required to
perform the test method.

7.3.4 Tubing, tetrafluorocarbon polymer (or other mate-
rial), of suitable diameter and length to connect cyljnder
regulators and minimize the adsorption of analytes on the
tubing surface.

7.3.5 Tubing, 316 stainless steel (or other material), of
suitable diameter and length for heated connections.

7.3.6 Gas Regulators, appropriate for individual gas cylin-
ders, constructed of materials that minimize adsorption of
analytes.

8. Reagents and Materials

8.1 Calibration Gases, gas standards (in nitrogen balance or
other inert gas) for those compounds identified in Section 1,
certified by the manufacturer to be accurate to 5 % or better,
used for the initial and continuing calibrations.

Note 2—The analytical accuracy of the calibration standards must be
known. The analytical accuracy for gas mixtures may be concentration
dependent.

8.2 Internal Standards, manufacturer-certified mixtures for
co-injection with sample gas.

8.3 High Purity (HP) Nitrogen or Zero Air, for purging
sample lines and sampling system components, dilutions, and

Heated Probe 120-150°C;

9, Hazards

9.1 Target Analytes—Many of the compounds listed in
Section 1 are toxic and carcinogenic. Therefore, avoid expo-
sure to these chemicals. Calibration standards are contained in
compressed gas cylinders; exercise appropriate safety precau-
tions to avoid accidents in their transport and use.

9.2 Sampling Location—This test method may involve
sampling locations with high positive or negative pressures,
high temperatures, elevated heights, or high concentrations of
hazardous or toxic pollutants.

9.3 Mobile or Remote Laboratory—To avoid exposure to
hazardous pollutants and to protect personnel in the laboratory,
perform a leak check of the sampling system and inspect the
sample exhaust equipment before sampling the calibration
standards or effluent. Properly vent the exhaust gases.

10. Calibration and Standardization

10.1 Calibration Standards—Because of the incompatibil-
ity of some target compounds, many gas blends at each
concentration may be needed to construct a calibration curve
for all of the 36 target analytes listed in 1.1. Obtain or generate
calibration standards of each target compound at nominal
concentrations of 300 ppb(v), 1 ppm(v), and 10 ppm(v) by
either of the following options:

10.1.1 Option I—Obtain calibration gas standards for the
target compounds at the three specified nominal concentra-
tions.

10.1.2 Option 2—Obtain 10 ppm(v) calibration standards
for the target analytes. Then successively dilute the 10 ppm(v)
standard with ultra-pure nitrogen using mass flow meters.
Dilute the 10 ppm(v) standard to 1 ppm(v) and then the 1
ppm(v) to 300 ppb(v). If Option 2 is used, analyze the
calibration check (see Table 5) compounds directly as a QA
audit of the dilution technique. The audit result using the
calibrated GCMS must be within *20 % for the calibration to
be valid.

blank runs.
Bypass Control Va

Sample Gas

(1.5 LPM constont Calibration Gas

Sample Line Heated to 120-150 °C

rate sampling)
\Pmbc Box Heated to 120-150 °C

—

Mass Flow Metor

Excess Sample Atmospheric Vent

Connection Line

Audit Gas.

(250 mL/min during GC-MS
sample acquisition)

v

‘Mass Flow Meter

. [¥OC Fiee Niwogen |}

0
O
B3

Condenser
Flow Control

System Dircct
Calibration Calibration
N
- »
Condenser Bypass
Flow Control
e

GC-MS
Analyzer

Intemal Standards

Calibration Mixtare | ¥

Calibration Mixture

Callbration Mixture

Condenser System

Control Box Heated to 60°C
{or above saturation temperature of
sample gas )

FIG. 1 Example Direct Interface GCMS Measurement System

1102



D 6420

TABLE 1 Calibration and Sampling QA/QC Criteria

Accuracy and Sensitivity

Operational IS GC Retention Extracted lon Chromatographic Criteria
Mode Recommended Time : ’ '
Requirements  Requirements
Mass Spectrometer  See Table 3
Tune
Three-Point See Table 4 RTs for individual VOHAPS % RSDs calculated from the individual RRFs at ~ ARRFs must be > 0.25 to ensure proper
Calibration must be within =6 % of each calibration point must be +20 % for each instrumental response.
each other from run to run. target analyte. )
' A signal to noise of 10:1 (measured in

The RFs of the internal standards must be within  accordance with the instrument

=50 - 100 % of the mean for the initial three-point manufacturer's procedures) is recommended

calibration. for the low concentration level.
Surrogate Continuing See Table 4 RTs for individual VOHAPS The RFs of the internal standards must be within  Surrogate continuing system calibration
Calibration Check must be within 6 % of the —50 - 100 % of their ARFs from the initial three-  results must be within- £20 % of the
(CCC) initial three-point calibration. point calibration. manufacturers certified value from analysis by

' ) the threeé-point calibration for valid continuing
calibration. '

Sampling See Table 4 RTs for detected VOHAPS  The RFs of the internal standards must be within  Spectral ions of greater than 10 %

must be within £6 % of
those in the initial three-
point calibration.

~50 - 100 % of their ARFs from the mmal three-
point calibration.

abundance in the identified compounds mass
spectrum must also be contained in the
reference calibration spectrum for that
particular target analyte

TABLE 2 Relative lon Abundance Criteria for
Bromofluorobenzene

TABLE 4 Instrument Performance for Separated Internal
Standard Mixture’

Mass Fragment lon Abundance Criteria Internal Standard . Mass Recommended lon Abundance Criteria
50 ’ 15-40 % TRIS 50 ° 5-20 % of mass 69
75 30-60 % 69 Base Peak
95 Base peak 75 40-60 % of mass 69
96 5-9 % of mass 95 213 50-90 % of mass 69
173 ’ <2 % of mass 174 263 75-95 % of mass 69
174 >50 % of mass 95 282 30-70 % of mass 69
175 5-9 % of mass 174 BPFB 93 20-50 % of mass 117
176 >95 % but <101 % of mass 174 117 ~ Base Peak
177 5-9 % of mass 174 167 45-75 % of mass 117
- 245 <2 % of mass 246
246 >25 % of mass 117
9
TABLE 3 Instrument Performance for Blended TRISIBPFB ::; ) SQQSizo;ana:sssaﬁ,
lnternal Standard Mlxture in Tune

249 5-9 % of-mass 248

Mass Fragment Recommended Percent
Relative Low Abundance

‘Recommended Percent

Relative High Abundance

Criteria . Critéria

50 5 o - 8

55 5 ‘8

69 33 36

93 39 45
117 100 100
167 50 65

248 30 99

263 20 50

282

10 30

10.1.3 Opnon 2 for preparation of the three-point calibra-
tion curve may also generate concentration levels above and
below the suggested coricentration range. It is necessary, when
using this option, to audit the calibration curve using a certified
calibration standard 1ndependent from those used to prepare the
curve. -

10.1.4 If the QA audit results are not w1th1n 20 % of the
expected value, corrective action must be taken.

10.2 Mass Flow Meters—For OpthIl 2, calibrate the mass
flow meter using a digital bubble meter having a NIST-
traceable cahbranon at'the spemﬁc flow rates (=10 %) neces-
sary for dllutmg the cahbrat.lon standards

905

TABLE 5 Surrogate System Continuing Calibration Compounds

Nore 1-——The compbunds listed in Table 5 represent certain class(s) of
analytes known as surrogate mixture.

Compound Class Molecular Quantifica- Retention
: ) Representing’ Weight | tion-lon Time?
Methylene Chloride  Chlorinated . 84 - 84" 2:41 min
Methyl Ethyl Ketone  Polar 72 72 2:57 min

(MEK)

Carbon tetrachloride  Chlorinated 152 117 3:35 min
Toluspe Aromatic 92’ 91 5:08 min
Chlorobenzene Chlorinated aromatic 112 12 7:22 min
O-xylene Aromatic - 91 91 9:44 min

“Hetention time based on 60°C isothermal separatlon on a SPB-1 GC ‘column
30m long and 0.82 mm' |n5|de diameter. B

10.3 MS Tune—Follow the manufacturer’s written instruc-
tions for the set-up, tune, operatlon, and cahbratlon of the
GCMS instrument.- :

10.3.1 IfNIST hbrary searchable mass spectra are needed to
identify compounds ot included in the three-point calibration
or to facilitate comparison with other mass spectral analyses,
the mass spectrometer tune must be able to produce mass
spectra for bromoﬂuorobenzene (BFB) that meet the relative
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abundance criteria in Table 2.

Note 3—BFB is a compound typically used to tune mass spectrometers
for use in quantifying volatile organic compounds according to EPA
Method 624.4

10.3.2 Table 3 presents a specific example of applicable MS
tune limits for the mixture of two recommended gaseous
internal standards—1,3,5 trifluoromethylbenzene (iris) and
bromopentafluorobenzene (BPFB). These criteria have been
used to demonstrate that the instrument produces an acceptable
instrumental response for BFB. Table 4 presents a specific
example of applicable ion abundance criteria for the two
co-injected, GC separated gaseous internal standards. Meeting
the QA criteria, in Tables 3 and 4 ensures proper and consistent
GCMS response in each run, and thus allows meaningful
searches of the NIST mass spectral library for data acquired
under these conditions.

10.4 Initial Three-Point Calibration—Perform an initial
three-point calibration for each target compound at each of the
three nominal concentrations in 10.1 using duplicate analyses.
Calculate relative response factors (RRFs) and average relative
response factors (ARRFs) for each target compound at each of
the three concentrations (Section 12, Eq 1 and 2). Calculate the
percent RSD from these analyses for.each target analyte. Verify
that the QA/QC performance criteria in Table 1 are met.

10.5 System Continuing Calibration Check (CCC):

10.5.1 Introduce the six calibration check compounds iden-
tified in Table 5 at the calibration assembly port, and determine
their concentrations using the appropriate three-point calibra-
tion curves generated for the 36 analytes listed in 1.1. Allow
sufficient time for the system to equilibrate. The system
equilibration time should be no longer than the GCMS run
time. (The compounds listed in 1.1, and any subset of these
compounds, and the internal standards can be separated and
detected in a 10 to 15 min isothermal GC run.) Calculate the
percent differences from the respective certified values. Percent
differences within +20 % indicate that the calibration of the
GCMS system for the analytes is still valid.

10.5.2 Perform analysis of the CCC each day before mea-
suring the effluent, before resuming sampling after each
instrument shut down for maintenance or corrective action, and
before analyzing additional samples after twelve hours of
continuous operation. Repeat procedure if difference is greater
than 20 % of expected value for any target VOHAP.

Note 4—If only a subset of compounds identified in Section 1 are the
target analytes for the test situation, then only those surrogates needed to
verify the calibration status of the subset must be analyzed. (See Table 5
for the list of surrogates and compounds for which they represent.)
Alternately, all of the target analytes can be used to verify continuing
calibration status. : )

10.5.3 If a moisture condenser is used, conduct an addi-
tional CCC immediately after each test run (that is, while the
potential for residual moisture in the sampling system is
greatest) when analyzing for polar, water-soluble compounds.
This QA check is to determine whether loss of water-soluble
compounds in the system occurred. Take corrective action, if
necessary, before repeating the sample run.

10.6 Consistency During Runs—Use the same instrument
conditions to’quantify effluent and QA samples that were used
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to establish the three-point calibration curve.

11. Procedure

11.1 Pretest Preparations and Evaluations:

11.1.1 Flow Rate and Moisture Determination—If the ef-
fluent volumetric flow rate is required, perform EPA Methods
1 through 3. Determine the moisture content to within =2 %
using EPA Method 4, wet-bulb dry-bulb measurements, satu-
ration calculations, or other applicable means. If the moisture
content of the flue gas is greater than the applicable instrument
operating limit, remove the moisture (using a condenser system
or other suitable apparatus) before introduction into the
GCMS.

11.1.2 Sample Interface Preparation—Assemble the sam-
pling system and allow the sample interface system compo-
nents to reach operating temperatures. See Fig. 1 for an
example schematic. Operate the sampling system at a constant
sample flow rate during the entire test.

11.1.3 Continuing Calibration Check—Perform a CCC ac-
cording to 10.5. Verify that the results agree to within *+20 %
of the certified value before proceeding.

11.1.4 System Zero Analysis—After the CCC, perform a
system zero (through the calibration assembly port) using
nitrogen or zero air. Analyze nitrogen samples until the
measurement system background levels are less than 50 ppb(v)
for the target analytes of interest.

11.2 Sampling and Analysis:

11.2.1 Extract effluent sample gas for a period equal to the
sample equilibration time (appropriate to the individual sam-
pling system) before acquiring and analyzing the first sample.
Co-inject the internal standards with each sample. Continu-
ously extract the effluent between consecutive GCMS sample
acquisitions to ensure constant sample equilibration within the
sample interface system.

Note 5—The gaseous internal standards must be co-injected with the
sample gas on each GCMS run. The concentration should be no greater
than 10 times the expected value of the sample, but in practice this may
not be possible for some sources.

11.2.2 Analyze the sample using prepared calibration files
and quantification algorithms. Identify and determine the
concentration of the target VOHAP according to 12.6. Verify
that the QA/QC criteria listed in Table 1 are met for each run.
Each sample analysis represents the emissions concentration
over a period of approximately 15 min.

11.2.3 Typical test run durations are from 45 to 60 min.
During each test run, analyze a minimum of three samples,
unless otherwise specified.

11.3 Data Storage—Identify all samples with a unique file
name. Store backup copies of data files.

12. Calculation
12.1 Relative Response Factor (RRF)—Calculate RRF as
follows:

= 1
Ay Cx W

where
RRF = relative response factor,
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= peak area of selected target VOHAP quantion,
= peak area of corresponding selected internal stan-

dard quantion,
C;s = concentration of corresponding selected internal

standard, and
Cy = concentration of target VOHAP.

12.2 Average Relative Response Factor (ARRF)—Calculate
ARREF as follows:

2>
g
I

1 n
ARRF =~ 21 RRF; @

where:
ARRF = average relative response factor,

RRF = individual RRFs calculated from calibration run
(12.1).
n = 6, sample size. (Duplicate samples at each of three

concentration levels.)
12.3 Standard Deviation(s)—Calculate as follows:

-Zi (RRF, — ARRF)?

n—-1

(©)]

where:

s = standard deviation,

RRF; = individual relative response factor,
ARRF = average relative response factor, and -

n = 6, sample size.
12.4 Percent Relative Standard Deviation (%RSD). Calcu-
late % RSD as follows:

N
% RSD = ARRF X 100 4

where:
% RSD = percent relative standard deviation.

12.5 Continuing Calibration Check (CCC) Percent Differ-
ence (%D). Calculate % D as follows:
' (ARRF - RRF )

TRRF X 100 )

% D =
where:
% D percent difference between RRFccc and
ARREF,

RRFqer = target VOHAP RRF obtained from the continu-
ing (system) calibration check, and
ARRF = average relative response factor from three-
point calibration.
12.6 Quantification of Results—Calculate the VOHAP con-

centrations in gas samples as follows:

n

D 6420

AX CIS
Target VOHAP, ppm(v) = ARRF 4 6)
where
Ay = peak area of target VOHAP quantion,
A = peak area of corresponding selected internal stan-
dard quantion,
Crs = concentration of corresponding selected internal
standard, and

ARRF = average relative response factor of target VOHAP
calculated from three-point calibration.

12.7 Alternative Quantification Calculations—Alternative
quantification algorithms, such as regression analyses, may be
used to develop calibration files and sample analysis quantifi-
cation. In some cases, calculation procedures allowing a
non-zero y-axis intercept improve the accuracy and RSDs of
measurement results. If the alternative is used, apply the same
numerical procedure for the three-point calibration and all
sample analyses for the test series.

13. Report

13.1 Report the results for the individual GCMS analyses,
and the mean of all samples for each target analyte for each
run.

13.2 Include copies of the three-point calibration including
% RSD, RRFs and ARRFs, calibration check continuing
system calibration(s) results and other test method QA/QC
activities in the test report.

13.3 Store and include records of the manufacturer’s cer-
tificates of calibration standards and internal standards.

14. Precision and Bias

14.1 Data Quality Objectives—The overall data quality
objectives are within =20 % of the expected value. A precision
value of 10 % for each measurement value has been achieved
using this method as documented in the research report.
Achieving the performance criteria listed in Tables 1-4 has
demonstrated that these objectives can be met.>

15. Keywords

15.1 gas chromatography; mass spectrometry; stack gas
analysis; stationary source; volatile organic hazardous air
pollutant

5 “Evaluation of HAPSITE and a Direct Interface GCMS Test Method for
Measurement of Volatile Organic Compounds in Stationary Source Efffuent,” Vols
I and II, July 1997. Available from ASTM Headquarters. Request RR: D22-1028 .

The American Sociely for Testing and Materials takes no position respecting the validity of any patent rights asserted in connection
with any item mentioned in this standard. Users of this standard are expressly advised that determination of the validity of any such
patent rights, and the risk of infringement of such rights, are entirely their own responsibility.

This standard is subject to revision at any time by the responsible technical committee and must be reviewed every five years and
if not revised, either reapproved or withdrawn. Your comments are invited either for revision of this standard or for additional standards
and should be addressed to ASTM Headquarters. Your comments will receive careful consideration at a meeting of the responsible
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views known to the ASTM Committee on Standards, at the address shown below.

This standard is copyrighted by ASTM, 100 Barr Harbor Drive, PO Box C700, West Conshohocken, PA 19428-2959, United States.
Individual reprints (single or multiple copies) of this standard may be obtained by contacting ASTM at the above address or at
610-832-9585 (phone), 610-832-9555 (fax), or service @astm.org (e-mail); or through the ASTM website (www.astm.org).
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Designation: D 6503 — 99

Standard Test Method.for

Enterococc| in Water Usmt_:;rEntero|ert@1

This standard is issued under the fixed des:gnation D 6503; the number immediately following the designation indicates the year of
ongmal adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilon () indicates an editorial change since the last revision or reapproval.

1. Scope

1.1 This test method describes a simple procedure for the
detection of enterococci in water and wastewater. It is based on
IDEXX’s patented Defined Substrate Technology® (DST®),
This product, Enterolert, utilizes a nutrient indicator that
fluoresces when metabolized. It can detect these bacteria at one
colony forming unit (CFU)/100 mL within 24 h. The presence
of this microorganism in water is an indication of fecal
contamination and the possible presence of enteric pathogens.

1.2 This test method can be used successfully with drinking
water, source water, recreational (fresh and marine) water, and
bottled water. It is the user’s responsibility to ensure the
validity of this test method for waters of untested matrices.

1.3 This standard does not purport to address all of the
safety concerns, if any, associated with its use. It is the
responsibility of the user of this standard to establish appro-
priate safety and health practices and determine the applica-
bility of regulatory limitations prior to use.

2. Referenced Documents

2.1 ASTM Standards:

D 1129 Terminology Relating to Water?

D 1193 Specification for Reagent Water®

D 3370 Practices for Sampling Water from Closed Con-
duits?

3. Terminology

3.1 Definitions—For definitions of terms used in this test
method, refer to Terminology D 1129.

3.2 Definitions of Terms Specific to This Standard:

3.2.1 enterococci, n—a gram positive bacteria possessing
the enzyme B-D-glucosidase, which cleaves the nutrient indi-
cator and produces fluorescence under a long wave length (366
nm) ultraviolet (UV) light.

3.2.2 most probable number (MPN), n—a statistical method
for determining bacterial density based on the Poisson distri-
bution.

3.2.3 presence-absence, n—a term used to indicate if en-
terococci is present in a water sample. It is a qualitative value,
“yes” or “no” for reporting results.

! This test method is under the jurisdiction of ASTM Committee D-19 on Water
and is the direct responsibility of Subcommittee D19.24 on Microbiology.

Current edition approved Dec. 10, 1999. Published April 2000.

2 Annual Book of ASTM Standards, Yol 11.01.

3.2.4 quanti-tray®, n—a system for the quantification of
enterococci. It conmsists of a sealer and trays which have
multi-wells and can enumerate up to 2000 CFU/100 mL
without dilution.

3.2.5 snap pack, n—a package containing Enterolert reagent
for testing 100-mL sample either in the P/A format or quanti-
tatively, that is, Quanti-Tray® system).

4. Summary of Test Method 3

4.1 This test method is used for the detection of enterococci,
such as E. faecium, E. faecalis in drinking water, source water,
recreational waters (marine water and fresh), and bottled water.
When the reagent is added to the sample and incubated at 41 *
0.5°C for 24 h, Enterolert can detect these bacteria at 1
CFU/100 mL. Fluorescence is produced when enterococci
metabolizes the nutrient indicator. Enterolert can be used as a
presence-absence test or for quantification (5-tube, 10-tube
MPN, 15-tube serial dilution or the Quanti-Tray system).

5. Significance and Use

5.1 This test provides an easy and reliable method for the
detection of enterococci in water within 24 h. For recreational
water (fresh and marine) testing is performed to insure areas
are safe for swimming. Enterolert also can be used for testing
bottled water and drinking water.

6. Interferences

6.1 The presence of Bacillus spp. can interfere with the
testing of marine water samples. To eliminate interference, a
1:10 dilution is required with sterile water (deionized or
distilled).

7. Apparatus
7.1 Ultraviolet Lamp, 6-watt long wavelength (366 nm).
7.2 41°C Incubator (= 0.5°C), air or water bath.
7.3 Vessels, sterile, nonfluorescent.
7.4 Quanti-Tray Sealer®.
7.5 Quanti-Tray or Quanti-Tray 2000

8. Reagents and Materials
8.1 Purity of Water—Unless otherwise indicated, references

3 This test method is based on Enterolert, a product of IDEXX Laboratories,
Westbrook, ME 04092,
4 Available from IDEXX Laboratories, One Idexx Dr., Westbrook, ME 04092.

Copyright © ASTM International, 100 Barr Harbor Drive, PO Box C700, West Conshohocken, PA 19428-2959, United States.
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to water shall be understood to mean reagent water conforming

to Specification D 1193, Type IV. Sterilize the water by either

autoclaving or by sterile filtration (0.22 micron-filtered water).
8.2 Enterolert Test Kit*.

9. Precautions

9.1 The analyst must observe the normal good laboratory
practices and safety procedures required in a microbiology
laboratory while preparing, using, and disposing of cultures,
reagents and materials and while operating sterilization equip-
ment and other equipment.

10. Sampling

10.1 Collect the sample as described in detail in the USEPA
microbiological methods manual® and in accordance with
Practices D 3370.

10.2 Sample Storage Temperature and Handling
Conditions—Ice or refrigerate water samples at a temperature
of 2 to 8°C during transit to the laboratory. Use insulated
containers to ensure proper maintenance of storage tempera-
tures. Take care that sample bottles are not totally immersed in
water during transit or storage.

10.3 Holding Time Limitations—Examine samples, as soon
as possible, after collection. Do not hold samples longer than 6
h between collection and initiation of analyses.

11. Quality Control Check

11.1 Check and record temperatures in incubators daily to
insure temperature is within stated limis.

11.2 Quality control should be conducted on each new lot of
Enterolert. See package insert for the recommended quality
control procedure, which consists of the following protocol:

11.2.1 For each type of the American Type Culture Collec-
tion (ATCC) bacterial strain listed below, streak the culture
onto labeled TSA or blood agar plates and incubate at 35°C for
18-24 h.

11.2.2 For each bacterial strain, touch a 1-ul loop to a
colony and use it to inoculate a labeled test tube containing 5
mL of sterile deionized water. Close cap and shake thoroughly.

11.2.3 For each bacterial strain, take a 1-ul loop from the
test tube and use it to inoculate a labeled vessel containing 100
mL.

11.2.4 Follow the Enterolert presence/absence steps listed
above to test these controls. Compare the test results to the
following expected results:

Control ATTC No. Expected Result
Enterococcus faecium 336667 Fluorescence
Serratia marcescens (g, -) 43862 No fluorescence
Aerococcus viridians (g, +) 10400 No fiuorescence

12. Procedure

12.1 Presence/Absence—See package insert.

12.1.1 Samples should be brought to room temperature
(18-30°C).

12.1.2 Carefully separate one snap pack from the strip.

12.1.3 Tap the snap pack to insure that all of the powder is
towards the bottom of the pack.

> Bordner, R.H., Winter, J.A., and Scarpino, P.V,, Eds., Microbiological Methods
for Monitoring the Environment, Water; and Wastes, EPA-600/8-78-017.

12.1.4 Open the pack by snappmg back the top of the score
line. Do not touch the opéning of pack.

12.1.5 Add the reagent to a 100-mL water sample, which is
in a sterile, transparent, nonfluorescent vessel. .

12.1.6 Aseptically cap and seal the vessel.

12.1.7 Shake until dissolved.

12.1.8 Incubate Enterolert for 24 h at 41 % 0.5°C,

12.1.9 Read results at 24 h. If the sample is inadvertently
incubated over 28 h without observation, the following guide-
lines apply: Lack of fluorescence after 28 h is a valid negative
test. Fluorescence after 28 h is an invalid result.

12.1.10 Check for fluorescence by placing a 6-W 366-nm
UV light within 5 in. of the sample in a dark environment. Be
sure the light is facing away from your eyes and towards the
vessel. If fluorescence is observed, the presence of enterococci
is confirmed.

12.2 MPN—Quanti-tray enumeration test procedure for
100-mL sample (see package insert).

12.2.1 Follow steps 12.1.1-12.1.7.

12.2.2 Pour the reagent sample into the Quanti-Tray avoid-
ing contact with the foil tab and seal the tray according to the
Quanti-Tray package insert.

12.2.3 Incubate for 24 h at 41 =+ 0.5°C.

12.2.4 Follow the same interpretation instructions from
12.1.9 through 12.1.10, and count the number of positive wells.
Refer to the MPN table (see Table 1) provided with the
Quanti-Tray to determine the CFU/100 mL.

12.3 MPN—S5-tube X 20 mL, 10-tube X 10 mL and 15-tube
serial dilution.

12.3.1 Follow 12.1.1-12.1.7.

12.3.2 sterile nonfluorescent tubes or transfer 20 mL of the
reagent sample into five sterile nonfluorescent tubes.

12.3.3 Incubate for 24 h at 41 *+ 0.5°C.

12.3.4 Follow 12.1.9 and 12.1.10 for interpretation.

12.3.5 Refer to the MPN tables (see Tables 2-4) to deter-
mine the CFU/100 mL.

13. Calculation

13.1 For P/A, there are no calculations. For quantification,
refer to Quanti-Tray MPN tables and for the 5, 10, and 15 tube
test results refer to the respective MPN tables.®

14. Report

14.1 Report as positive or negative for presence/absence
testing.

14.2 Reporting of results is based on calculation of entero-
cocci density determined from the appropriate MPN tables.

15. Precision and Bias 7

15.1 Precision—A limited collaborative study was con-
ducted. Nine technicians from three laboratories tested three
different matrixes at three levels following Practice D 2777.
Outliers were rejected in accordance with the statistical tests
outlined in Practice D 2777. All data from one technician was

© Standard Methods for the Examination of Water and Waste Water, 19th Edition.
7 Supporting data for this test method are available from ASTM Headquarters.
Request RR: D 19-1167.
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rejected for recreational water-maring and single values were

rejected for both recreational water-fresh at the low level and:

for recreational water-marine at the low level. Theé mean count,
the overall standard -deviation' (St), and the single operator
standard deviation (so), aré indicated in Table 5.

15.2 Bias—The mean value obtained:for.the samples
(drinking water, recreational water fresh and marine) from the
nine technicians for the low-, mid- and high-spiked samples all
fall within the 95 % confidence interval (poisson distribution)

1066

of the actual values obtained from plating on blood agar.

15.3 Results of this collaborativé study may'not be typlcal
of reSults for matrices other than those studied.

16. Keywords

16.1 bottled water; drinking water; enterococci; Enterolert
most probable number; presence—absence Quantl—Tray, recre-
ational water; source water
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D 6503

TABLE 1 51-Well Quanti-Tray® MPN Table

95 % Confidence Limits

No. of Wells Giving

" Positive Reaction MPN/100-mL Sample Lower Upper
0 , <t 0.0 37
1 1.0 0.3 5.6
2 2.0 . 0.6 7.3
3 341 . S 1.1 9.0 .
4 4.2 1.7 ) 10.7
5 5.3 23 12.3
6 6.4 3.0 13.9
7 75 37 15.5
8 8.7 45 17.1
9 - . 9.9 ‘ 5.3 o : 18.8
10 11.1 6.1 20.5
11 12.4 7.0 22,1
12 T 187 : 7.9 o C 23.9
13 . 15.0 ) 88 . 25.7
14 16.4 9.8 27.5
15 ) 17.8 . ¢« 108 29.4
16 . 19.2 1.9 . . 31.3
17 20.7 13.0 33.3
18 o222 ) 14.1 35.2
19 : ‘ 23.8 S 15.3 37.3 .
20 ‘ ) 25.4 16.5 ‘ 39.4
21 . 27.1 17.7 416
22 S 28.8 . 180 Tt 43.9
23 30.6 ‘ 20.4 46.3
24 32.4 21.8 487
25 ) ‘ 344 23.3 ) 51.2
26 36.4 - o 247 : 53.9
27 38.4 26.4 56.6
28 : ) 406 . 28.0 ' o 59.5
29 : © 429 O o 207 - . 62.5
30 45.3 31.5 65.6
31 S 47.8 ) 33.4 69.0
32 ‘ 504 . St 354 P 72.5
33 53.1 37.5 76.2
34 . oo 56.0 o 30.7 . L 80.1
35 o 591, . 42.0 - 84.4
36 62.4 446 88.8
37 . . 65.9 47.2 ) 93.7
38 S ) 69.7 . 500 : 99.0
39 73.8 o 53.1 o T 104.8
40 ‘ 78.2 56.4 111.2
41 i : 83.1 o 59.9 ‘ ) . 118.3
42 885 ’ 63.9 : 126.2
43 94.5 68.2 ) .. 1354
44 ) . .101.3 o T 73.1, T 146.0
45 109.1 ) " 78.6 T 158.7
46 118.4 85.0 174.5
47 R -120.8 S 927 ’ . 195.0
48 e : 1445 co : 102.3 224.1
49 3 165.2 ) 115.2 272.2
50 o . 12005 ) 1358 ) . 387.6
51 . >200.5 ; ; 146.1 o infinite
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TABLE 4 MPN Index and 95 % Confidence Limits for Various Combinations of Positive Results When Five Tubes are Used/Dilution
' C o . (10 ml, 1.0 mL, 0.1 mLy* o ,

ifati 95 % Confidence Limits inati 95 % Confidel Limits
C°";2'ST;‘\‘I§2 of  MPN Index/t00 mi. —= Tl °°';“;;?:;§g o MPN Index/100 ml. —————— fice g
Ve ) E . ower “Upper - ; o . Lower .+ Upper
4-2-0 22 9.0 56
0-0-0 - <2 c— - —_ © 42+ 26 12 65
0-0-1 - 2 - 1.0 -7 e 10 4-3-0 ’ 27 Co12. 67
0-1-0 2 1.0 10 4-3-1 33 15 77
0-2-0 4 1.0 13 4-4-0 34 - 16 80
5-0-0 23 9.0 86
1-0-0 2 1.0 11 5-0-1 30 10 110
1-0-1 4 1.0 15 ) 5-0-2 © 40 20 140
1-1-0 4 1.0 15 : 5-1-0 30 10 120
1-1-1 6 2.0 18 . 5-1-1 50 20 150
12-0 6 2.0 .18 - 512 60 30 180
2:0-0 4 1.0 17 5-2-0 50 20 170 -
2-0-1 7 2.0 . 20, : 5-2-1 70, - 30 210
2-1-0 7 2.0 2 I 5-2-2 B 90 40 : 250
2-1-1 9 3.0 24 5-3-0 80 30 250
2-2-0 9 3.0 25 5-3-1 - 110 40 300
2-3-0 12 5.0 29 532 140 60 360
3-0-0 8 3.0 24 5-3-3 170 80 410
3-0-1 1 4.0 29 5-4-0 130 50 390
3-1-0 1 4.0 29 5-4-1 170 70 480
3-1-1 14 6.0 35 5-4-2 220 100 580
320 14 6.0 35 5-4-3 280 120 . 690
3-2-1 17 7.0 40 5-4-4 350 160 820
. - 5-5-0 240 100 940
4-0-0 : 13 5.0 38 5-5-1 300 100 ° 1300
4-0-1 17 7.0 45 5-52 500 200 2000
4-1-0 17 7.0 - 46 5-5-3 900 300 2900
4-1-1 21 9.0 55 5-5-4 1600 600 5300
41-2 26 12 63 5-5-5 =1600 — —

“Based on Standard Methods for the Examination of Wa'télj. and Wastewater, 19" ed.

v

TABLE 5 Mean Count, Overall Standard Deviation and Single Operator Standard Deviation

Note 1—All caleulations were made from the statistical surmary given as Table One in the study file

Summary Table ) ) Low Leyel Middle Level . . High Leve! .
o . 'n X &t So n X st S0 n X St . So
Background MPN/100 mL % % MPN/100 mL % % MPN/100 mL % %

Matrix o : ’
Drinking water 9 9.1 \27.7 242 9 26.2 15.1 15 9 61.0 10.2 9.5
Rec. water. ) 9 9.44 3024 2344 9 2941 1441 6.9 9 64.3 10.6 11
Fresh N N : :
Rec. water Lo 8 7.94 2524 17.74 8 29.4 . 174 13 8 67.5 8.0 7.6
Marine

40ne value rejected to make this estimate.

The American Society for. Testing and Materials takes no position respecting the validity of any patent rights asserted in connection
with any item mentioned in this standard. Users of this standard: are-expressly a_dwfged that determination of the validity of any such
patent rights, and the risk of infringement of such rights, are entirely their own responsibility.

This standard is subject to revision at any time by the responsible techinical-committee and must be reviewed every, five years and
i not revised, either reapproved or withdrawn. Your comments are invited either for revision of this standard or for additional standards
and should be addressed to ASTM Headquarters. Your comments will receive careful consideration at a meeting of the responsible
technical committee, which you may attend. If you feel that your comments have not received a fair hearing you should make your
views known to the ASTM Committee on Standards, at the address shown below. '

'This‘standard Is copyrighted. bj/ASTM, 100 Barr Harbor Drlve, PO Box C700, West Conshohocken, PA 19425-2959, United States.
Individual reprints (single or multiple coples) of this standard may be obtained by contacting ASTM at the above address or at
610-832-9585. (phone), 610-832-9555 (fax), or service @astm.org (e-mail); or through the ASTM wgbsite (www.astm.org).
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Designation: E 11 - 95

Standard Speclflcatlon for

An American National Standard

Wire Cloth and Sieves for Testing Purpc:ses1

This standard is lsued under the fixed designation E 11; the number immediately followmg the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last mpproval. A
superscnptepmlon(e)mdxwlmanedlmnalchangesmoethelastmmonormppmval T ) L e

1. Scope

1.1 This specification covers the requirements for design
and construction of testing sieves using a medium of woven
wire cloth mounted in a frame for use in testing for the
classification of materials according to designated particle

size (See Notes 1 and 2), and wire cloth, meeting the .

specifications of Table 1, to be designated test grade wire
cloth. All subsequent references to wire cloth shall mean test
grade wire cloth. Methods for checking testing sieves and
wire cloth for conformance to this specification are included
in the annex. .

Note 1—Complete instructions and prooedum on the use and

calibration of testing sieves are contained in ASTM STP447B.2 Note
that sieve analysis results from two testing sieves of the same sieve

designation may not be the same because of the variances in sieve
opening permitted by this specification. To minimize the differences in -
sieve analysis results, the use of testing sieves matched on a performance
basis is suggested. ASTM STP447B2 also contains a list of all published
ASTM standards on sieve analysis procedures for specific materials or

industries. This list may be referenced to obtain statements of precnsmn :

and bias for sieve analysis of specific matenals

Note 2—For other types of sieves, see Specification E 323 and
Specification E 161.

1.2 The values stated in SI units shall be oonsidered-v .
standard for the dimensions of the wire cloth openings and

the diameter of the wires used in the wire cloth. The values

stated in mch-pound units shall be considered standard w1tl1

regard to the sieve frames. -

1.3 The following precautionary statement refers only to '
the test method portion, Annex Al, of this specification: ..

This standard does not purport to address all of the safety
concerns, if any, associated with its use. It is the responsi-

bility of the user of this standard to establish appropriate’
safety and health practzces and determine the applzcabzltty of. ..

regulatory limitations prior to use.

2. Referenced Documents -
2.1 ASTM Standards: -

C 430 Test Method for Fineness of Hydrauhc Cement by -

the 45-um No. 325 Sieve?
E 161 Specification for Precision Electroformed Sleves
(Square-Opemng Series)* " N L .

1 This specification is under the jurisdiction of ASTM Committee E-29 on
Particle Size Measurement and is the direct responsibility of Subcommittee E29.01
on Sieves, Sieving Methods, and Screening Media.

Current edition approved Jan. 15, 1995. Published March 1995. Onglnally
published as E 11 — 25T. Last previous edition E 11 — 87. ;

-2 Manual on Testing Sieving Methods, ASTM STP 447B. Aval]able ﬁnm
ASTM Headquarters. L

3 Annual Book of ASTM Standards‘ Vol 04.01.

"4 dnnual Book of ASTM Standards, Vol 14.02.

E 323 Specification for Perforated-Plate Sieves for T%ung
Purposes* .

E 437 Specifications for Industrial Wire Cloth and Screens
(Square Opening Series)*

2.2 Federal Standard:

- Fed. Std. No. 123 Marking for Sh1pment (Civil Agencms)5

2.3 Military Standard:
MIL-STD-129 Marking for Shlpment and Storages

3. Ordering Information

3.1 Orders for items under this speaﬁcatlon mclude the
following information as necessary:.

3.1.1 Name of material (U:S. A Standard Tatmg SlCVCS
or U.S.A. Standard sieve cloth), -

3.1.2 ASTM "designation and year of 1ssue (ASTM
E11-95), . ) S

3.1.3 Quantity of each item, :

3.1.4 Standard sieve designation (see Table 1, Column 1),

3.1.5 Alternative sieve dmxgnatlon if needed (see Table 1,

- Column 2),

3.1.6 For testing sieves in standard circular ﬁ'amcs
.3.1.6.1 Nominal sieve frame diameter (see 5.2 and 5.3),
3.1.6.2 Nominal sieve frame height (see Table 2),

3.1.7 For sieve cloth not in fram&s or in nonstandard

© frames:

. 3.1.7.1 Lateral dimensions of sieve cloth,

3.1.7.2 Description of nonstandard frame, A

3.1.8 For U.S. Government purchases, if supplementa.ry
requirements apply, .

3.1.9 Compatible sieve pans and covers, and

3.1.10 Special requirements (specnﬁc type of metal for
sieve cloth and ﬁamas, matched snev&s, for example).

4 Sieve Cloth Reqmrements
4.1 Wire cloth. used in U.S.A. standard testmg sieves

meeting the specifications shown in Table 1 shall be desig-
nated “test grade”. Test grade sieve cloth shall be woven

:from stainless steel, brass, bronze, or other suitable wire with

a plain weave, except that cloth with openings of 63 pm (N6.

230) and finer may be woven with a twill weave. For

definitions of “plain” and “twill” weave, refer to- Specifica-
tion E 437. The wire shall not be coated or plated.

4.2 The openings of the sieve cloth of successive sieves pro-
grjos_s from a base of 1 mm in the ratio of appronmately
4+/2:1.

4.3 All measuréments of openings and wire dlameters

5 Available from Standardization D Y “Orde'rDmk,Bldg.4SecuonD
700 Robbins Ave;, Philadelphia, PA 19111-5094, Attn: NPODS. - § oo
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TABLE 1 Nominal Dimensions, Permissible Variations for Wire Cloth of Standard Test Sievés (U.S.A.i Standard é'éries ,

Sieve Designation

Permissible Variation

Opening Dimension

Nominal Sieve of Average Opening Exceeded By Not Maximum Individual Nominal Wire
. B i i c
StandardA Alternative Opening, in. fét]?erc :I‘Jeefitga:;z: More. Than Openlng Diameter, mm
M ) L G R 0@ .
125 mm 5in. +3.70 mm 130.0 mm 130.9 mm
106 mm 4.24.in. 110.2 mm ) 111.1 mm
100 mm?2 4in.p 1040 mm " 104 8'mm »
90 mm 3121n, .70 93.6 mim - 944 mm Y
75 mm 3in. +2.20 mm 78.1 mm © 787 thi v
63 mm 21zin. +1.80 mm 65.6 mm 66.2 mm
§3mm - - oy i 0 v-212i0n. +1.60 mm 55.2 mm
50 mm? 2in.2 +1.50 mm 52.1 mm
45.mm . 1%in. +1.40 mm 46.9 mm
37.5 mm "
31.5mm 1Vain,
26.5 mm 1.06 in.
25.0 mm?2. 1.00 i in. b
224 mm’ Cgin. s
19.0 mm Y4 in.
16.0mm _ ... Sin. i o
13.2 mm 0.530 in.
12.5 mm? 12in.P
11.2 mm 7he in.
9.5 mm ¥ in.
-8:0 mm /16 in.
6.7 mm 0. 265 |n
6.3 mmo Yain.0"
5.6 mm “No. 3vsE"
4.75 mm No.4 -
4.00 mm No. 5
335 mm’ No. 6
2.80 mm No.7
2.36 mm No.8
2,00 mm No. 10
1.7, mm, "No. 12
1.4 mm* No. 14
1.18 mm No. 16
1.00 mm No. 18
850 pmF .~ No. 20
710 pm’ No. 25
600 ym No. 30
500 um No. 35
425 pm No. 40 !
355 um No. 45
300 pm ‘No./50
250 pm No. 60
212 pm No. 70
180 um No. 80
150 um No. 100
126 ym No. 120
106 pm No: 140
90 um No. 170
75 pm " No. 200
63 um No. 230
53 um No. 270
45 pm No. 325 :
38 pm No. 400 . .
32pm: * No. 450 - ©470i028"
25 m® ‘ g No. 500 r:: 0. 025 .
20 ymP s o ge  No. 635 0.020 !

AThese standard designations: correspond to the values for test sieve. openlngs recommendéd by the International Standards Orgamzatlon.

except where noted. -
8 Only appr xlmately equnvalent to the meMc values in Cc:lumn 1.

Geneva, Switzgrlénd,

. ‘1"'

"CThe averége diametér of ‘the wirés in the x and y dlrectlon measired separately, of any wire cloth shall not devnate from the nomlnal values by mare than :15 %.
b These siéves are not In the standard serles but thiey- hiave been:included:bécause they are in common usage.
EThese numbers (3'2 to 635) are.the approxlmate number of openlngs per linear in. but it is preferred that the sieve be identified by the standard designation in

millimetres or micrometres .
F1000 pm—1 mm. !

TN Py . £

shall be made along the mldpomts of the opemng as shown
in Fig. 1.

4.4 Sieve cloth shall conform to the dimensional require-
ments ;of Table 1. The average opening (distance between
parallel wires mieasured at the center of the:opening),in the x

14

.

(honzontal) and y (vertical) dlrectlons ] _sured separately,
shall conform to the values.in Column 1, within the-
permissible variation in" average' opemng size shown  in
Column 4. Not more than 5 % of the openings shall exceed
the value shown in Column 5. The.maximum individual
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STABLE 2 " Dlmenslons of Standard Frames ‘

Nommal A
Diameter Mean Dlameter. in..(mm) Typlcal Frame
C
Outside on Skit '\ominal Height

il 8
in. Inside at Top‘ in. (mm)

14 (32) FHP

3 3.000 + 0.030/—0.000 3.000 + 0.000/—0.030

E 11

(76 + 0.76/ —0.00) (76 + 0.00/ —0.76) S (16)HH
6  6.000 +0.030/~0.000  6.000 + 0.000/~0.030 1% (45) FH
(152 + 0.76/ —0.00) (152 +0.00/ ~0.76) 1 (25) HH
8 8.000 -+ 0.030/—0.000 . 8.000 + 0.000/—0.030) = 2 (50) FH
(203 + 0.76/ —0.00 (203 + 0.00/ —0.76) 1 (25) HH
10 10.000.+ 0.030/—0.000 - - 10.000 + 0.000/—0.030 - - 3 (76) FH
(254 + 076/ —0.00) (254 +0.00/ —0.76) 1% (38) HH
12 12.000 + 0.030/—0.000  12.000 + 0.000/-0.030 3% (83 FH ~ -
(305 + 0.76/ —0.00) (305 + 0.00/ —0.76) 2 (50) H

e S 15/a(41)HH"""

A Qther frame heights are not precluded. .
‘" B.Measured 0.2 in. (6 mm) below the top of the frame."

. ¢ Distance from the top of the frame to the sieve cloth surface.

b FH = full he|ght HH = half helght IH = intermediate henght

<l
X
A

FIG. 1 Proper Dimensioning of Wire Cloth Mesh

opening size shall not exceed the value shown in Column 6.
4.4.1 The average diameter of the x (horizontal) and y
(vertical) wires, measured separately, shall conform to the

diameter in Column 7 within the tolerances in Footnote Aof

Table 1.

4.5 Wires shall be cnmped in such a manner that they will
be rigid when in use. ety

4.6 There shall be no punctures or obv10us defects in the
cloth.
5. Test Sieve Frames

5.1 General Requzrements—Frames for wire cloth sieves

shall be constructed in such a manner as to be rigid. The wire
cloth shall be mounted on the frame w1thout distortion,

¢
vt

looseness, or waviness. To prevent-the miaterial being sieved’
from catching in the joint between the wire cloth and’ the!
frame, the joint shall be filled smoothly or constructed so
that the material will not be trapped.

5.2 Standard Frames—Sieve frames shall be circular with

 nominal diameters of 3, 6, 8, 10, or 12 in. (76, 152, 203, 254,

or 305 mm) as may be specified. The dimensions shall
conform to the requirements in Table 2. Frames shall be
made from noncorrosive material such as-brass or stainless
steel and be of seamless construction.

5.2.1 The bottom of the frame shall be constructed so as

* to provide an easy sliding fit with any sieve frame of the same

nominal diameter conforming to the specified dimensions.

5.2.2 ‘The joint or fillet at the connection of the sieve cloth
to the frame will provide a minimum clear sieving surface
with a dlameter equal to the nommal drameter less 0.5 in.
(13 mm)."

NoTE 3—Attcntlou is called to Test Method C 430, whlch contams'
requirements for 2 in. (51 mm) diameter sieves used in the mmeral
industry, especially the cement group. :

5.3 Nonstandard Frames—Other -sieve frames may be
either square; rectangular, or circular:-The frame may have
the sieve cloth permanently installed, or may be demgned ‘to‘-
peimit replacement. The provisions of 5.1 apply. - 2

NoTE 4—While ‘there are no requlrements for nesting of non-
standard sieve frames, care should be apphed in use to prevent loss of
material during analysis.: :. . ;

5.4 Pans and Covers—Pans-and covers for use w1th sieves
shall- be made: so.as to nest with the sieves. Pans with
extended rims-(“stacking skirts”) shall be furnished when
specrﬁed The pans and covers shall conform to the dlmen-
sions in Table 2. . :

6. Product Marking .
6.1 Each test sieve shall bear a label marked Wlth the‘
followmg information; .
6.1.1 U.S,A. standard testlng swve, '
6.1.2 This desrgnatlon (ASTM E—ll) , o
- 6.1.3 Standard sreve des1gnat10n (from Table 1 Column
1')
6.1.4 Name of manufacturer or distributor, and -
6.1.5 ‘Alternative sieve des1gnat10n (from Table l Col-'
umn 2) (optlonal) .

O

7. Keywords ' .
7.1 opening; part1cle size; sieve; sieve analys1s s1eve cloth;
sieve desxgnatlon, test grade wire cloth test sieve .-

i’ SUPPLEMENTARY REQUIREMENTS

The followmg supplernentary requ1rements shall apply only when specrﬁed by the purchaser in the :

~contract-or. order. . . ; :

S1. Responsibility for Inspection

S1.1 Unless otherwise specified in the contract or pur-
chase order, the producer is responsible for the performance
of all inspection and test requirements specified herein.
Except as otherwise specified in the contract or order, the
producer may use his own or any other suitable facilities for
the performance of the inspection and test requirements
specified herein, unless disapproved by the purchaser. The

15

purchaser shall have the right to perform any of the

inspections and tests set forth in this specification where such
inspections are deemed necessary to ensure that materials
meet the specification.

S2. Government Procurement

S2.1 Unless otherwise specified in the contract, the mate-
rials shall be packaged in accordance with the suppliers’
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standard. .practice that will .be acceptable to the carrier at
lowest rates. Contamers and packing shall comply with the
Umform Frelght Class1ﬁcat10n, rules or National Motor

Freight Classification rules. Marking for shipment of such
matenals shall be in accordance with Fed. Std. No. 123 for
civil agéncies, and MIL-STD-129 for ml]Jtary agencies.

ANNEX

(Mandatory Information) (' P

Al. TEST METHODS FOR CHECKING WIRE CLOTH AND TESTING SIEVES TO DETERMINE
S, WHETHER THEY CONFORM TO SPECIFICATION s

AI 1 Every opemng in the metal w1re cloth ina test sieve
shall be ehglble for’ mspect10n for comphance with - the
requlrements listed i in- “Table 1.

Al.1.1 When'a sieve has 30 opemngs or less measure a]l
openings. In other cases the examination shall proceed in
stages from .a’ survey of general condition, to a methodical
scrutlny of individual openings, and finally to-measurement
of-opening size for compliance with the tolerances.

Al.l.2 Measure opening size, as descnbed in Test
Methods Two, Three, and Four; on. equlpment with a
precision of at least 2.5 um or 10 % of the value in Column
4 for the specific mesh designation, whichever is greater.

'A1.2 Test Method One—Examination of General Condi-
tion of the Wire Cloth—For this purpose, view the sieve cloth
against a uniformly- illuminated background.. If obvious
deviations; for example, weaving defects, -creases, wrinkles,
foreign ‘matter in thé cloth, are found, the wire cloth is
unacceptable.

Al.3 Test Method Two—Examination for Maximum In-
dividual Opemng—The observer shall carefully and method-
ically examine the appearance of all the openings, in order to
detect ‘oversize openings. Openings whose w1dth deviates by
about 10 % of the average value are apparent to the unaided
eye of a skilled observer. By this test method known as the
“handicap method”, it is probable that all oversize openings
exceedmg the average value by about 10 % or more will be
detected. At the same time it is easily possible to detect
sequences; of large openings, and local uregulannes in the
weaving, appearing as distortions in the openings. If an
opening is found to be larger than that permissible in
accordance with Column 6 of Table I, the wiré ¢loth is
unacéeptable. o

Al.4 Test Method Three—Determmazzon of the Size
Distribution of Wire Cloth Openings—To establish the size
distribution of sieve openings, determine the fréquency of
opening size measurements using the following procedures:

Al.4.1 For samples (testing siéves or wire cloth) with 30°
or less openings, measure all full openings. For samples with

16

over 30 openings, measure a mmim\im of 30 fu]l openings.

Al.4.2 Select openings in a line or lines-diagonal to the
direction of the wires according to Fig.Al.l; and measure
ten adjacent opemngs along each line."'When greater num-
bers of openings’ dre avallable, ‘thoose the fields in such a
manner that none of the openings being measured overlap.

A1.4.3 Measurement of the Average Opening Size—Mea-
sure the average opening:as the distance between parallel
wires (measured at the center of the opening—see Fig. 1) in
both directions, beirg sute t6 keep the ix anid y measurements
separate. Once the opemng data is tabulated, check the data
versus the prescribed limits in Table 1.

A1.5 Test Method Four—Measurement of the Average
Wire Diameter—Obtain the average diameter of the wires by
measuring 30 different wires selected at random in each
direction. Once the opening data is tabulated, check the data
versus the prescribed limits in Table 1.

i

FIG. A1.1 Orierltation of Openings to be Measured in Each Field
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The American Society for Testing and Materials takes no position respecting the validity of any patent rights asserted in connection
with any item mentioned in this standard. Users of this standard are expressly advised that determination of the validity of any such
patent rights, and the risk of infringement of such rights, are entirely their own responsibility.

This standard is subject to revision at any time by the responsible technical committee and must be reviewed every five years and
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Designation: E 23 - b2

Standard Methods for

NOTCHED BAR IMPACT TESTING OF METALLIC

MATERIALS'

This standard is issued under the fixed desighatiou E 23; the number immediately following the designation indicates the year
of original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last
reapproval. A superscript epsilon (¢) indicates an editorial change since the last revision or reapproval.

These methods have been approved for use by.agencies of the Department of Defense to replace method 221.1 of Federal Test
Method Standard No. 151 and for listing in the DoD: Index of Specifications and Standards.

Nore—Figures 2, 3, 4, 5, 6, 7, 11, 12, 13, 14, 15, and 16 were editorially corrected, and the designation date was changed

March 5, 1982.

1. Scope

1.1 These methods describe notched-bar im-
pact testing of metallic materials by the Charpy
(simple-beam) apparatus and the Izod (canti-
lever-beam) apparatus. They give: () a descrip-
tion of apparatus, (b) requirements for inspec-
tion and calibration, (¢) safety precautions, (d)
sampling, (e) dimensions and preparation of
specimens, (f) testing procedures, (g) precision
and accuracy, and (h) appended notes on the

“significance of notched-bar impact testing.
Thése methods will in most cases also apply to
tests on unnotched specimens. ,

1.2 The values stated in SI units are to be

regarded as the standard.

2. Summary of Methods

2.1 The essential features of an impact test
are: (@) a suitable specimen (specimens of sev-
eral different types are recognized), (b) an anvil
or support on which the test specimen is placed
to.receive the blow of the moving mass, (¢) a
moving mass of known kinetic energy which
must be great enough to break the test specimen
placed in its path, and (d) a device for measur-
ing the energy absorbed by the broken speci-
men. . :

3. Significance

3.1 These methods of impact testing relate
specifically to the behavior of metal when sub-
jected to a single application of a load resulting
in multiaxial stresses associated with -a notch,
coupled with high rates of loading and in some

cases with high or low temperatures. For some

‘materials and temperatures, impact tests on

notched specimens have been found to predict
the likelihood of brittle fracture better than
tension tests or other tests used in material
specifications. Further information on signifi-
cance appears in the Appendix.

4. Apparatus

4.1 General Requirements: ‘

4.1.1 The testing machine shall be a pendu-
lum type of rigid construction and of capacity
more than sufficient to break the specimen in
one blow.

4.1.2 The machine frame shall be equipped
with a bubble level or a machined surface
suitable for establishing levelness. The machine
shall be level to within 3:1000 and securely
bolted to a concrete floor not less than 150 mm
(6 in.) thick or, when this is not practical, the
machine shall be bolted to a foundation having
a mass not less than 40 times that of the pen-
dulum. The bolts shall be tightened as specified
by the machine manufacturer.

4.1.3 The machine shall be furnished with
scales graduated either in degrees or directly in
energy on which readings can be estimated in
increments of 0.25 % of the energy range or
less. The scales may be compensated for wind-

! These methods are under the jurisdiction of ASTM Com-
mittee E-28 on Mechanical Testing and are the direct responsi-
bility of Subcommittee E28.07 on Impact Testing.

Current edition approved March 5, 1982. Published July
1982. Originally published as E 23 -33'T. Last previous edition
E23-81.
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age and pendulum friction. The error in the
scale reading at any point shall not exceed 0.2
% of the range or 0.4 % of the reading, which-
ever is larger. (See 5.2.6.2 and 5.2.7.)

4.1.4 The total friction and windage losses
of the machine during the swing in the striking
direction shall not exceed 0.75 % of the scale
range capacity, and pendulum energy loss from
friction in the indicating mechanism shall not
exceed 0.25 % of scale range capacity.

4.1.5 The dimensions of the pendulum shall
be such that the center of percussion of the
pendulum is at the center of strike within 1 %
of the distance from the axis of rotation to the
center of strike. When hanging free, the pen-
dulum shall hang so that the striking edge is
within 2.5 mm (0.10 in.) of the position where
it would just touch the test specimen. When the
indicator has been positioned to read zero en-
ergy in a free swing, it shall read within 0.2 %
of scale range when the striking edge of the
pendulum is held against the test specimen.
The plane of swing of the pendulum shall be
perpendicular to the transverse axis of the
Charpy specimen anvils or Izod vise within 3:
1000. , ‘ :

4.1.6 Transverse play of the pendulum at the
striker shall not exceed 0.75 mm (0.030 in.)
under a transverse force of 4 % of the effective
weight of the pendulum applied at the center

- of strike. Radial play of the pendulum bearings

shall not exceed 0.075 mm (0.003 in.). The
tangential velocity (the impact velocity) of the
pendulum at the center of the strike shall not
be less than 3 nor more than 6 m/s (not less
than 10 nor more than 20 ft/s).

~ 4.1.7 Before release, the height of the center
of strike above its free hanging position shall
be within 0.4 % of the range capacity divided
by the pendulum weight, measured as de-
scribed in 5.2.3.3. If windage and friction are
compensated for by increasing the height of
drop, the height of drop may be increased by
not more than 1 %. : :

. 4.1.8 The mechanism for releasing the pen-
dulum from its initial position shall operate
freely and permit release of the pendulum with-
out initial impulse, retardation, or side vibra-
tion. If the same lever that is used to release
the pendulum is also used to engage the brake,

means shall be provided for preventing the:

brake from being accidentally engaged.
4.2 Specimen Clearance—To ensure satisfac-
tory results when testing materials of different

strengths and compositions, the test specimen
shall be free to leave the machine with a mini-
mum of interference and shall not rebound into
the pendulum before the pendulum completes
its swing. Pendulums used on Charpy machines
are of two basic designs, as shown in Fig. 1.
When using a C-type pendulum, the broken
specimen will not rebound into the pendulum
and slow it down if the clearance at the end of
the specimen is at least 13 mm (0.5 in.) or if the
specimen is deflected out of the machine by
some arrangement as is shown in Fig. 1. When
using the U-type pendulum, means shall be
provided to prevent the broken specimen from

- rebounding against the pendulum (Fig. 1). In

7

most U-type pendulum machines, the shrouds
should be designed and installed to the foliow-
ing requirements: (@) have a thickness of ap-
proximately 1.5 mm (0.06 in.), (b) have a min-
imum hardness of 45 HRC, (c) have a radius
of less than 1.5 mm (0.06 in.) at the underside
corners, and (d) be so positioned that the clear-
ance between them and the pendulum over-
hang (both top and sides) does not exceed 1.5
mm (0.06 in.).’

Note 1—In machines where the opening within
the pendulum permits clearance between the ends of
a specimen (resting on the anvil supports) and the

shrouds, and this clearance is at least 13 mm (0.5 in.)
requirements (a) and (d) need not apply. .

4.3 Charpy Apparatus:

4.3.1 Means shall be provided (Fig. 2) to
locate and support the test specimen against
two anvil blocks in such a position that the
center of the notch can be located within 0.25
mm (0.010 in.) of the midpoint between the
anvils (see 11.2.1.2). '

4.3.2 The supports and striking edge shall be
of the forms and dimensions shown in Fig. 2.
Other dimensions of the pendulum and sup-
ports should be such as to minimize interfer-
ence between the pendulum and broken speci-
mens.

4.3.3 The center line of the striking edge
shall advance in the plane that is within 0.40
mm (0.016 in.) of the midpoint bétween the
supporting edges of the specimen anvils. The
striking edge shall be perpendicular to the lon-
gitudinal axis of the specimen within 5:1000.
The striking edge shall be ‘parallel within 1:
1000 to the face of a perfectly square test
specimen held against the anvil.

4.3.4 Specimen supports shall be square with
anvil faces within 2.5:1000. Specimen supports

1125



shall be coplanar within 0.125 mm (0.005 in.)
and parallel within 2:1000. o

4.4 Izod Apparatus:

4.4.1 Means shall be provided (Fig. 3) for
clamping the specimen in such a position that
the face of the specimen is parallel to the
striking edge within 1:1000. The edges of the
clamping surfaces shall be sharp angles.of 90
+ 1° with radii less than 0.40 mm (0.016 in.).
The clamping surfaces shall be smooth with a
2-p.m (63-pin.) finish or better, and shall clamp
the specimen firmly at the notch with the
clamping force applied in the direction of im-
pact. For rectangular specimens, the clamping
surfaces shall be flat and parallel within 0.025
mm (0.001 in.). For cylindral specimens, the
‘clamping surfaces shall be contoured to match
the specimen and each surface shall contact a
minimum of #/2 rad (90°) of the specmlen
circumference.

4.4.2 The dimensions of the strlkmg edge
and its position relative to the specimen clamps
shall be as shown in Fig. 3.

4.5 Energy Range—Energy values above 80
"% of the scale range are inaccurate and shall be
reported as approximate. Ideally an impact test

‘would be conducted at a constant impact ve-
locity. In a pendulum-type test, the velocity
decreases as the fracture progresses. For speci-
:mens that have impact energies approaching

-the capacity of the pendulum, the velocity of

" the pendulum decreases during fracture to the
point -that “accurate impact energies are no

_ longer obtained. -

5. Inspection . ’

5.1 Critical Parts: -

.. 5.1.1 Specimen Anvils and Supports or Vise—
These shall conform to the dimensions shown
in Fig. 2 or 3. To ensure a minimum of energy
loss through absorption, bolts shall be tightened
as specified by the machine manufacturer.

NotEe 2-—The impact machine will be inaccurate
to the extent that some energy is used in deformation
or.movement of its component parts or of the ma-

chine as a whole; this energy will be registered as
used n fracturmg the speumen

512 Pendulum Striking Edge—The striking
edge (tup) of the pendulum shall conform to
‘the dimensions shown in Figs. 2 or 3. To ensure
a minimum of energy loss through absorption,
the striking edge bolts shall be tightened as
specified by the ‘machine manufacturer The
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pendulum striking edge (tup) shall comply with
4.3.3 (for Charpy tests) or 4.4.1 (for Izod tests)
by bringing it into contact with a standard
Charpy or Izod specimen.

5.2 Pendulum Operation:

5.2.1 Pendulum Release M. echamsm—The
mechanism for releasing the pendulum from its
initial position shall comply with 4.1.8. ’

5.2.2 Pendulum Alighmeni—The pendulum
shall comply with 4.1.5 and 4.1.6. If the side
play in the pendulum or the radial plays in the

-bearings exceeds the specified limits, ad]ust or

replace the bearings.

5.2.3 Potential Energy—Determme the ini-
tial potential energy using the following pro-
cedure when the center of strike of the pendu-
Ium is coincident with the line from the center
of rotation through the center of percussion. If
the center of strike is more than 2.5 mm (0.1
in.) from this line, suitable corrections in ele-
vation of the center of strike must be made in
5.2.3.2, 5.2.3.3, 5.2.6.1, and 5.2.7; so that ele-
vations set or measured correspond to what
they would be if the center of strike were on
this line.

5.2.3.1 For Charpy machines place a half-
width specimen (see Fig. 4) 10 by 5 mm (0.394
by 0.197 in.) in test position. With the striking
edge in contact with the specimen, a line scribed
from the top edge of the specimen to the strik-

.ing edge will indicate the center of stnke on the

stnkmg edge.
'5.2.3.2 For Izod machines, the center of
strike may be considered to be the contact line

‘when the pendulum is brought into contact

with a specimen in the normal testmg position.

NotTe 3—A method of accurately determining the
centers of strike of Izod machines is to place a
specimen, so machined that the distance from the
center of the notch to the top of the specimen is 22.66
mm (0.892 in.), in test position. With the striking
edge in contact with the specimen, a line scribed from
the top edge of the specimen to the striking edge will
indicate the center of strike on the striking edge.

5.2.3.3 Support the pendulum horizontally
to within 15:1000 with two supports, one at the
bearings (or center of rotation) and the other at
the center of strike on the striking edge (see -
Fig. 5). Arrange the support at the striking edge
to react upon some suitable weighing device
such as a platform scale or balance, and deter-
mine the weight to within 0.4 %. Take care to
minimize friction at either point of support.
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Make contact with the striking edge through a
round rod crossing the edge at a 90° angle. The
‘weight of the pendulum is the scale reading
minus the weights of the supporting rod and
any shims that may be used to maintain the
pendulum in a horizontal position.

. 5.2.3.4 Measure the height of pendulum
drop for compliance with the requirement of
4.1.7. On Charpy machines measure the height
from the top edge of a half-width (or center of
a full-width) specimen to the elevated position
of the center of strike to 0.1 %. On Izod ma-
chines measure the height from a distance 22.66
mm (0.892 in.) above the vise to the release
position of the center of strike to 0.1 %.

5.2.3.5 The potential energy of the system is

equal to the height from which the pendulum
falls, as determined in 5.2.3.4, times the weight
of the pendulum, as determined in 5.2.3.3.
5.2.4 Impact Velocity—Determine the im-
pact velocity, », of the machine, neglecting
friction, by means of the following equation:

o v=<2gh

where: ’ '

v- = velocity, m/s (or ft/s),

g = acceleration of gravity, m/s* (or ft/s?),
and ‘

h = initial elevation of the striking edge, m
(or ft). ’ ’

5.2.5 Center of Percussion—To ensure that

- minimum force is transmitted to the point of

rotation, the center of percussion shall be at a
point within 1 % of the distance from the axis
of rotation to the center of strike in the speéi—
men. Determine the location of the center of
percussion as follows:

5.2.5.1 'Using a stop watch or some other
suitable time-measuring device, capable of
measuring time to within 0.2 s, swing the pen-
dulum through a total angle not greater than
15° and record the time for 100 complete cycles
(to and fro). o

5.2.5.2 Determine the center of percussion
by means of the following equation:

= 0.2484p% to determine / in metres

I = 0.815p% to determine /'in feet
- where: _
[ = distance from the axis to the center of
' percussion, m (or ft), and. B
p = time of a complete cycle (to and fro) of
" the pendulum, s. ‘ '
5.2.6 Friction—The energy loss from friction
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and windage of the pendulum and friction in
the recording mechanism, if not corrected, will
be included in the energy loss attributed to
breaking the specimen and can result in erro-
neously high impact values. In machines re-
cording in degrees, normal frictional losses are
usually not compensated for by the machine
manufacturer, whereas they are usually com-
pensated for in machines recording directly in
energy by increasing the starting height of the
pendulum. Determine energy losses from fric-
tion as follows:

5.2.6.1 Without a specimen in the machine,
and with the indicator at the maximum energy
reading, release the pendulum from its starting
position and record the energy value indicated.
This value should indicate zero energy if fric-
tional losses have been corrected by the man-
ufacturer. Raise the pendulum so it just con-
tacts the pointer at the value obtained in the
free swing. Secure the pendulum at this height
and determine the vertical distance from the
center of strike to the top of a half-width spec-
imen positioned on the specimen rests (see
5.2.3.1). Determine the weight of the pendulum
as in 5.2.3.2 and multiply by this distance. The
difference in this value and the initial potential
energy is the total energy loss in the pendulum
and indicator combined. Without resetting the
pointer, repeatedly release the pendulum from
its initial position until the pointer shows no
further movement. The energy loss determined
by the final position of the pointer is that due
to the pendulum alone. The frictional loss in
the indicator alone is then the difference be-
tween the combined indicator and pendulum
losses and those due to the pendulum alone.

5.2.6.2 To ensure that friction and windage
losses are within tolerances allowed (see 4.1.4),
a simple weekly procedure may be adopted for
direct-reading machines. The following steps
are recommended: (a) release the pendulum
from its upright position without a specimen in
the machine, and the energy reading should be
0 J (O ft-1bf); (b) without resetting the pointer,
again release the pendulum and permit it to
swing 11 half cycles; and after the pendulum
starts its 11th cycle, move the pointer to be-
tween 5 and 10 % of scale range capacity and
record the value obtained. This value, divided
by 11, shall not exceed 0.4 % of scale range
capacity. If this value does exceed 0.4 %, the
bearings should be cleaned or replaced.
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5.2.77 Indicating Mechanism—To ensure that
the scale is recording accurately over the entire
range, checkit at graduation marks correspond-
ing to approximately 0, 10, 20, 30, 50, and 70
% of each range. With the striking edge of the
pendulum scribed to -indicate the center of
strike, lift the pendulum and set it in a position
where the indicator reads, for example, 13J(10
ft-1bf). Determine the height of the pendulum

. to within 0.1 %. The height of the pendulum
multiplied by its weight, as determined in
5.2.3.3, is the residual energy. Increase this
value by friction and windage losses in accord-
ance with 5.2.6 and subtract from the potential
energy determined in 5.2.3. Make similar cal-
culations at other points of the scale. The scale
pointer shall not overshoot or drop back with
the pendulum. Make test swings from various
heights to check visually the operation of the
pointer over several portions of the scale.

5.2.8 The impact value shall be taken as the
energy absorbed in breaking the specimen and
is equal to the difference between the energy in
the striking member at the instant of impact
with the specimen and the energy remaining
after breaking the specimen.

6 Precaution in Operation of Machme

6.1 Safety Precautions—Precautions should
be taken to protect personnel from the swinging
pendulum, flying broken specimens, and haz-
ards ‘associated with specimen warming and
coohng media.

7. Sampling

7.1 Specimens shall be taken from the ma-
terial as spec1ﬁed by the applicable spemﬁca-
tion.

8. Test Specimens

8.1 Material Dependence—The choice of
specimen depends to some extent upon the
characteristics of the material to be tested. A
given specimen may not be equally satisfactory
for soft nonferrous metals and hardened steels;
therefore, a number of types of specimens are
recognized. In general, sharper and deeper
notches are required to distinguish differences
in the more ductile materials or with lower
testing velocities.

8.1.1 The specimens shown in Figs. 6 and 7
are those most widely used and most generally

satisfactory. They are particularly suitable. for
ferrous metals, exceptmg cast iron.”

8.1.2 The specunen commonly found suita-
ble for die cast alloys is shown in Fig. 8.

8.1.3 The specimens commonly found suit-
able for powdered metals (P/M) are shown in
Figs. 9 and 10. The specimen surface may be
in the as-produced condition or smoothly ma-
chined, but polishing has proven generally un-
necessary. Unnotched specimens are used with
P/M materials. In P/M materials, the impact
test results will be affected by specimen ori-
entation. Therefore, unless otherwise speciﬁed,
the position of the specimen in the machine
shall be such that the pendulum will strike a
surface that is parallel to the compacting direc-
tion.

8.2. Sub-Size Speczmen—When the amount

of material available does not permit making
the standard impact test specimens shown in
Figs. 6 and 7, smaller specimens may be used,
but the results obtained on different sizes of
specimens cannot be compared directly (X1.3). -
When Charpy specimens other than the stand-
ard are necessary or specified, it is Tecom-
mended that they be selected from Fig. 4.
_ 8.3 Supplementary Specimens—For econ-
omy in preparation of test specimens, special
specimens of round or rectangular cross section
are sometimes used for cantilever beam test.
These are shown as Specimens X, Y, and Z in
Figs..11 and 12. Specunen Z is sometimes called
the Phllpot specimen after the name of the
original designer. In the case of hard materials,
the machining of the flat surface struck by the
pendulum is sometimes omitted. Types Y and
Z require a different vise from that shown in
Fig. 3, each half of the vise having a semi-
cylindrical recess that closely fits the clamped
portion of the specimen. As previously stated,
the results cannot be reliably compared to those
obtained using specimens of other sizes or
shapes. '

8.4 Specimen Machining:

8.4.1 When heat-treated materials are being
evaluated, the specimen shall be finish ma-
chined, including notching, after the final heat
treatment, unless it can be demonstrated that

*For testmg cast iron, see 1933 Report of Subcommittee
XV on Impact Testing of Committee' A-3 on Cast Iron,
Proceedings, Am. Soc. Testing Mats., Vol 33, Part 1, 1933.
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there is no difference when machined prior to
heat treatment. '

8.4.2 Notches shall be smoothly machined
but polishing has proven generally unneces-
sary. However, since variations in notch dimen-
sions will seriously affect the results of the tests,
it is necessary to adhere to the tolerances given
in Fig. 6 (X1.2 illustrates the effects from vary-
ing notch dimensions on Type A specimens).
In keyhole specimens, the round hole shall be
carefully drilled with a slow feed. The slot may
be cut by any feasible method. Care must be
exercised in cutting the slot to see that the
surface of the drilled hole opposite the slot is
not marked. ' _ ‘

8.4.3 Identification marks shall not be
placed on any surface of the specimen that
contacts the striking edge or specimen supports.
All stamping shall be done in a way that avoids
cold deforming of the specimen at the notch
oot or at any other portion of the specimen
that is visibly deformed during fracture.

9. Preparation of Apparatus

9.1 Daily Checking Procedure—After the
testing machine has been ascertained to comply
with Sections 4 and 5, the routine daily check-
ing procedures shall be as follows:

9.1.1 Prior to testing a group of specimens
and before a specimen is placed in position to
be tested, check the machine by a free swing of
~ -the pendulum. With the indicator at the maxi-
mum energy position, a free swing of the pen-
dulum shall indicate zero energy on machines
reading directly in energy, which are compen-
sated for frictional losses. On machines record-
ing in degrees, the indicated values when con-
verted to energy shall be compensated for fric-
tional losses that are assumed to be propor-
tional to the arc of swing.

10. Verification of Charpy Machines

10.1 Verification consists of inspecting those
parts subjected to wear to ensure that the re-
quirements of Sections 4 and 5 are met and the
testing of standardized specimens (Notes 4 to
6). It is not intended that parts not subjected to
wear (such as pendulum and scale linearity)
need to be remeasured during verification un-
less a problem is evident. The average value at
each energy level determined for the standard-
ized specimens shall correspond to the nominal

values of the standardized specimens within 1.4
J (1.0 ft-1bf) or 5.0 %, whichever is greater.

Note 4—Standardized specimens are available
for Charpy machines only. :

Note 5—Information pertaining to the availabil-
ity of standardized specimens may be obtained by
addressing: Director, Army Materials and Mechanics
Research Center, ATTN: DRXMR-MQ, Watertown,
Mass. 02172.

Note 6—The Army Materials and Mechanics Re-
search Center has for many years conducted a
Charpy machine qualification program whereby
standardized specimens are used to certify the ma-
chines of laboratories using the test as an inspection
requirement on government contracts.® If the user
desires, the results of tests with the standardized
specimens will be evaluated. Participants desirous of
the evaluation should complete the questionnaire
provided with the standardized specimens. The ques-
tionnaire provides for information such as testing
temperature, the dimensions of certain critical parts,
the cooling and testing techniques, and the results of
the test. The broken standardized specimens are to
be returned along with the completed questionnaire
for evaluation (see Note 5 for address). Upon com-
pletion of the evaluation, the Army Materials and
Mechanics Research Center will return a report. If a
machine is producing values outside the standardized
specimen tolerances, the report may suggest changes
in machine design, repair or replacement of certain
machine parts, a change in testing techniques, etc.

10.2 Frequency of Verification—Charpy ma-
chines shall be verified within one year prior to”
the time of testing. Charpy machines shall,
however, be verified immediately after replac-
ing parts, making repairs or adjustments, after
they have been moved, or whenever there is
reason to doubt the accuracy of the results,
without regard to the time interval.

11. Procedure

11.1 The Daily Checking Procedure (Sec-
tion 9) shall be performed at the beginning of
each day or each shift.

11.2 Charpy Test Procedure—The Charpy
test procedure may be summarized as follows:
the test specimen is removed from its cooling
(or heating) medium, if used, and positioned
on the specimen supports; the pendulum is
released without vibration, and the specimen is
broken within 5 s after removal from the me-
dium. Information is obtained from the ma-
chine and from the broken specimen. The de-
tails are described as follows:

! Driscoll, D. E., “Reproducibility of Charpy Impact
Test,” Symposium on Impact Testing, ASTM STP 176, Am.
Soc. Testing Mats., 1955, p. 170.
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11.2.1 Temperature of Testing—In most ma-
terials, impact values vary with temperature.
Unless otherwise specified, tests shall be made
at 15 to 32°C (60 to 90°F). Accuracy of results
when testing at other temperatures requires the
following procedure: For liquid cooling or
heating fill a suitable container, which has a
grid raised at least 25 mm (1l in.) from the
bottom, with liquid so that the specimen when
immersed will be covered with at least 25 mm
(1 in.) of the liquid. Bring the liquid to the
desired temperature by any convenient method.
The device used to measure the temperature of
the bath should be placed in the center of a
group of the specimens. Verify all temperature-
measuring equipment at least twice annually.
When using a liquid medium, hold the speci-
mens in an agitated bath at the desired temper-
ature within £1°C (£2°F) for at least 5 min.
When using a gas medium, position the speci-
mens so that the gas circulates around them
and hold the gas at the desired temperature
within +1°C (x2°F) for at least 30 min. Leave
the mechanism used to remove the specimen
from the medium in the medium except when
handling the specimens.

NoTEe 7—Tcmpératures up to +260°C (+500°F)
may be obtained with certain oils, but “flash-point”
temperatures must be carefully observed.

. 11.2.2 Placement of Test Specimen in Ma-
“chine—It is recommended that self-centering
tongs similar to those shown in Fig. 13 be used
in placing the specimen in the machine (see
" 4.3.1). The tongs illustrated in Fig. 13 are for
centering V-notch specimens. If keyhole speci-
mens are used, modification of the tong design
may be necessary. If an end-centering device is
used, caution must be taken to ensure that low-
energy high-strength specimens will not re-
bound off this device into the pendulum and
cause erroneously high recorded values. Many
such devices are permanent fixtures of ma-
chines, and if the clearance between the end of
a specimen in test position and the centering
device is not approximately 13 mm (0.5 in.),
the broken specimens may rebound into the
pendulum.

11.2.3 Operation of the Machine:

11.2.3.1 Set the energy indicator at the max-
imum scale reading; take the test specimen
from its cooling (or heating) medium, if used;
place it in proper position on the specimen

anvils; and release the pendulum smoothly.
This entire sequence shall take less than 5 s if
a cooling or heating medium is used.

11.2.3.2 If any specimen fails to break, do
not repeat the blow but record the fact, indi-
cating whether the failure to break occurred
through extreme ductility or lack of sufficient
energy in the blow. Such results of such tests
shall not be included in the average.

11.2.3.3 If any specimen jams in the ma-
chine, disregard the results and check the ma-
chine thoroughly for damage or maladjust-
ment, which would affect its calibration.-

11.2.3.4 To prevent recording an erroneous
value caused by jarring the indicator when
locking the pendulum in its upright position,
read the value from the indicator prior to lock-
ing the pendulum for the next test.

11.2.4 Information Obtainable from the Test:

11.2.4.1 Impact Energy—The amount of en-
ergy required to fracture the specimen is deter-
mined from the machine reading.

11.2.4.2 Lateral Expansion—The method
for measuring lateral expansion must take into
account the fact that the fracture path seldom
bisects the point of maximum expansion on
both sides of a specimen. One half of a broken
specimen may include the maximum expansion
for both sides, one side only, on neither. The
technique used must therefore provide an ex-
pansion value equal to the sum of the higher of
the two values obtained for each side by mea-
suring the two halves separately. The amount
of expansion on each side of each half must be
measured relative to the plane defined by the
undeformed portion of the side of the specimen,
Fig. 16. Expansion may be measured by using
a gage similar to that shown in Figs. 17 and 18.
Measure the two broken halves individually.
First, though, check the sides perpendicular to
the notch to ensure that no burrs were formed
on these sides during impact testing; if such
burrs exist, they must be removed, for example,
by rubbing on emery cloth, making sure that
the protrusions to be measured are not rubbed
during the removal of the burr. Next, place the
halves together so that the compression sides
are facing one another. Take one half and press
it firmly against the reference supports, with
the protrusion against the gage anvil. Note the
reading, then repeat this step with the other
broken half, ensuring that the same side of the
specimen is measured. The larger of the two
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values is the expansion of that side of the
specimen. Next, repeat this procedure to mea-
sure the protrusions on the opposite side, then
add the larger values obtained for each side.
Measure each specimen.

Note 8—Examine each fracture surface to ascer-
tain that the protrusions have not been damaged by
contacting the anvil, machine mounting surface, etc.

Such specimens should be discarded since this may
cause erroneous readings.

11.2.4.3 Fracture Appearance—The percent-
age of shear fracture may be determined by
any of the following methods: (/) measure the
length and width of the cleavage portion of the
fracture surface, as shown in Fig. 14, and de-
termine the percent shear from either Table 1
or Table 2 depending on the units of measure-
ment; (2) compare the appearance of the frac-
ture of the specimen with a fracture appearance
chart such as that shown in Fig. 15; (3) magnify
the fracture surface and compare it to a precal-
ibrated overlay chart or measure the percent
shear fracture by means of a planimeter; or (4)
photograph the fracture surface at a suitable
magnification and measure the percent shear
fracture by means of a planimeter.

NoOTE 9—Because of the subjective nature of the

evaluation of fracture appearance, it is not recom-
mended that it be used in specifications.

11.3 Izod Test Procedure—The Izod test
procedure may be summarized as follows: the
test specimen is positioned in the specimen-
" holding fixture and the pendulum is released
without vibration. Information is obtained
from the machine and from the broken speci-
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men. The details are described as follows:

11.3.1 Temperature of Testing—The speci-
men-holding fixture for Izod specimens is in
most cases part of the base of the machine and
cannot be readily cooled (or heated). For this
reason, Izod testing is not recommended at
other than room temperature. »

11.3.2° Clamp the specimen firmly in the sup-
port vise so that the centerline of the notch is
in the plane of the top of the vise within 0.125
mm (0.005 in.). Sét the energy indicator at the
maximum scale reading, and release the pen-
dulum smoothly. Sections 11.2.3.2 to 11.2.3.4
inclusively, also apply when testing Izod spec-
imens.

11.3.3 Information Obtainable from the
Test—The impact energy, lateral expansion,
and fracture appearance, may be determined
as described in 11.2.4. ’

12. Report

12.1 For commercial acceptance testing, the
following is considered sufficient:

12.1.1 Type of specimen used (and size if
not the standard size).

12.1.2 Temperature of the specimen.

12.1.3 When required any or all of the fol-
lowing shall be reported:

12.1.3.1 Energy absorbed,

12.1.3.2 Lateral expansion, and

12.1.3.3 Fracture appearance (see Note 9).

13. Precision and Accuracy

13.1 The precision and accuracy of these
methods are being established.

: TABLE 1 Percent Shear for Measurements Made in Millimetres
-NoTe—100 % shear is to be reported when either 4 or B is zero.

Dimen- Dimension 4, mm
sion — — — —
“B,mm 1.0 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 10
1.0 99 98 98 97 96 96 95 94 94 93 92 92 91 91 90 8 89 88 88
1.5 98 97 9% 95 94 93 92 92 91 9 8 88 8 8 85 84 83 82 81
2.0 98 96 95 94 92 91 90 8 8 8 8 84 82 8 88 79 71 716 75
2.5 97 95 94 92 91 89 88 8 84 83 81 80 78 77 75 73 72 70 69
30 9% 94 92 91 89 87 85 8 8 79 77 76 74 72 70 68 66 64 62
35 9 93 91 8 8 8 8 8 78 76 74 T2 69 67 65 63 61 58 56
.40 .95 92 9 88 8 8 8 77 75 72 70 67 65 62 60 57 55 52 50
45 ...94 92 8 8 8 8 77 T5 .72 69 66 63 61 58 55 52 49 46 44
5.0 94 91 88 8 8 78 75 72 69 66 62 59 56 53 50 47 4 41 37
5.5 93 90 9 83 79 76 T2 69 66 62 59 55 52 48 45- 42 38 35 31
6.0 92 8 8 81 77 74 70 66 62 59 55 51 47 4 40 36 33 29 25
6.5 92 88 84 8 76 72 67 63 59 55 51 47 43 39 35 31 27 23 19
7.0 91 8 8 78 74 69 65 61 56 52 47 43 39 34 30 26 21 17 12
7.5 91 8 81 77 72 67 62 58 53 48 44 39 34 30 25 20 16 11 6
8.0 90 85 80 75 70 65 60 55 S50 45 40 35 30 25 20 15 10 5 0
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TABLE 2 Percent Shear for Measurements Made in Inches
NoTE—100 % shear is to be reported when either 4 or B is zero.

Dimen- Dimension 4, in.
sion
B, in. 0.05 0.10 0.12 0.14 0.16 0.18 020 0.22 024 026 028 030 032 034 036 038 040

0.05 98 96 95 94 94 93 92 91 90 90 89 88 87 86 85 85 84
0.10 9% 92 90 89 87 85 84 82 81 9 77 - 76 74 73 171 69 68
0.12 95 90 88 86 85 83 81 9 71 75 730 71 69 67 65 63 61
0.14 94 89 86 84 82 80 77 75 73 71 68 66 64 62 59 57 55
0.16 94 87 85 82 79 77 74 72 69 67 . 64 61 59 56 53 51 48
0.18 93 85 83 8 77 74 72 68 65 62 59 56 54 51 48 45 42
0.20 92 84 81 77 74 72 68 65 61 58 55 52 48 45 42 39 36
0.22 91 82 79 75 72 68 65 61 57 54 50 47 43 40 36 33 29
0.24 90 81 77 73 69 65 61 57 54 50 46 42 38 34 30 27 23
0.26 9 79 75 Tt 67 62 58 54 50 46 41 37 33 29 25 20 16
0.28 89 77 73 68 64 59 35 50 46 41 37 32 28 23 18 14 10
0.30 88 76 71 66 61 56 52 471 42 37 32 27 23 18 13 9 3
0.31 8 75 70 65 60 55 50 45 40 35 30 25 20 18 10 5 0

Unmodified
(will jam) (jamming minimized)

C-TYPE PENDULUM . /TAPER EXTENDS
ANVIL TO A POINT
SPECI@—WEE
SPACER Modified

prp—— [

-~ <67 T T a- T
i |
L L]

U-TYPE PENDULUM

SHROUD
ANV IL Direction of ‘
Pendulum Swing

Unmodified Modified
(will jam) (jamming minimized)

FIG. 1 Typical Pendulums and Anvils for Charpy Machines, Shown with Modifications to Minimize Jamming
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' _8-mm rad (0.315")

30°%2°

STRIKING EDGE

0.25-mm rad (0.010"
4mm (0.157")

C .
SPECIMEN
' |
A /T\ 78 |
80°
lmm Cens7$r.‘?f
rike ANVIL
(0.039' ) 40mm (1574
/\ .
SPECIMEN / 9019
¥ Center of
&“ - J\ Strike
(W/2)
pecimen
ANVIL/f Support
/W\—J

All dimensional tolerances shall be +0.05 mm (0.002 in.) unless otherwise specified.

.. NotE 1—A shall be parallel to B within 2:1000 and coplanar with B within 0.05 mm (0.002 in.).
"NoTe 2—C shall be parallel to D within 2.0:1000 and coplanar with D within 0.125 mm (0.005 in.).
Note 3—Finish on unmarked parts shall be 4 pm (125 pin.).

FIG. 2 Charpy (Simple-Beam) Impact Test
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SPECIMEN

Radius
must be
less than
Q40mm
(0.016")

All dimensional tolerances shall be £0.05 mm (0.002 in.) unless otherwise specified.
Note 1—The clamping surfaces of A and B shall be flat and parallel within 0.025 mm (0.001 in.).

SOONNNNN N

0.66- mm rad
(0.026")

75°3°

22 mm (0.866")

90°y°

AN

SN S S S

NoT1E 2—Finish on unmarked parts shall be 2 um (63 pin.).
Note 3—Striker width must be greater than that of the specimen being tested.

FIG. 3 Izod (Cantilever-Beam) Impact Test
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0e25mm rad
(0.010%) ‘ l

_____ _tp
AN N
40 ! 1
———55mm™2¢3 MM ——p| 45° £1° .
+0

(20165” '-Oo'lOo”) Grind OPPOSIfG.Sldgs
Parallel and 90 I
to Adjacent Sides

On subsize specimens the length, notch angle, and notch radius are constant (see Fig. 6); depth (D), notch depth (N), and
width (W) vary as indicated below.

— 5mm 7e5mm 10 mm 20mm
0-098") \ (0.197") (00295%) 0.788")

’-——
10mm
(0.394") Lﬂ -
I EZ mm ( 0.079'0

| _
5mm (0.197”) _L_B | ] | —

1 Lomm (0.039%)

3mm (o.na”)—Jr Lo.ao mm (0.024%)

Note 1—Circled specimen is the standard specimen (see Fig. 6).
NoTE 2—Permissible variations shall be as follows:

T

Cross-section dimensions +1% or +£0.075 mm (0.003 in.), whichever is smaller
Radius of notch +0.025 mm (0.001 in.)
" Depth of notch +0.025 mm (0.001 in.)
Finish requirements 2 pm (63 pin.) on notched surface and opposite face; 4 pm (125 pin.) on other two surfaces

FIG. 4 Charpy (Simple-Beam) Subsize (Type A) Impact Test Specimens
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Axis of rotation

-

Distance tocenter
~ of percussion, 1 /

Center of /

percussion  _ -
[

/

vy Y

—==""Center of test piece

NNANAN

/224

~Length of pendulum,
distance to center of
strike, S

Height of rise, h,

FIG. 5 Dimensions for Calculations
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T
I||
I
"‘l/2—’l‘ ——2mm (0.079”) 0¢25mm
T o (o.mo") rade
A T (0.3'34""‘9
| a (25.?L6msr";) ’ 6?_—3;‘4” ) 45
TYPE A
L/2 rSmm 01977 **1
,‘— ‘ﬂh ( ) 079/1)
—F - 10 mm ”
55{m - J (0.394%)
L‘ — (a65%) M ’&‘,03'3,';),) SAWCUT
L TYPE B . 1e6 mm (1/167)
—L/2 Smm (0.1977) OR LESS
= J _{ 10mm’
—f---| F—10mm :
siﬂ } (0+394") I—
g 22 mm 10mm —
24165 p -l 2 mm
(21657 rype ¢ @394 (0.079)
NoTte—Permissible variations shall be as follows:
Notch length to edge +2°

Adjacent sides shall be at
Cross-section dimensions

90° £10 min
+0.075 mm (+0.003 in.)

Length of specimen (L) +0, —2.5 mm (+0, —0.100 in.)
Centering of notch (L/2) +1 mm (+0.039 in.)
Angle of notch *1°
Radius of notch +0.025 mm (+0.001 in.)
Notch depth:

Type A specimen +0.025 mm (+0.001 in.)

Types B and C specimen
Finish requirements

+0.075 mm (+0.003 in.)
2 pm (63 pin.) on notched surface and opposite face; 4 pm (125 pin.) on
other two surfaces

FIG. 6 Charpy (Simple-Beam) Impact Test Specimens, Types A, B, and C

28 mm . 2mm
T (141027 (00797 /3\45° /w\
.
Y S —
;
75mm I0Omm | 0«25mm
(2.952 u) (0-394”) (00010 ”) rad
NoOTE—Permissiblé variations shall be as follows:
Notch length to edge 90 x2°

Cross-section dimensions
Length of specimen

+0.025 mm (+0.001 in.)
+0, —2.5 mm (0, —0.100 in.)

Angle of notch *I°
Radius of notch +0.025 mm (#%0.001 in.)
Notch depth +0.025 mm (+0.001 in.)

Adjacent sides shall be at
Finish requirements

90° = 10 min

2 pm (63 pin.) on notched surface and op-
posite face; 4 pm (125 pin.) on other two
surfaces

FIG. 7 Izod (Cantilever-Beam) Impact Test Specimen, Type D
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6.25*0./13mm.
(0.246 + 0.005")
6.35+0.13mm.
(0.250+0.005")~, -

I
L‘ 52mm. (6") - l ,

NoTe 1—Two test specimens may be cut from this bar.
NoTE 2—Blow shall be struck on narrowest face.

FIG. 8 Simple Beam Impact Test Bar for Die Castings Alloys

Compacting

) : “ Direction
— 55 o (2.165") ——P™ ‘L ' (0. 394™)
. ' Striking
(0.394"™) : ‘ Direction
10 mm, I )

!

NoTtE—Permissible variations shall be as follows:

Adjacent sides shall be at 90° % 10 min R
Cross section dimensions +0.125 mm (0.005 in.) .
Length of specimen - +0, —2.5 mm (0.100 in.)

FIG. 9 Charpy (Simple Beam) Impact Test Specimens for Metal Powder Structural Parts

10 mm, Compacting
~ [¥—75mm. (2. 952" }—————————p] l ”5,394") Directdion
10 mm. , ,
(0.394") ¢ Striking
? o Direction
NoTe—Permissible variations shall be as follows:
g Adjacent sides shall be at 90° = 10 min.
Cross section dimensions +0.125 mm (0.005 in.)
Length of specimens +0, —2.5 mm (0.100 in.)

FIG. 10 Izod (Cantilever-Beam) Impact Test Specimen for Metal Powder Structural Parts
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131mm B
(5.157") 10Omm
28 mm _,}‘28 mm __ 28mm (0394 45%
(102" T (102" T(I.IOZ')
f—— i T R==
1A
! b
T ! _ 0.25mm
10mm A
90° —te 2 mm (0.394" (0.010") Rad
Enlarged View of
TYPE X Notch— 3 Req'd,
on Different Faces.
8.6mm | 286mm_ | 28.6mm 455
u 125" )+(| 125" [ (1i25") \Q 7
1 — -
1 0.25mm
L 137 mm (0:010") Rad
(83757 I.4mm
TYPE Y (0.4507)

NoTe—Permissible variations shall be as follows:

Notch length to edge

Adjacent sides shall be at
Cross-section dimensions
Lengthwise dimensions

Angle of notch

Radius of notch

Notch depth of Type X specmen
Notch diameter of Type Y specimen

+2 mm

90° +£10 min

+0.025 mm (+0.001 in.)
+0, —2.5 mm (%0.100 in.)
+]1°

+0.025 mm (+0.001 in.)
+0.025 mm (£0.001 in.)
+0.025 mm (+0.001 in.)

FIG. 11 Izod (Cantilever-Beam) Impact Test Specimens, Types X and Y

—6435mm (0.250")
99°
T

Y
)

T

r———’"28mm (1:1027)

-

- —_

75mm

‘ (24952) g

]‘_—12O7 r.“m(0.500”)4[3:27 mm (0-1300)’ /)\450/\
‘f‘

_9.2 5mm
(0,010”) rad

]104 mm
“(0.450%)

The flat shall be parallel to the longitudinal centerline of the specimen and shall be parallel to the bottom of the notch

within 2:1000.

NoTe—Permissible variations shall be as follows:

Notch length to longitudinal centerline +2°

Cross-section dimensions
Length of specimen
Angle of notch

Radius of notch

Notch depth

+0.025 mm (—0.001 in.)

+0, —2.5 mm (40 —0.100 in.)
*+1°

+0.025 mm (#+0.001 in.)
+0.025 mm (.130 +0.001 in.)

FIG. 12 1Izod (Cantilever-Beam) Impact Test Specimen (Philpot), Type Z
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A (0.785") SECTION
o A<A
44-45
953 mm
1296 mm—»

@/8")

(0.786%)

/.

Nﬂ
BV

7

each other

17.46 mm
(/16"
+—4.76 mm

G/16")

@78

[*—7.94 mm
/e

16588 mm

fﬂm (/16"

——— 9%53mm

6/8)

teel pieces silver soldered
to tongs parallel to

Specimen Depth, mm

(in.) Base Width (A), mm (in.) Height (B), mm (in.)

10 (0.394) 1.60 to 1.70 (0.063 to 0.067) 1.52 to 1.65 (0.060 to 0.065)
5 (0.197) 0.74 to 0.80 (0.029 to 0.033) 0.69 to 0.81 (0.027 to 0.032)
3 (0.118) 0.45 to 0.51 (0.016 to 0.020) 0.36 to 0.48 (0.014 to 0.019)

FIG. 13 Centering Tongs for V-Notch Charpy Specimens

: Notch
Shear Area

(dul)

Cleavage Area

(shiny) T

%%

TN

NotE 1—Measure average dimensions 4 and B to the
nearest 0.5 mm or 0.02 in.

NoOTE 2—Determine the percent shear fracture using Ta-
ble I or Table 2.

FIG. 14

Determination of Percent Shear Fracture
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(a) Fracture Appearance Charts and Percent Shear Fracture Comparator

oooog

(b) Guide for Estimating Fracture Appearance Using SulAG Method

10 20 90

FIG. 15 Fracture Appearance

1141



e— A —

FIG. 16 Halves of Broken Charpy V-Notch Impact

Specimen Positioned to Illustrate the Measurement of

Lateral Expansion, Dimension A and Original Width,
Dimension W

253
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FIG. 17 Lateral Expansion Gage for Charpy Impact Specimens
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APPENDIX

X1. NOTES ON SIGNIFICANCE OF NOTCHED-BAR IMPACT TESTING

X1.1 Notch Behavior

X1.1.1 The Charpy and Izod type tests bring out
notch behavior (brittleness versus ductility) by apply-
ing a single overload of stress. The energy values
determined are quantitative comparisons on a se-
lected specimen but cannot be converted into energy
values that would serve for engineering desgin cal-
culations. The notch behavior indicated in an indi-
vidual test applies only to the specimen size, notch
geometry, and testing conditions involved and cannot
be generalized to other sizes of specimens and con-
ditions.

X1.1.2 The notch behavior of the face-centered
cubic metals and alloys, a large group of nonferrous
materials and the austenitic steels can be judged from
their common tensile properties. If they are brittle in
tension they will be brittle when notched, while if
they are ductile in tension they will be ductile when
notched, except for unusually sharp or deep notches
(much more severe than the standard Charpy or Izod
specimens). Even low temperatures do not alter this
characteristic of these materials. In contrast, the be-
havior of the ferritic steels under notch conditions
cannot be predicted from their properties as revealed
by the tension test. For the study of these materials
the Charpy and Izod type tests are accordingly very
useful. Some metals that display normal ductility in
. the tension test may nevertheless break in brittle

fashion when tested or when used in the notched
condition. Notched conditions include restraints to
deformation in directions perpendicular to the major
stress, or multiaxial stresses, and stress concentra-
tions. It is in this field that the Charpy and Izod tests
prove useful for determining the susceptibility of a
steel to notch-brittle behavior though they cannot be
directly used to appraise the serviceability of a struc-
ture.

X1.2 Notch Effect

X1.2.1 Thenotchresultsin a combination of mul-
tiaxial stresses associated with restraints to deforma-
tion in directions perpendicular to the major stress,
and a stress concentration at the base of the notch. A
severely notched condition is generally not desirable,
and it becomes of real concern in those cases in which
it initiates a sudden and complete failure of the brittle
type. Some metals can be deformed in a ductile
manner even down to the low temperatures of liquid
air, while others may crack. This difference in behav-
ior can be best understood by considering the cohe-
sive strength of a material (or the property that holds
it together) and its relation to the yield point. In cases
of brittle fracture, the cohesive strength is exceeded

before significant plastic deformation occurs and the
fracture appears crystalline. In cases of the ductile or
shear type of failure, considerable deformation pre-
cedes the final fracture and the broken surface ap-
pears fibrous instead of crytalline. In intermediate
cases the fracture comes after a moderate amount of
deformation and is part crystalline and part fibrous
in appearance.

X1.2.2 When a notched bar is loaded, there is a
normal stress across the base of the notch which tends
to initiate fracture. The property that keeps it from
cleaving, or holds it together, is the “cohesive
strength.” The bar fractures when the normal stress
exceeds the cohesive strength. When this occurs with-
out the bar deforming it is the condition for brittle
fracture.

X1.2.3 In testing, though not in service because of
side effects, it happens more commonly that plastic
deformation precedes fracture. In addition to the
normal stress, the applied load also sets up shear
stresses which are about 45° to the normal stress. The
elastic behavior terminates as soon as the shear stress
exceeds the shear strength of the material and defor-
mation or plastic yielding sets in. This is the condition
for ductile failure.

X.1.2.4 This behavior, whether brittle or ductile,
depends on whether the normal stress exceeds the
cohesive strength before the shear stress exceeds the
shear strength. Several important facts of notch be-
havior follow from this. If the notch is made sharper
or more drastic, the normal stress at the root of the
notch will be increased in relation to the shear stress
and the bar will be more prone to brittle fracture (see
Table X1.1). Also, as the speed of deformation in-
creases, the shear strength increases and the like-
lihood of brittle fracture increases. On the other hand,
by raising the temperature, leaving the notch and the
speed of deformation the same, the shear strength is
lowered and ductile behavior is promoted, leading to
shear failure.

X1.2.5 Variations in notch dimensions will seri-
ously affect the results of the tests. Tests on E 4340
steel specimens® have shown the effect of dimensional
variations on Charpy results (see Table X1.1).

X1.3 Size Effect

X1.3.1 Increasing either the width or the depth of
the specimen tends to increase the volume of metal
subject to distortion, and by this factor tends to

“N. H. Fahey, “Effects of Variables in Charpy Impact
Testing,” Materials Research & Standards, Vol 1, No. 11,
November 1961, p. 872.
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increase the energy absorption when breaking the
specimen. However, any increase in size, particularly
in width, also tends to increase the degree of restraint
and by tending to induce brittle fracture, may de-
crease the amount of energy absorbed. Where a
standard-size ‘specimen is on the verge of brittle
fracture, this is particularly true, and a doublewidth
specimen may actually require less energy for rupture
than one of standard width. )

X1.3.2 In studies of such effects where the size of
the material precludes the use of the standard speci-
men, as for example when the material is 6.35 mm
(0.25-in.) plate, subsize specimens are necessarily
used. Such specimens (Fig. 4) are based on the Type
A specimen of Fig. 6.

X1.3.3 General correlation between the energy
values obtained with specimens of different size or
shape is not feasible, but limited correlations may be
established for specification purposes on the basis of
special studies of particular materials and particular
specimens. On the other hand, in a study of the
relative effect of process variations, evaluation by use
of some arbitrarily selected specimen with some cho-
sen notch will in most instances place the methods in
their proper order.

X1.4 Temperature Effect

X1.4.1 The testing conditions also affect the notch
behavior. So pronounced is the effect of temperature
on the behavior of steel when notched that compar-
isons are frequently made by examining specimen
fractures and by plotting energy value and fracture
appearance versus temperature from tests of notched
bars at a series of temperatures. When the test tem-
perature has been carried low enough to start cleav-
age fracture, there may be an extremely sharp drop
in impact value or there may be a relatively gradual
falling off toward the lower temperatures. This drop
in enmergy value starts when a specimen begins to
exhibit some crystalline appearance in the fracture.
The transition temperature at which this embrittling
effect takes place varies considerably with the size of
the part or test specimen and with the notch geome-

- try.
X1.5 Testing Machine

X1.5.1 The testing machine itself must be suffi-
ciently rigid or tests on high-strength low-energy
materials will result in excessive elastic energy losses
either upward through the pendulum shaft or down-
ward through the base of the machine. If the anvil
supports, the pendulum striking edge, or the machine
foundation bolts are not securely fastened, tests on
ductile materials in the range from 108 J (80 ft.1bf)
may actually indicate values in excess of 122 to 136
J (90 to 100 ft-1bf)

X1.5.2 A problem peculiar to Charpy-type tests
occurs when high-strength, low-energy specimens are
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tested at low temperatures. These specimens may not
leave the machine in the direction of the pendulum
swing but rather in a sidewise direction. To ensure
that the broken halves of the specimens do not re-
bound off some component of the machine and
contact the pendulum before it completes its swing,
modifications may be necessary in older model ma-
chines. These modifications differ with machine de-
sign. Nevertheless the basic problem is the same in
that provisions must be made to prevent rebounding
of the fractured specimens into any part of the swing- .
ing pendulum. Where design permits, the broken
specimens may be deflected out of the sides of the
machine and yet in other designs it may be necessary
to contain the broken specimens within a certain area
until the pendulum passes through the anvils. Some
low-energy high-strength steel specimens leave im-
pact machines at speeds in excess of 15.2 m/s (50 ft/
s) although they were struck by a pendulum traveling
at speeds approximately 5.2 m/s (17 ft/s). If the force
exerted on the pendulum by the broken specimens is
sufficient, the pendulum will slow down and erro-
neously high energy values will be recorded. This
problem accounts for many of the inconsistencies in
Charpy results reported by various investigators
within the 14 to 34-J (10 to 25-ft-1b) range. Figure 1
illustrates a modification found to be satisfactory in
minimizing jamming.

X1.6 Velocity of Straining

X1.6.1 Velocity of straining is likewise a variable
that affects the notch behavior of steel. The impact
test shows somewhat higher energy absorption values
than the static tests above the transition temperature
and yet, in some instances, the reverse is true below
the transition temperature.

X1.7 Correlation with Service

X1.7.1 While Charpy or Izod tests may not di-
rectly predict the ductile or brittle behavior of steel
as commonly used in large masses or as components
of large structures, these tests can be used as accept-
ance tests or tests of identity for different lots of the
same steel or in choosing between different steels,
when correlation with reliable service behavior has
been established. It may be necessary to make the
tests at properly chosen temperatures other than
room temperature. In this, the service temperature or
the transition temperature of full-scale specimens
does not give the desired transition temperatures for
Charpy or Izod tests since the size and notch geom-
etry may be so different. Chemical analysis, tension,
and hardness tests may not indicate the influence of
some of the important processing factors that affect
susceptibility to brittle fracture nor do they compre-
hend the effect of low temperatures in inducing brittle
behavior.
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TABLE X1.1 Effect of Varying Notch Dimensions on Standard Specimens

High-Energy Specimens,

High-Energy Specimené,

Low-Energy Speci-

. J (ft.1of) J (ft-1bf) mens, J (ft-]bf)
Specimen with standard dimensions -103.0£52(76.0+3.8) 60.3 +£3.0(445+22) 169 = 1.4 (12.5 %= 1.0)
Depth of notch, 2.13 mm (0.084 in.)* 97.9 (72.2) 56.0 (41.3) 155 (11.4) .

Depth of notch, 2.04 mm (0.0805 in.)* 101.8 (75.1) . 572422 16.8 (12.4)
Depth of notch, 1.97 mm (0.0775 in.)* 104.1 (76.8) T 61.4(45.3) 17.2 (12.7)
Depth of notch, 1.88 mm (0.074 in.)* 107.9 (79.6) 62.4 (46.0) 17.4 (12.8)
Radius at base of notch 0.13 mm (0.005 in.)® 98.0 (72.3) 56.5 (41.7) 14.6 (10.8)
Radius at base of notch 0.38 mm (0.015 in.)®108.5 (80.0) 64.3 (47.4) 214 (15.8)

4 Standard 2.0 + 0.025 mm (0.079 =+ 0.001 in.).
B Standard 0.25 + 0.025 mm (0.010 + 0.001 in.).

The American Society for Testing and Materials takes no position respecting the validity of any patent rights asserted in connection
with any item mentioned in this standard. Users of this standard are expressly advised that determination of the validity of any such.
patent rights, and the risk of infringement of such rights, are entirely their own responsibility.

This standard is subject to revision at any time by the responsible technical committee and must be reviewed every five years and
if not revised, either reapproved or withdrawn. Your comments are invited either for revision of this standard or for additional
standards and should be addressed to ASTM Headquarters. Your comments will receive careful consideration at a meeting of the
responsible technical committee, which you may attend. If you feel that your comments have not received a fair hearing you should

make your views known to the ASTM Commitiee on Standards, 1916 Race St., Philadelphia, Pa. 19103.
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Designation: E 29 - 90

Standard Practice for

Using Significant Digits in Test Data to Determine
Conformance with Specifications’

This standard is issued under the fixed designation E 29; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilon (¢) indicates an editorial change since the last revision or reapproval.

This standard has been approved for use by agencies of the Department of Defense. Consult the DoD Index of Specifications and
Standards Jor the specific year of issue which has been adopted by the Department of Defense.

1. Scope

1.1 This practice is intended to assist the various technical
committees in the use of uniform methods of indicating the
number of digits which are to be considered significant in
specification limits, for example, specified maximum values
and specified minimum values. Its aim is to outline methods
which should aid in clarifying the intended meaning of
specification limits with which observed values or calculated
test results are compared in determining conformance with
specifications. Reference to this practice is valid only when a
choice of method has been indicated, that is, either absolute
method or rounding-off method.

1.2 This practice is intended to be used in determining
conformance with specifications when the applicable ASTM
specifications or standards make direct reference to this
practice.

1.3 This practice describes two commonly accepted
methods of rounding data, identified as the Absolute Method
and the Rounding-Off Method. In the application of this
practice to a specific material or materials it is essential to
specify which method is intended to apply. In the absence of
such specification, reference to this practice, which expresses
no preference as to which method should apply, would be
meaningless. The choice of method is arbitrary, depending
upon the current practice of the particular branch of industry
or technology concerned, and should therefore be specified
in the prime publication.

1.4 Section 7 of this practice gives guidelines for use in

recording, calculating, and reporting the final result for test

data.

2. Referenced Documents

2,1 ASTM Standards: ‘ :

E 456 Terminology Related to Quality and S’taltlstlcs2

E 380 Practice for Use of the International System of
Units (SI) (the Modernized Metric System)?

2,1 ANSI Standard:

ANSI Z25.1 Rules for Roundmg Off Numerical Values3 ‘

! This practice is under the jurisdiction of ASTM Committee E-11 on Quality
and Statistics and is the direct responsibility of Subcommittee E11.03 on Statistical
Analysis and Control Techniques.

Current edition approved June 26, 1990. Published August 1990. Orlgmally
published as E 29 - 40, Last previous edition E 29 - 89.

2 Annual Book of ASTM Standards, Vol 14,02, :

3 Available from American National Standards Ihstitute, 1430 Broadway, New
York, NY 10018.

73,

“as “2.50 in. max,”

3. Terminology

3.1 significant digit, n—any of the figures 0 through 9,
excepting leading zeros and some trailing zeros, which is
used with its place value to denote a numerical quantity to
some desired approximation.

3.1.1 The digit zero may either indicate a specific value or
indicate place only. Zeros leading the first nonzero digit of a
number indicate order of magnitude only and are not
significant digits. For example, the number 0.0034 has two
significant digits. Zeros trailing the last nonzero digit for
numbers represented with a decimal point are significant
digits. For example, the numbers 1270. and 32.00 each have
four significant digits. The significance of trailing zeros for
numbers represented without use of a decimal point can only
be identified from knowledge of the source of the value. For
example, a tensile strength, stated as 140 000 psi, may have
as few as two or as many as six significant figures. To avoid
ambiguity, the exponential notation may be used; thus, 1.40
X 10° psi indicates that the tensile strength is reported to the
nearest 0.01 X 10° or 1000 psi.

4. Expression of Numerical Requirements

4.1 The unqualified statement of a numerical limit, such
cannot, in view of different established
practices and customs, be regarded as carrying a definite
operational meaning concerning the number of digits to be
retained in an observed or a calculated value for purposes of
determining conformance with specifications.

4.2 Absolute Method—In some fields, specification limits
of 2.5 in. max, 2.50 in. max, and 2.500 in. max are all taken
to imply the same absolute limit of exactly two and a half
inches and for purposes of determining conformance with
specifications, an observed value or a calculated value is to
be compared directly with the specified limit. Thus, any
deviation, however small, outside the specification limit
signifies nonconformance with the specifications. This will
be referred to as the absolute method.

4.3 Rounding-Off Method—In other fields, specification
limits of 2.5 in. max, 2.50 in. max, 2.500 in. max are taken
to imply that, for the purposes of determining conformance
with specifications, an observed value or a calculated value
should be rounded off to the nearest 0.1 in:, 0.01 in., 0.001
in., respectively, and then compared with the specification
limit. This will be referred to as the rounding-off method.

5. Absolute Method
5.1 Where Applicable—The absolute method applies.
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where it is the intent that all digits in an observed value or a
calculated value are to be considered significant for purposes
of determining conformance with specifications. Under these

conditions, the specified limits are referred to as absolute .

limits.

value. Conformance or nonconf“" ance with the! S

tion is based on this comparison.

5.3 How Expressed‘-—Thrs intent may be expressed 1n the )
standard in one of the followmg forms: o
5.3.1 If the absolute method is to apply to all spemﬁed
limits in the standard, this may be indicated by 1ncludmg the

followmg sentence m the standard

AN _(‘w'

Determme Conformance w1th Spcc1ﬁcat10hs‘

5 3 2 Jf the absolute method is t 0 apply to all spec1ﬁed»

(aFor pqrposes of determmmg conformance wrth ,these specrﬁcatrons,
all specnﬁed (dim ) imits are absolute l1rp1ts, as defined
1n A$TM Practic E 29, Usmg > gmﬁcapt Dlglts 1n Test Data to
ine Cot anice with Spécrﬁcatlons

5 3. 3 If the absolue method 1s to apply to all spec1ﬁed
limits’ given in a table, th1s may be 1ndlcated by, 1ncludmg a

footnote, with the table as follows: ', .. | c

Ty

-Width. Tolerances" Plus and Mmus, in.

Lol e 4010:032 in. and undér v, oOvet 0032 in. |
Wldth in.

in Thickness - v - in Thickness
2 and under 0.005 0.010
Over 2 to 8 incl e . 0,008 , 0013
Over8toldind ~ 7 "V0.0i0° ool

001,3_ e S0:018 -

I Ove1 1410, 20. mcl o

d numb ‘of dlgtts in an
are 10 be’ consrde red

6.3.1 Ifthe rounding-off method is to apply 1o all speorﬁed

limits in the standard, and if all d1g1t‘s pressed in"* the
specification limit aie‘fo Be considered significant; this ‘may

! Ul’llt

5.2 How Applied—With the absolute method an ob-
' 11m1t nl“accordance wrth the roundmg—off methiod of ASTM Practice

served value or a calculated value is not to be rounded off, '
but is to be compared directly with the specified llmmng
' .lﬁ‘.ca- ’

be indicated by including the following statement in the
standard:

The following a’pplf‘es stq all specified limits:in this standard: For
i nce .with these specifications, an
alculdted value shall bé rotinded off “to the nearest
.expressing the specification

E 29, for Using Significant Digits in Test Data to Determine Conform-
ance with Specifications.

632 It ‘the’ roundmg—off methodAls to apply only to the

spec1ﬁed limits for certain selected requ1rements this may be

lmdlcated by mcludmg the’ followmg statement in the

standard:

The following applies to specified limits for requirements on, Ltensﬂe
strength), (elongation), and (...) given in ..., (applicable* Section
nuidber and title).dand (.. ) of this standard: . For purposés of deter-
mihing,conformance Wwith these. specifications, -an- observed.:value; or. a
calculatedwalue shall be mungled off to-the neaest, (1000 psi) for. (ter;s;'l

}s to apply fo all spec1ﬁed
nits _ e .indicated by a note 1n the,
matinet, shown in the followmg examples .

6.3.3.1 Example 1—Same s1gn1ficant d1g1ts for all 1tems

2 Chemlc'll Con;nposutlon %

Gopper "

v A5 E0S
Iren e ) v . , - 10 max
Silicon ’ e ’ R 125405
Other constituents (magnesium -+ zinc + manganese) 0.5 max "+
Aluminums v g S - « remainder i ¢

“NoTEY 1 -LFor purposes i determining éoniformatce “with Hesé
specifications, an obsetvedivalue orarcalelated valué:shall Be rountled
off te, the nearest;0:1 -percent, -in accordance:With the: roundmg’-off

29;for: Using ;Signific

Chromlum e
Mainganese *
Silicon
Carbon
Sulfur

Iron

Nore 2—For purposes of deter mmmg conf
specifications, an observed value or a calculated ‘value,shiall be rounded
off “to_the, ngarest umt Y il tlc\la,st ughbhand s{gprﬁ,c'mt digit.used in
express;ng the n . 1011ndroff method
of ASTM I’ractlde ],52 M Usin éSlgmﬁC'mt "1, Test ata 1o
Determine Conformbince Witk 3{% ifichtions: ’

6.3.3.3 Example 3—Significant. d1g1ts not. the ,same for all
1tems d1ssrmrlar requ1rements

Tensile Requirements

Tetisilé strength o : ' 60 000-to 72 000
Yieldpoint¥inii, ipsi * 7 # WE Ll - 33

E]ongdtlon in 2 in., mm %

NOTE 3—For purposes of determlnauon “of conformance vﬂth lh,ese
specifications, an observed value or a caleulated: value shall be: rounded
off:to.the neatest 1000 psi-for tensile strength and yield point:and-to the
nearest | percent for elongation, in accordance with the roundingloff
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method of ASTM Practice E 29 for Using Significant Digits in Test Data
to Determine Conformance with Specifications.

6.4 Rounding-Off Procedure—The actual rounding-off
procedure? shall be as follows:

6.4.1 When the digit next beyond the last place to be
retained is less than 5, retain unchanged the digit in the last
place retained.

6.4.2 When the digit next beyond the last place to be
retained is greater than S, increase by | the digit in the last
place retained.

6.4.3 When the digit next beyond the last place to be
retained is 5, and there are no digits beyond this 5, or only
zeros, increase by [ the digit in the last place retained if it is
odd, leave the digit unchanged if it is even. Increase by 1 the
digit in the last place retained, if there are digits beyond this
S.

6.4.4 This rounding-off procedure may be restated simply
as follows: When rounding off a number to one having a
specified number of significant digits, choose that which is
nearest. If two choices are possible, as when the digits
dropped are exactly a 5 or a 5 followed only by zeros, choose
that ending in an even digit. Table | gives examples of
applying this rounding-off procedure.

6.5 The rounded-off value should be obtained in one step
by direct rounding off of the most precise value available and
not in two or more successive roundings. For example:
89 490 psi rounded off to the nearest 1 000 psi is at once
89 000; it would be incorrect to round off first to the nearest
100, giving 89 500 and then to the nearest 1000, giving
90 000.

6.6 Special Case, Rounding Off to the Nearest 50, 5, 0.5,
0.05, etc.—If in special cases it is desired to specify rounding
off to the nearest 50, 5, 0.5, 0.05, etc., this may be done by so
indicating in the standard. In order to round off to the
nearest 50, 5, 0.5, 0.05, etc., double the observed or
calculated value, round off to the nearest 100, 10, 1.0, 0.10,
etc., in accordance with the procedure in 6.4, and divide by
2. For example, in rounding off 6 025 to the nearest 50,
6 025 is doubled giving 12 050 which becomes 12 000 when
rounded off to the necarest 100 (6.4.3). When 12 000 is
divided by 2, the resulting number, 6 000, is the rounded-off
value of 6 025. In rounding oft 6 075 to the nearest 50, 6 075
is doubled giving 12 150 which becomes 12200 when
rounded off to the nearest 100 (6.4.3). When 12 200 is
divided by 2, the resulting number, 6 100, is the rounded-off
value of 6 075. '

7. Guidelines for Retaining Significant Figures in Calcula-
tion and Reporting of Test Results

7.1 General Discussion—Rounding test results avoids a
misleading impression of precision while preventing loss of
information due to coarse resolution. Any approach to
retention of significant digits of necessity involves some loss
of information; therefore, the level of rounding should be
carefully selected considering both planned and potential
uses for the data. The number of significant digits must, first,

4 The rounding-off procedure given in this practice is the same as the one given
in the American National Standard Rules for Rounding Off Numerical Values
(ANSI Z25.1) and in the ASTM Manual on Presentation of Data and Control
Chart Analysis, STP 15-D.

TABLE 1 Examples” of Rounding Off
Rounded-Off
Observed To Be Value to be  Conforms
Specified Limit Value or Rounded Used for with
p Calculated Off to Purposes of  Specified
Value Nearest Determining Limit
Conformance
Yield point, 36 000 35 940 100 psi 35 900 no
psi, min {35 950 100 psi 36 000 yes
35 960 100 psi 36 000 yes
Nickel, 57 %, min 56.4 1% 56 no
56.5 1% 56 no
56.6 1% 57 yes
Water extract 40.4 1 micromho/cm 40 yes
conductivity, 40 {40.5 1 micromho/em 40 yes
micromhos/cm, 40.6 1 micromho/cm 41 no
max
Sodium bicarbonate 0.54 0.1% 05 yes
0.5 %, max {0.55 01% 0.6 no
0.56 0.1% 0.6 no

A These examples are meant to illustrate rounding rules and do not necessarily
reflect the usual number of digits associated with these test methods.

be adequate for comparison against specification limits (see
6.2). The following guidelines are intended to preserve the
data for statistical summaries. For certain purposes, such as
where calculations involve differences of measurements close
in magnitude, and for some statistical calculations, such as
paired t-tests, autocorrelations, and nonparametric tests,
reporting data to a greater number of significant digits may
be advisable.

7.2 Recording Test Data—When recording direct mea-
surements, as in reading marks on a buret, ruler, or dial, all
digits known exactly, plus one digit which may be uncertain
due to estimation, should be recorded. For example, if a
buret is graduated in units of 0.1 ml., then an observation
would be recorded as 9.76 mL where it is observed between
9.7 and 9.8 marks on the buret, and estimated about six
tenths of the way between those marks. When the measuring
device has a vernier scale, the last digit recorded is the one
from the vernier. ' ’

7.2.1 The number of significant digits given by a digital
display or printout from an instrument should be greater
than or equal to those given by the rule for report<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>