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There have been five earlier documents from
three sponsoring organizations guiding the
development and use of tests. The first of these
was Technical Recommendations for Psychological
Tests and Diagnostic Techniques, prepared by
a committee of the American Psychological
Association (APA) and published by that
organization in 1954. The second was Technical
Recommendations for Achievement Tests, prepared
by a committee representing the American
Educational Research Association (AERA)
and the Nartional Council on Measurement
Used in Education (NCMUE) and published
by the National Education Association in
1955. The third, which replaced the earlier
two, was published by APA in 1966 and
prepared by a committee representing APA,
AERA, and the National Council on
Measurement in Education (NCME) and
called the Standards for Educational and
Psychological Tests and Manuals. The fourth,
Standards for Educational and Psychological
Tests, was again a collaboration of AFRA, APA
and NCME, and was published in 1974. The
fifth, Standards for Educational and Pyychological
Testing, also a joint collaboration, was pub-
lished in 1985.

In 1991 APA’s Committee on Psycholo-
gical Tests and Assessment suggested the need
to revise the 1985 Standards. Representatives
of AERA, APA and NCME met and discussed
the revision, principles that should guide
that revision, and potential Joint Committee
members. By 1993, the presidents of the
three organizations appointed members
and the Committee had its first meeting
November, 1993.

The Standards has been developed by a
joint committee appointed by AERA, APA and
NCME. Members of the Committee were:

Eva Baker, co-chair

Paul Sackett, co-chair

Lloyd Bond

Leonard Feldt

David Goh

Bert Green
Edward Haertel
Jo-Ida Hansen
Sharon Johnson-Lewis
Suzanne Lane
Joseph Matarazzo
Manfred Meier
Pamela Moss
Esteban Olmedo
Diana Pullin

From 1993 to 1996 Charles Spielberger
served on the Committee as co-chair. Fach
sponsoring organization was permitted
to assign up to two liaisons to the Joint
Committee’s project. Liaisons served as the
conduits between the sponsoring organiza-
tions and the Joint Committee. APAs liaison
from its Committee on Psychological Tests
and Assessments changed several times as the
membership of the Committee changed.

Liaisons to the Joint Committee:
AERA -William Mehrens
APA - Bruce Bracken, Andrew Czopek,
Rodney Lowman, Thomas Qakland
NCME - Daniel Eignor

APA and NCME also had committees
who served to monitor the process and keep
relevant parties informed.

APA Ad Hoc Committee of the Council of
Representatives:

Melba Vasquez

Donald Bersoff

Stephen DeMers

James Farr

Bertram Karon

Nadine Lambert

Charles Spielberger

NCME Standards and Test Use Committee:
Gregory Cizek
Allen Doolittle
Le Ann Gamache



Donald Ross Green
Ellen Julian

Tracy Muenz
Nambury Raju

A management committee was formed at
the beginning of this effort. They monitored
the financial and administrative arrangements
of the project, and advised the sponsoring
organizations on such matters.

Management Committee:
Frank Farley, APA
George Madaus, AERA
Wendy Yen, NCME

Staffing for the revision included Dianne
Brown Maranto as project director, and
Dianne L. Schneider as staff liaison. Wayne J.
Camara served as project director from 1993 to
1994. APA’s legal counsel conducted the legal
review of the Standards. William C. Howell
and William Mehrens reviewed the standards
for consistency across chapters. Linda Murphy
developed the indexing for the book.

The Joint Committee solicited prelimi-
nary reviews of some draft chapters, from rec-
ognized experts. These reviews were primarily
solicited for the technical and fairness chap-
ters. Reviewers are listed below:

Marvin Alkin

Philip Bashook

Bruce Bloxom

Jeffery P. Braden

Robert L. Brennan

John Callender

Ronald Cannella

Lee J. Cronbach

James Cummins

John Fremer

Kurt E Geisinger

Robert M. Guion

Walter Haney

Pacti L. Harrison

Gerald P Koocher

Richard Jeanneret
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Draft versions of the Standards were
widely distributed for public review and
comment three times during this revision
effort, providing the Committee with a
total of nearly 8,000 pages of comments.
Organizations who submitted comments on
drafts are listed below. Many individuals
contributed to the input from each organi-
zation, and although we wish we could
acknowledge every individual who had input,
we cannot do so due to incomplete informa-
tion as to who contributed to each organiza-
tion’s response. The Joint Committee could
not have completed its task without the
thoughtful reviews of so many professionals.

Sponsoring Associations
American Educational Research
Association (AERA)
American Psychological Association (APA)
National Council on Measurement in

Education (NCME)
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PREFACE

Pennsylvania State University

University of North Carolina — Charlotte

University of Southern Mississippi,
Department of Psychology

When the Joint Committee completed
its task of revising the Standards, it then
submitted its work to the three sponsoring
organizations for approval. Each organization
had its own governing body and mechanism
for approval, as well as definitions for what
their approval means.

AERA: This endorsement carries with it
the understanding that, in general, we
believe the Srandards to represent the
current consensus among recognized
professionals regarding expected meas-
urement practice. Developers, sponsors,
publishers, and users of tests should
observe these Standards.

APA: The APA’s approval of the
Standards means the Council adopts
the document as APA policy.

NCME: NCME endorses the Standards
for Educational and Psychological Testing
and recognizes that the intent of these
Standards is to promote sound and
responsible measurement practice. This
endorsement carries with it a profes-
sional imperative for NCME members
to attend to the Standards.

Although the Standards are prescriptive, the
Standards itself does not contain enforcement
mechanisms. These standards were formulated
with the intent of being consistent with other
standards, guidelines and codes of conduct
published by the three sponsoring organizations,
and listed below. The reader is encouraged to
obtain these documents, some of which have
references to testing and assessment in specific
applications or settings.

The Joint Committee on the
Standards for Educational and
Psychological Testing
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Educational and psychological testing and
assessment are among the most important
contributions of behavioral science to our
society, providing fundamental and signifi-
cant improvements over previous practices.
Although not all tests are well-developed nor
are all testing practices wise and beneficial,
there is extensive evidence documenting the
effectiveness of well-constructed tests for uses
supported by validity evidence. The proper
use of tests can result in wiser decisions about
individuals and programs than would be the
case without their use and also can provide a
route to broader and more equitable access to
education and employment. The improper
use of tests, however, can cause considerable
harm to test takers and other parties affected
by test-based decisions. The intent of the
Standards is to promote the sound and ethical
use of tests and to provide a basis for evaluat-
ing the quality of testing practices.

Participants in the Testing Process

Educational and psychological testing and
assessment involve and significantly affect
individuals, institutions, and society as a
whole. The individuals affected include stu-
dents, parents, teachers, educational adminis-
trators, job applicants, employees, clients,
patients, supervisors, executives, and evalua-
tors, among others. The institutions affected
include schools, colleges, businesses, industry,
clinics, and government agencies. Individuals
and institutions benefit when testing helps them
achieve their goals. Society, in turn, benefits
when testing contributes to the achievement
of individual and institutional goals.

The interests of the various parties
involved in the testing process are usually,
but not always, congruent. For example,
when a test is given for counseling purposes
or for job placement, the interests of the
individual and the institution often coin-
cide. In contrast, when a test is used to

select from among many individuals for a
highly competitive job or for entry into an
educational or training program, the prefer-
ences of an applicant may be inconsistent
with those of an employer or admissions
officer. Similarly, when testing is mandated
by a court, the interests of the test taker may
be different from those of the party requesting
the court order.

There are many participants in the testing
process, including, among others: (a) those who
prepare and develop the test; (b) those who
publish and market the test; (c) those who
administer and score the test; (d) those who
use the test results for some decision-making
purpose; (e) those who interpret test results for
clients; (f) those who take the test by choice,
direction, or necessity; (g) those who sponsor
tests, which may be boards that represent
institutions or governmental agencies that
contract with a test developer for a specific
instrument or service; and (h) those who select
or review tests, evaluating their comparative
merits or suitability for the uses proposed.

These roles are sometimes combined and
sometimes further divided. For example, in
clinics the test taker is typically the intended
beneficiary of the test results. In some situa-
tions the test administrator is an agent of the
test developer, and sometimes the test admin-
istrator is also the test user. When an industrial
organization prepares its own employment
tests, it is both the developer and the user.
Sometimes a test is developed by a test author
but published, advertised, and distributed by
an independent publisher, though the publisher
may play an active role in the test development.
Given this intermingling of roles, it is difficult
to assign precise responsibility for addressing
various standards to specific participants in
the testing process.

This document begins with a series of
chapters on the test development process,
which focus primarily on the responsibilities
of test developers, and then turns to chapters



on specific uses and applications, which focus
primarily on responsibilities of test users. One
chapter is devoted specifically to the rights
and responsibilities of test takers.

The Standards is based on the premise
that effective testing and assessment require
that all participants in the testing process pos-
sess the knowledge, skills, and abilities rele-
vant to their role in the testing process, as
well as awareness of personal and contextual
factors that may influence the testing process.
They also should obtain any appropriate
supervised experience and legislatively man-
dated practice credentials necessary to perform
competently those aspects of the testing
process in which they engage. For example,
test developers and those selecting and
interpreting tests need adequate knowledge
of psychometric principles such as validity
and reliability.

The Purpose of the Standards
The purpose of publishing the Standards is

to provide criteria for the evaluation of tests,
testing practices, and the effects of test use.
Although the evaluation of the appropriate-
ness of a test or testing application should
depend heavily on professional judgment, the
Standards provides a frame of reference to
assure that relevant issues are addressed. It is
hoped that all professional test developers,
sponsors, publishers, and users will adopt the
Standards and encourage others to do so.

The Standards makes no attempt to pro-
vide psychometric answers to questions of
public policy regarding the use of tests. In
general, the Standards advocates that, within
feasible limits, the relevant technical informa-
tion be made available so that those involved
in policy debate may be fully informed.

Categories of Standards
The 1985 Standards designated each standard

as “primary” (to be met by all tests before
operational use), “secondary” (desirable, but
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not feasible in certain situations), or “condi-
tional” (importance varies with application).
The present Standards continues the tradition
of expecting test developers and users to con-
sider all standards before operational use;
however, the Standards does not continue the
practice of designating levels of importance.
Instead, the text of each standard, and any
accompanying commentary, discusses the
conditions under which a standard is relevant.
It was not the case that under the 1985
Standards test developers and users were obli-
gated to attend only to the primary standards.
Rather, the term “conditional” meant thar a
standard was primary in some settings and
secondary in others, thus requiring careful
consideration of the applicability of each stan-
dard for a given setting.

The absence of designations such as
“primary” or “conditional” should not be
taken to imply that all standards are equally
significant in any given situation. Depending
on the context and purpose of test develop-
ment or use, some standards will be more
salient than others. Moreover, some standards
are broad in scope, setting forth concerns or
requirements relevant to nearly all tests or
testing contexts, and other standards are nar-
rower in scope. However, all srandards are
important in the contexts to which they
apply. Any classification that gives the appear-
ance of elevating the general importance of
some standards over others could invite neglect
of some standards that need to be addressed
in particular situarions.

Further, the current Standards does not
include standards considered secondary or
“desirable.” The continued use of the second-
ary designation would risk encouraging both
the expansion of the Standards to encompass
large numbers of “desirable” standards and
the inappropriate assumption that any guide-
line not included in the Standards as at least
“secondary” was inconsequential.

Unless otherwise specified in the stan-
dard or commentary, and with the caveats
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outlined below, standards should be met
before operational test use. This means that
each standard should be carefully considered
to determine its applicability to the testing
context under consideration. In a given case
there may be a sound professional reason why
adherence to the standard is unnecessary. It is
also possible that there may be occasions
when technical feasibility may influence
whether a standard can be met prior to
operational test use. For example, some
standards may call for analyses of data that
may not be available at the point of initial
operational test use. If test developers, users,
and, when applicable, sponsors have deemed
a standard to be inapplicable or unfeasible,
they should be able, if called upon, to explain
the basis for their decision. However, there
is no expectation that documentation be
routinely available of the decisions related
to each standard.

Tests and Test Uses to
Which These Standards Apply

A test is an evaluative device or procedure in
which a sample of an examinee’s behavior in a
specified domain is obtained and subsequent-
ly evaluated and scored using a standardized
process. While the label zest is ordinarily
reserved for instruments on which responses
are evaluated for their correctness or quality
and the terms scale or inventory are used for
measures of attitudes, interest, and disposi-
tions, the Standards uses the single term zest
to refer to all such evaluative devices.

A distinction is sometimes made between
test and assessment. Assessment is a broader
term, commonly referring to a process that
integrates test information with information
from other sources (e.g., information from
the individual’s social, educational, employ-
ment, or psychological history). The applica-
bility of the Standards to an evaluation device
or method is not altered by the label applied

to it (e.g., test, assessment, scale, inventory).

Tests differ on a number of dimensions:
the mode in which test materials are present-
ed (paper and pencil, oral, computerized
administration, and so on); the degree to
which stimulus materials are standardized;
the type of response format (selection ofa
response from a set of alternatives as opposed
to the production of a response); and the
degree to which test materials are designed to
reflect or simulate a particular context. In all
cases, however, tests standardize the process
by which test-taker responses to test materials
are evaluated and scored. As noted in prior
versions of the Standards, the same general
types of information are needed for all vari-
eties of tests.

The precise demarcation between those
measurement devices used in the fields of
educational and psychological testing that do
and do not fall within the purview of the
Standards is difficulc to identify. Although the
Standards applies most directly to standard-
ized measures generally recognized as “tests,”
such as measures of ability, aptitude, achieve-
ment, attitudes, interests, personality, cogni-
tive functioning, and mental health, it may
also be usefully applied in varying degrees to
a broad range of less formal assessment tech-
niques. Admittedly, it will generally not be
possible to apply the Standards rigorously to
unstandardized questionnaires or to the broad
range of unstructured behavior samples used
in some forms of clinic- and school-based
psychological assessment (e.g., an intake inter-
view), and to instructor-made tests that are
used to evaluate student performance in edu-
cation and training, It is useful to distinguish
between devices that lay claim to the concepts
and techniques of the field of educational and
psychological testing from those which repre-
sent nonstandardized or less standardized aids
to day-to-day evaluative decisions. Although
the principles and concepts underlying the
Standards can be fruitfully applied to day-to-
day decisions, such as when a business owner
interviews a job applicant, a manager evalu-



ates the performance of subordinates, or a
coach evaluates a prospective athlete, it would
be overreaching to expect that the standards
of the educational and psychological testing
field be followed by those making such deci-
sions. In contrast, a structured interviewing
system developed by a psychologist and
accompanied by claims that the system has
been found to be predictive of job perform-
ance in a variety of other settings falls within
the purview of the Standards.

Cautions to be Exercised in Using
the Standards

Several cautions are important to avoid mis-
interpreting the Standards:

1) Evaluating the acceptability of a test
or test application does not rest on the literal
satisfaction of every standard in this docu-
ment, and acceptability cannot be determined
by using a checklist. Specific circumstances
affect the importance of individual standards,
and individual standards should not be con-
sidered in isolation. Therefore, evaluating
acceptability involves (a) professional judgment
that is based on a knowledge of behavioral sci-
ence, psychometrics, and the community
standards in the professional field to which
the tests apply; (b) the degree to which the
intent of the standard has been satisfied by
the test developer and user; (c) the alternatives
that are readily available; and (d) research and
experiential evidence regarding feasibility of
meeting the standard.

2) When tests are at issue in legal pro-
ceedings and other venues requiring expert
witness testimony it is essential that profes-
sional judgment be based on the accepted
corpus of knowledge in determining the rele-
vance of particular standards in a given situa-
tion. The intent of the Standards is to offer
guidance for such judgments.

3) Claims by test developers or test users
that a test, manual, or procedure satisfies or
follows these standards should be made with
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care. It is appropriate for developers or users
to state that efforts were made to adhere to
the Standards, and to provide documents

describing and supporting those efforts.

Blanket claims without supporting evidence
should not be made.

4) These standards are concerned with a
field that is evolving. Consequently, there is
a continuing need to monitor changes in the
field and to revise this document as knowl-
edge develops.

5) Prescription of the use of specific
technical methods is not the intent of the
Standards. For example, where specific statis-
tical reporting requirements are mentioned,
the phrase “or generally accepted equivalent”
always should be understood.

The standards do not attempt to repeat
or to incorporate the many legal or regulatory
requirements that might be relevant to the
issues they address. In some areas, such as the
collection, analysis, and use of test data and
results for different subgroups, the law may
both require participants in the testing process
to take certain actions and prohibit those
participants from taking other actions. Where
it is apparent that one or more standards or
comments address an issue on which estab-
lished legal requirements may be particularly
relevant, the standard, comment, or introduc-
tory material may make note of thart fact.
Lack of specific reference to legal require-
ments, however, does not imply that no rele-
vant requirement exists. In all situations,
participants in the testing process should
separately consider and, where appropriate,
obtain legal advice on legal and regulatory
requirements.

The Number of Standards

The number of standards has increased from
the 1985 Standards for a variety of reasons.
First, and most importantly, new develop-
ments have led to the addition of new stan-
dards. Commonly these deal with new types
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of tests or new uses for existing tests, rather
than being broad standards applicable to all
tests. Second, on the basis of recognition that
some users of the Standards may turn only to
chapters directly relevant to a given applica-
tion, certain standards are repeated in differ-
ent chapters. When such repetition occurs,
the essence of the standard is the same. Only
the wording, area of application, or elabora-
tion in the comment is changed. Third,
standards dealing with important nontechni-
cal issues, such as avoiding conflicts of inter-
est and equitable treatment of all test rakers,
have been added. Although such topics have
not been addressed in prior versions of the
Standards, they are not likely to be viewed as
imposing burdensome new requirements.
Thus the increase in the number of stan-
dards does not per se signal an increase in
the obligations placed on test developers
and test users.

Tests as Measures of Constructs

We depart from some historical uses of the
term “construct,” which reserve the term for
characteristics that are not directly observable,
but which are inferred from interrelated sets
of observations. This historical perspective
invites confusion. Some tests are viewed as
measures of constructs, while others are not.
In addition, considerable debate has ensued
as to whether certain characteristics measured
by tests are properly viewed as constructs.
Furthermore, the types of validity evidence
thought to be suitable can differ as a result
of whether a given test is viewed as measur-
ing a construct.

We use the term construct more broadly
as the concept or characteristic that a test is
designed to measure. Rarely, if ever, is there a
single possible meaning that can be attached
1o a test score or a pattern of test responses.
Thus, it is always incumbent on a testing
professional to specify the construct interpre-
tation that will be made on the basis of the

score or response pattern. The notion that
some tests are not under the purview of the
Standards because they do not measure con-
structs is contrary to this use of the term.
Also, as detailed in chapter 1, evolving con-
ceptualizations of the concept of validity no
longer speak of different types of validity but
speak instead of different lines of validity evi-
dence, all in service of providing information
relevant to a specific intended interpretation
of test scores. Thus, many lines of evidence
can contribute to an understanding of the
construct meaning of test scores.

Organization of This Volume

Part I of the Standards, “Test Construction,
Evaluation, and Documentation,” contains
standards for validity {ch. 1); reliability and
errors of measurement {(ch. 2); test develop-
ment and revision (ch. 3); scaling, norming,
and score comparability (ch. 4); test adminis-
tration, scoring, and reporting (ch. 5); and
supporting documentation for tests (ch. 6).
Part II addresses “Fairness in Testing,” and
contains standards on fairness and bias (ch. 7);
the rights and responsibilities of test takers
(ch. 8); testing individuals of diverse linguis-
tic backgrounds (ch. 9); and testing individu-
als with disabilities (ch. 10). Part III treats
specific “Testing Applications,” and contains
standards involving general responsibilities of
test users (ch. 11); psychological testing and
assessment (ch. 12); educational testing and
assessment {ch. 13); testing in employment
and credentialing (ch. 14); and testing in pro-
gram evaluation and public policy (ch. 15).
Each chapter begins with introductory
text that provides background for the stan-
dards that follow. This revision of the
Standards contains more extensive intro-
ductory text material than its predecessor.
Recognizing the common use of the Standards
in the education of future test developers
and users, the committee opted to provide a
context for the standards themselves by pre-



senting more background material than in
previous versions. This text is designed to
assist in the interpretation of the standards
that follow in each chapter. Although the text
is at times prescriptive and exhortatory, it
should not be interpreted as imposing addi-
tional standards.

‘The Standards also contains an index and
includes a glossary that provides definitions
for terms as they are specifically used in this
volume.

INTRODUGTION









Background
Validity refers to the degree to which evidence

and theory support the interpretations of test
scores entailed by proposed uses of tests.
Validity is, therefore, the most fundamentat
consideration in developing and evaluating
tests. ‘The process of validation involves accu-

mulating evidence to provide a sound scientific
basis for the proposed score interpretations.
: It is the interpretations of test scores required
by proposed uses that are evaluated, not the
test itself. When test scores are used or inter-
preted in more than one way, each intended
interpretation must be validated.

Validation logically begins with an explicic
statement of the proposed interpretation of
test scores, along with a rationale for the rele-
vance of the interpretation to the proposed
use. The proposed interpretation refers to the
construct or concepts the test is intended to
measure. Examples of constructs are mathe-
matics achievement, performance as a com-
puter technician, depression, and self-esteem.
"To support test development, the proposed
interpretation is elaborated by describing
its scope and extent and by delineating the
aspects of the construct that are to be repre-
sented. The detailed description provides a
conceptual framework for the test, delineat-
ing the knowledge, skills, abilities, processes,
or characteristics to be assessed. The frame-
work indicates how this representation of
the construct is to be distinguished from
other constructs and how it should relate
to other variables.

The conceptual framework is partially
shaped by the ways in which test scores will
be used. For instance, a test of mathematics
achievement might be used to place a student
in an appropriate program of instruction, to
endorse a high school diploma, or to inform
a college admissions decision. Each of these
uses implies a somewhat different interpre-
tation of the mathematics achievement test

scores: that a student will benefit from a
particular instructional intervention, that a
student has mastered a specified curriculum,
or that a student is likely to be successful
with college-level work. Similarly, a test of
self-esteem might be used for psychological
counseling, to inform a decision about
employment, or for the basic scientific pur-
pose of elaborating the construct of self-esteem.
Each of these potential uses shapes the specified
framework and the proposed interpretation of
the test’s scores and also has implications for
test development and evaluation.

Validation can be viewed as developing a
scientifically sound validity argument to sup-
port the intended interpretation of test scores
and their relevance to the proposed use. The
conceptual framework points to the kinds of
evidence that might be collected to evaluate
the proposed interpretation in light of the
purposes of testing. As validation proceeds,
and new evidence about the meaning of a
test’s scores becomes available, revisions may
be needed in the test, in the conceptual
framework that shapes it, and even in the
construct underlying the test.

The wide variety of tests and circum-
stances makes it natural that some types of
evidence will be especially critical in a given
case, whereas other types will be less useful.
The decision about what types of evidence
are important for validation in each instance
can be clarified by developing a set of propo-
sitions that support the proposed interpretation
for the particular purpose of testing. For
instance, when a mathematics achievement
test is used to assess readiness for an advanced
course, evidence for the following proposi-
tions might be deemed necessary: (a) that cer-
tain skills are prerequisite for the advanced
course; (b) that the content domain of the
test is consistent with these prerequisite skills;
(¢) that test scores can be generalized across
relevant sets of items; (d) that test scores are
not unduly influenced by ancillary variables,



such as writing ability; (e) that success in the
advanced course can be validly assessed; and
(f) that examinees with high scores on the
test will be more successful in the advanced
course than examinees with low scores on the
test. Examples of propositions in other testing
contexts might include, for instance, the
proposition that examinees with high general
anxiety scores experience significant anxiety
in a range of settings, the proposition that a
child’s score on an intelligence scale is strong-
ly related to the child’s academic performance,
or the proposition that a certain pattern of
scores on a neuropsychological battery indi-
cates impairment characteristic of brain injury.
The validation process evolves as these propo-
sitions are articulated and evidence is gathered
to evaluate their soundness.

Identifying the propositions implied by
a proposed test interpretation can be facili-
tated by considering rival hypotheses that
may challenge the proposed interpretation.
It is also useful to consider the perspectives
of different interested parties, existing expe-
rience with similar tests and contexts, and
the expected consequences of the proposed
test use. Plausible rival hypotheses can often
be generated by considering whether a test
measures less or more than its proposed
construct. Such concerns are referred to as
construct underrepresentation and construct-
irrelevant variance.

Construct underrepresentation refers to
the degree to which a test fails to capture
important aspects of the construct. It implies
a narrowed meaning of test scores because
the test does not adequately sample some
types of content, engage some psychological
processes, or elicit some ways of responding
that are encompassed by the intended con-
struct. Take, for example, a test of reading
comprehension intended to measure chil-
dren’s ability to read and interpret stories
with understanding. A particular test might
underrepresent the intended construct because
it did not contain a sufficient variety of read-
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ing passages or ignored a common type of
reading material. As another example, a test
of anxiery might measure only physiological
reactions and not emotional, cognitive, or
situational components.

Construct-irrelevant variance refers to
the degree to which test scores are affected by
processes that are extraneous to its intended
construct. The test scores may be systemati-
cally influenced to some extent by compo-
nents that are not part of the construct. In
the case of a reading comprehension test,
construct-irrelevant components might
include an emotional reaction to the test
content, familiarity with the subject matcer
of the reading passages on the test, or the
writing skill needed to compose a response.
Depending on the detailed definition of the
construct, vocabulary knowledge or reading
speed might also be irrelevant components.
On a test of anxiety, a response bias to under-
report anxiety might be considered a source
of construct-irrelevant variance.

Nearly all tests leave out elemencts that
some potential users believe should be meas-
ured and include some elements that some
potential users consider inappropriace.
Validation involves careful attention to possible
distortions in meaning arising from inadequate
representation of the construct and also ro
aspects of measurement such as test format,
administration conditions, or language level
that may materially limit or qualify the inter-
pretation of test scores. That is, the process
of validation may lead to revisions in the test,
the conceptual framework of the test, or both.
The revised test would then need validation.

When propositions have been identified
that would support the proposed interpretation
of test scores, validation can proceed by devel-
oping empirical evidence, examining relevant
literature, and/or conducting logical analyses to
evaluate each of these propositions. Empirical
evidence may include both local evidence,
produced within the contexts where the test
will be used, and evidence from similar testing
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applications in other settings. Use of existing
evidence from similar tests and contexts can
enhance the quality of the validity argument,
especially when current data are limited.

Because a validity argument typically
depends on more than one proposition, strong
evidence in support of one in no way dimin-
ishes the need for evidence to support others,
For example, a strong predictor-criterion rela-
tionship in an employment setting is not suf-
ficient to justify test use for selection without
considering the appropriateness and meaning-
fulness of the criterion measure. Professional
judgment guides decisions regarding the spe-
cific forms of evidence that can best support
the intended interpretation and use. As in
all scientific endeavors, the quality of the
evidence is primary. A few lines of solid evi-
dence regarding a particular proposition are
better than numerous lines of evidence of
questionable quality.

Validation is the joint responsibility of
the test developer and the test user. The test
developer is responsible for furnishing rele-
vant evidence and a rationale in support of
the intended test use. The test user is ultimately
responsible for evaluating the evidence in the
particular setting in which the test is to be
used. When the use of a test differs from that
supported by the test developer, the test user
bears special responsibility for validation. The
standards apply to the validation process, for
which the appropriate parties share responsi-
bility. It should be noted that important con-
tributions to the validity evidence are made as
other researchers report findings of investiga-
tions that are related to the meaning of scores
on the test.

Sources of Validity Evidence

The following sections outline various sources
of evidence that might be used in evaluating a
proposed interpretation of test scores for par-
ticular purposes. These sources of evidence
may illuminate different aspects of validity,

but they do not represent distinct types of
validity. Validity is a unitary concept. It is the
degree to which all the accumulated evidence
supports the intended interpretation of test
scores for the proposed purpose. Like the
1985 Standards, this edition refers to types of
validity evidence, rather than distinct types of
validity. To emphasize this distinction, the
treatment that follows does not follow tradi-
tional nomenclature (i.e., the use of the terms
content validity or predictive validity). The
glossary contains definitions of the traditional
terms, explicating the difference between tra-
ditional and current use.

EviDEncE BASED oN TeST CONTENT

Important validity evidence can be obtained
from an analysis of the relationship berween a
test’s content and the construct it is intended
to measure. Test content refers to the themes,
wording, and format of the items, tasks, or
questions on a test, as well as the guidelines for
procedures regarding administration and scor-
ing. Test developers often work from a specifi-
cation of the content domain. The content
specification carefully describes the content in
detail, often with a classification of areas of
content and types of items. Evidence based on
test content can include logical or empirical
analyses of the adequacy with which the test
content represents the content domain and of
the relevance of the content domain to the
proposed interpretation of test scores. Evidence
based on content can also come from expert
judgments of the relationship between parts
of the test and the construct. For example, in
developing a licensure test, the major facets of
the specific occupation can be specified, and
experts in that occupation can be asked to
assign test items to the categories defined by
those facets. They, or other qualified experts,
can then judge the representativeness of the
chosen set of items. Sometimes rules or algo-
rithms can be constructed to select or generate
items thar differ systematically on the various
facets of content, according to specifications.

LA



Some tests are based on systematic obser-
vations of behavior. For example, a listing of
the tasks comprising a job domain may be
developed from observations of behavior in a
job, together with judgments of subject-matter
experts. Expert judgments can be used to assess
the relative importance, criticality, and/or fre-
quency of the various tasks. A job sample test
can then be constructed from a random or
stratified sampling of tasks rated highly on
these characteristics. The test can then be
administered under standardized conditions
in an off-the-job setting.

The appropriateness of a given content
domain is relared to the specific inferences to
be made from test scores. Thus, when consid-
ering an available test for a purpose other than
that for which it was first developed, it is
especially important to evaluate the appropri-
ateness of the original content domain for the
proposed pew use. In educational program
evaluations, for example, tests may properly
cover material that receives little or no atten-
tion in the curriculum, as well as that toward
which instruction is directed. Policymakers
can then evaluate student achievement with
respect to both content neglected and content
addressed. On the other hand, when student
mastery of a delivered curriculum is tested for
purposes of informing decisions about indi-
vidual students, such as promotion or gradua-
tion, the framework elaborating a content
domain is appropriately limited to what stu-
dents have had an opportunity to learn from
the curriculum as delivered.

Evidence about content can be used, in
part, to address questions about differences in
the meaning or interpretation of test scores
across relevant subgroups of examinees. Of
particular concern is the extent to which con-
struct underrepresentation or construct-irrele-
vant components may give an unfair advantage
or disadvantage to one or more subgroups of
examinees. Careful review of the construct
and test content domain by a diverse panel
of experts may point to potential sources of
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irrelevant difficulty (or easiness) that require
further investigation.

EviDENCE BASED ON RESPONSE PROCESSES

Theoretical and empirical analyses of the
response processes of test takers can provide
evidence concerning the fit between the con-
struct and the detailed nature of performance
or response actually engaged in by examinees.
For instance, if a test is intended to assess
mathematical reasoning, it becomes impor-
tant to determine whether examinees are, in
fact, reasoning about the material given instead
of following a standard algorithm. For another
instance, scores on a scale intended to assess
the degree of an individual’s extroversion or
introversion should not be strongly influenced
by social conformity.

Evidence based on response processes
generally comes from analyses of individual
responses. Questioning test takers about their
performance strategies or responses to partic-
ular items can yvield evidence that enriches the
definition of a construct. Maintaining records
that monitor the development of a response
to a writing task, through successive written
drafts or electronically monitored revisions,
for instance, also provides evidence of process.
Documentation of other aspects of performance,
like eye movements or response times, may
also be relevant to some constructs. Inferences
about processes involved in performance can
also be developed by analyzing the relationship
among parts of the test and between the test
and other variables. Wide individual differ-
ences in process can be revealing and may lead
to reconsideration of certain test formats.

Evidence of response processes can
contribute to questions about differences in
meaning of interpretation of test scores across
relevant subgroups of examinees. Process stud-
ies involving examinees from different sub-
groups can assist in determining the extent to
which capabilities irrelevant or ancillary to the
construct may be differentially influencing
their performance.
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Studies of response processes are not lim-
ited to the examinee. Assessments often rely
on observers or judges to record and/or evalu-
ate examinees’ performances or products. In
such cases, relevant validity evidence includes
the extent to which the processes of observers
or judges are consistent with the intended
interpretation of scores. For instance, if
judges are expected to apply particular criteria
in scoring examinees’ performances, it is
important to ascertain whether they are, in
fact, applying the appropriate criteria and not
being influenced by factors that are irrelevant
to the intended interpretation. Thus, valida-
tion may include empirical studies of how
observers or judges record and evaluate data
along with analyses of the appropriateness of
these processes to the intended interpretation
or construct definition.

EvIDENCE BASED ON INTERNAL STRUCTURE

Analyses of the internal structure of a
test can indicate the degree to which the
relationships among test items and test com-
ponents conform to the construct on which
the proposed test score interpretations are
based. The conceptual framework for a test
may imply a single dimension of behavior,
or it may posit several components that are
each expected to be homogeneous, but that
are also distinct from each other. For exam-
ple, a measure of discomfort on a health sur-
vey might assess both physical and emotional
health. The extent to which item interrela-
tionships bear out the presumptions of the
framework would be relevant to validity.

The specific types of analysis and their
interpretation depend on how the test will
be used. For example, if a particular appli-
cation posited a series of test components of
increasing difficulty, empirical evidence of
the extent to which response patterns con-
formed to this expectation would be provid-
ed. A theory that posited unidimensionality
would call for evidence of item homogene-
ity. In this case, the item interrelationships

also provide an estimate of score reliability,
but such an index would be inappropriate for
tests with a more complex internal scructure.

Some studies of the internal structure of
tests are designed to show whether particular
items may function differently for identifiable
subgroups of examinees. Differential item
functioning occurs when different groups
of examinees with similar overall ability, or
similar status on an appropriate criterion,
have, on average, systematically different
responses to a particular item. This issue is
discussed in chapters 3 and 7. However, dif-
ferential item functioning is not always a
flaw or weakness. Subsets of items that have
a specific characteristic in common (e.g.,
specific content, task representation) may
function differently for different groups of
similarly scoring examinees. This indicates
a kind of multidimensionality that may be
unexpected or may conform to the test
framework.

Evinence BASED on RELATIONS TO OTHER VARIABLES

Analyses of the relationship of test scores
to variables external to the test provide anoth-
er important source of validity evidence.
External variables may include measures of
some criteria that the test is expected to pre-
dict, as well as relationships to other tests
hypothesized to measure the same constructs,
and tests measuring related or different con-
structs. Measures other than test scores, such
as performance criteria, are often used in
employment settings. Categorical variables,
including group membership variables,
become relevant when the theory underlying
a proposed test use suggests that group differ-
ences should be present or absent if a pro-
posed test interpretation is to be supported.
Evidence based on relationships with other
variables addresses questions about the degree
to which these relationships are consistent
with the construct underlying the proposed
test interpretations.
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Convergent and discriminant evidence.
Relationships between test scores and other
measures intended to assess similar constructs
provide convergent evidence, whereas rela-
tionships between test scores and measures
purportedly of different constructs provide
discriminant evidence. For instance, within
some theoretical frameworks, scores on a
multiple-choice test of reading comprehen-
sion might be expected to relate closely
(convergent evidence) to other measures of
reading comprehension based on other meth-
ods, such as essay responses; conversely, test
scores might be expected to relate less closely
(discriminant evidence) to measures of other
skills, such as logical reasoning. Relationships
among different methods of measuring the
construct can be especially helpful in sharp-
ening and elaborating score meaning and
interpretation.

Evidence of relations with other variables
can involve experimental as well as correla-
tional evidence. Studies might be designed,
for instance, to investigate whether scores on
a measure of anxiety improve as a result of
some psychological treatment or whether
scores on a test of academic achievement dif-
ferentiate between instructed and nonin-
structed groups. If performance increases due
to short-term coaching are viewed as a threat
to validity, it would be useful to investigate
whether coached and uncoached groups per-
form differently.

Test-criterion relationships. Evidence of
the relation of test scores to a relevant criterion
may be expressed in various ways, but the
fundamental question is always: How accu-
rately do test scores predict criterion per-
formance? The degree of accuracy deemed
necessary depends on the purpose for which
the test is used.

The criterion variable is a measure of some
attribute or outcome that is of primary inter-
est, as determined by test users, who may be
administrators in a school system, the man-
agement of a firm, or clients. The choice of
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the criterion and the measurement procedures
used to obtain criterion scores are of central
importance. The value of a test-criterion study
depends on the relevance, reliability, and validity
of the interpretation based on the criterion
measure for a given testing application.

Historically, two designs, often called
predictive and concurrent, have been distin-
guished for evaluating test-criterion relation-
ships. A predictive study indicates how
accurately test data can predict criterion scores
that are obtained at a later time. A concurrent
study obrtains predictor and criterion infor-
mation at about the same time. When predic-
tion is actually contemplated, as in education
or employment settings, or in planning reha-
bilitation regimens, predictive studies can
retain the temporal differences and other
characteristics of the practical situation.
Concurrent evidence, which avoids temporal
changes, is particularly useful for psychodiag-
nostic tests or to investigate alternative meas-
ures of some specified construct. In general,
the choice of research strategy is guided by
prior evidence of the extent to which predic-
tive and concurrent studies yield the same or
different results in the domain.

Test scores are sometimes used in allocat-
ing individuals to different treatments, such as
different jobs within an institution, in a way
that is advantageous for the institution and for
the individuals. In that context, evidence is
needed to judge the suitability of using a test
when classifying or assigning a person to one
job versus another or to one treatment versus
another. Classification decisions are supported
by evidence that the relationship of test scores
to performance criteria is different for different
trearments. It is possible for tests to be highly
predictive of performance for different educa-
tion programs or jobs without providing the
information necessary to make a comparative
judgment of the efficacy of assignments or
treatments. In general, decision rules for
selection or placement are also influenced by
the number of persons to be accepted or the
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numbers that can be accommodated in alter-
native placement categories.

Evidence about relations to other vari-
ables is also used to investigate questions of
differential prediction for groups. For instance,
a finding that the relation of test scores to a
relevant criterion variable differs from one
group to another may imply that the mean-
ing of the scores is not the same for members
of the different groups, perhaps due to con-
struct underrepresentation or construct-irrele-
vant components. However, the difference
may also imply that the criterion has different
meaning for different groups. The differences
in test-criterion relationships can also arise
from measurement error, especially when
group means differ, so such differences do
not necessarily indicate differences in score
meaning. (See chapter 7.)

Validity generalization. An important
issue in educational and employment settings
is the degree to which evidence of validity
based on test-criterion relations can be gener-
alized to a new situation without further study
of validity in that new situation. When a test
is used to predict the same or similar criteria
(e.g., performance of a given job) at different
times or in different places, it is typically found
that observed test-criterion correlations vary
substantially. In the past, this has been taken
to imply that local validation studies are atways
required. More recently, meta-analytic analyses
have shown that in some domains, much of
this variability may be due to statistical artifacts
such as sampling fluctuations and variations
across validation studies in the ranges of test
scores and in the reliability of criterion meas-
ures. When these and other influences are taken
nto account, it may be found that the remain-
ing variability in validity coefficients is relatively
small. Thus, statistical summaries of past vali-
dation studies in similar situations may be
useful in estimating test-criterion relationships
in a new situation. This practice is referred to
as the study of validity generalization.

In some circumstances, there is a strong
basis for using validity generalization. This
would be the case where the meta-analytic
database is large, where the meta-analytic data
adequately represent the type of situation to
which one wishes to generalize, and where
correction for staristical artifacts produces a
clear and consistent pattern of validity evi-
dence. In such circumstances, the informa-
tional value of a local validity study may be
relatively limited. In other circumstances, the
inferential leap required for generalization
may be much larger. The meta-analytic data-
base may be small, the findings may be less
consistent, or the new situation may involve
features markedly different from those repre-
sented in the meta-analytic database. In such
circumstances, situation-specific evidence of
validity will be relatively more informative.
Although research on validity generalization
shows that results of a single local validation
study may be quite imprecise, there are situa-
tions where a single study, carefully done,
with adequate sample size, provides sufficient
evidence to support test use in a new situa-
tion. This highlights the importance of exam-
ining carefully the comparative informational
value of local versus meta-analytic studies.

In conducting studies of the generaliz-
ability of validity evidence, the prior studies
that are included may vary according to sev-
eral situational facets. Some of the major
facets are (a) differences in the way the pre-
dictor construct is measured, (b) the type of
job or curriculum involved, (c) the type of
criterion measure used, (d) the type of test
takers, and (e) the time period in which the
study was conducted. In any particular study
of validity generalization, any number of these
facets might vary, and a major objective of the
study is to determine empirically the extent
to which variation in these facets affects the
test-criterion correlations obtained.

The extent to which predictive or con-
current evidence of validity generalization can
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be used in new situations is in large measure
a function of accumulated research. Although
evidence of generalization can often help to
support a claim of validity in a new situation,
the extent of available data limits the extent to
which the claim can be sustained.

The above discussion focuses on the use
of cumulative databases to estimate predictor-
criterion relationships. Meta-analytic tech-
niques can also be used to summarize other
forms of data relevant to other inferences one
may wish to draw from test scores in a partic-
ular application, such as effects of coaching
and effects of certain alterations in testing
conditions to accommodate test takers with
certain disabilities.

Evipence Basep on CONSEQUENCES OF TESTING

An issue receiving attention in recent
years is the incorporation of the intended and
unintended consequences of test use into the
concept of validity. Evidence about conse-
quences can inform validity decisions. Here,
however, it is important to distinguish
between evidence that is directly relevant to
validity and evidence that may inform deci-
sions about social policy but falls outside
the realm of validity.

Distinguishing between issues of validity
and issues of social policy becomes particularly
important in cases where differential conse-
quences of test use are observed for different
identifiable groups. For example, concerns
have been raised about the effect of group
differences in test scores on employment
selection and promotion, the placement of
children in special education classes, and the
narrowing of a school’s curriculum to exclude
learning of objectives that are not assessed.
Although information about the consequences
of testing may influence decisions about test
use, such consequences do not in and of
themselves detract from the validity of intended
test interpretations. Rather, judgments of
validity or invalidity in the light of testing

16

VALIDITY / PART I

consequences depend on a more searching
inquiry into the sources of those consequences.

Take, as an example, a finding of different
hiring rates for members of different groups as
a consequence of using an employment test. If
the difference is due solely to an unequal distri-
bution of the skills the test purports to meas-
ure, and if those skills are, in fact, important
contributors to job performance, then the find-
ing of group differences per se does not imply
any lack of validity for the intended inference.
If, however, the test measured skill differences
unrelated to job performance (e.g., a sophisti-
cated reading test for a job that required only
minimal functional literacy), or if the differ-
ences were due to the test’s sensitivity to some
examinee characteristic not intended to be part
of the test construct, then validity would be
called into question, even if test scores correlat-
ed positively with some measure of job per-
formance. Thus, evidence about consequences
may be directly relevant to validity when it can
be traced to a source of invalidity such as con-
struct underrepresentation or construct-irrele-
vant components. Evidence about consequences
that cannot be so traced—thar in fact reflects
valid differences in performance—is crucial in
informing policy decisions but falls outside the
technical purview of validity.

Tests are commonly administered in the
expectation that some benefit will be realized
from the intended use of the scores. A few of
the many possible benefits are selection of
efficacious treatments for therapy, placement
of workers in suitable jobs, prevention of
unqualified individuals from entering a pro-
fession, or improvement of classroom instruc-
tional practices. A fundamental purpose of
validation is to indicate whether these specific
benefits are likely to be realized. Thus, in the
case of a test used in placement decisions, the
validation would be informed by evidence
that alternative placements, in fact, are dif-
ferentially beneficial to the persons and the
institution. In the case of employment testing,
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if a test publisher claims that use of the test
will result in reduced employee training costs,
improved workforce efficiency, or some other
benefit, then the validation would be informed
by evidence in support of that claim.

Claims are sometimes made for benefits
of testing that go beyond direct uses of the
test scores themselves. Educational tests, for
example, may be advocated on the grounds
that their use will improve student motiva-
tion or encourage changes in classroom
instructional practices by holding educators
accountable for valued learning outcomes.
Where such claims are central to the rationale
advanced for testing, the direct examination
of testing consequences necessarily assumes
even greater importance. The validation
process in such cases would be informed by
evidence that the anticipated benefits of test-
ing are being realized.

integrating the Validity Evidence

A sound validity argument integrates various
strands of evidence into a coherent account
of the degree to which existing evidence and
theory support the intended interpretation of
test scores for specific uses. It encompasses
evidence gathered from new studies and evi-
dence available from earlier reported research.
The validity argument may indicate the need
for refining the definition of the construct, may
suggest revisions in the test or other aspects
of the testing process, and may indicate areas
needing further study.

Ultimately, the validity of an intended
interpretation of test scores relies on all the
available evidence relevant to the technical
quality of a testing system. This includes evi-
dence of careful test construction; adequate
score reliability; appropriate test administration
and scoring; accurate score scaling, equating,
and standard setting; and careful attention to
fairness for all examinees, as described in subse-
quent chapters of the Standards.

Standard 1.1

A rationale should be presented for each rec-
ommended interpretation and use of test
scores, together with a comprehensive sum-
mary of the evidence and theory bearing on
the intended use or interpretation.

Comment: The rationale should indicate what
propositions are necessary to investigate the
intended interpretation. The comprehensive
summary should combine logical analysis
with empirical evidence to provide support
for the test rationale. Evidence may come
from studies conducted locally, in the setting
where the test is to be used; from specific
prior studies; or from comprehensive statisti-
cal syntheses of available studies meeting
clearly specified criteria. No type of evidence
is inherently preferable to others; rather, the
quality and relevance of the evidence to the
intended test use determine the value of a
particular kind of evidence. A presentation of
empirical evidence on any point should give
due weight to all relevant findings in the sci-
entific literature, including those inconsistent
with the intended interpretation or use. Test
developers have the responsibility to provide
support for their own recommendations, but
test users are responsible for evaluating the
quality of the validity evidence provided and
its relevance to the local situation.

Standard 1.2

The test developer should set forth clearly
how test scores are intended to be interpret-
ed and used. The population(s) for which a
test is appropriate should be clearly delimit-
ed, and the construct that the test is intend-
ed to assess should be clearly described.

Comment: Statements about validity should
refer to particular interpretations and uses. It
is incorrect to use the unqualified phrase “the
validity of the test.” No test is valid for all
purposes or in all situations. Each recom-
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mended use or interpretation requires valida-
tion and should specify in clear language the
population for which the test is intended, the
construct it is intended to measure, and the
manner and contexts in which test scores are
to be employed.

Standard 1.3

If validity for some common or likely inter-
pretation has not been investigated, or if the
interpretation is inconsistent with available
evidence, that fact should be made clear and
potential users should be cautioned about
making unsupported interpretations.

Comment: If past experience suggests that a
test is likely to be used inappropriately for
certain kinds of decisions, specific warnings
against such uses should be given. On the
other hand, no two situations are ever identi-
cal, so some generalization by the user is
always necessary. Professional judgment is
required to evaluate the extent to which exist-
ing validity evidence supports a given test use.

Standard 1.4

If a test is used in a way that has not been
validated, it is incumbent on the user to jus-
tify the new use, collecting new evidence if
necessary.

Comment: Professional judgment is required to
evaluate the extent to which existing validity
evidence applies in the new situation and to

determine what new evidence may be needed.

The amount and kinds of new evidence
required may be influenced by experience with
similar prior test uses or interpretations and
by the amount, quality, and relevance of
existing data.

Standard 1.5

The composition of any sample of exam-
inees from which validity evidence is
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obtained should be described in as much
detail as is practical, including major rele-
vant sociodemographic and developmental
characteristics.

Comment: Statistical findings can be influ-
enced by factors affecting the sample on
which the results are based. When the sample
is intended to represent a population, that
population should be described, and atten-
tion should be drawn to any systematic fac-
tors that may limit the representativeness of
the sample. Factors that might reasonably be
expected to affect the results include self-
selection, attrition, linguistic prowess, disabil-
ity status, and exclusion criteria, and others.
If the subjects of a validity study are patients,
for example, then the diagnoses of the
patients are important, as well as other char-
acteristics, such as the severity of the diag-
nosed condition. For tests used in industry,
the employment status {e.g., applicants versus
current job holders), the general level of expe-
rience and educational background and the
gender and ethnic composition of the sample
may be relevant information. For tests used
in educational settings, relevant information
may include educational background, devel-
opmental level, community characteristics, or
school admissions policies, as well as the gen-
der and ethnic composition of the sample.
Sometimes restrictions about privacy preclude
obtaining such population information.

Standard 1.6

When the validation rests in part on the
appropriateness of test content, the procedures
followed in specifying and generating test con-
tent should be described and justified in refer-
ence to the construct the test is intended to
measure or the domain it is intended to repre-
sent. If the definition of the content sampled
incorporates criteria such as importance, fre-
quency, or criticality, these criteria should also
be clearly explained and justified.
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Comment: For example, test developers might
provide a logical structure that maps the
items on the test to the content domain,
illustrating the relevance of each item and the
adequacy with which the set of items repre-
sents the content domain. Areas of the content
domain that are not included among the test
items could be indicated as well.

Standard 1.7

When a validation rests in part on the opin-
ions or decisions of expert judges, observers,
or raters, procedures for selecting such
experts and for eliciting judgments or rat-
ings should be fully described. The qualifi-
cations, and experience, of the judges should
be presented. The description of procedures
should include any training and instructions
provided, should indicate whether partici-
pants reached their decisions independently,
and should report the level of agreement
reached. If participants interacted with one
another or exchanged information, the pro-
cedures through which they may have influ-
enced one another should be set forth.

Comment: Systematic collection of judgments
or opinions may occur at many points in test
construction (e.g., in eliciting expert judg-
ments of content appropriateness or adequate
content representation), in formulating rules
or standards for score interpretation (e.g., in
setting cut scores), or in test scoring (e.g., rat-
ing of essay responses). Whenever such proce-
dures are employed, the quality of the resulting
judgments is important to the validation. It
may be entirely appropriate to have experts
work together to reach consensus, but it would
not then be appropriate to treat their respective
judgments as statistically independent.

Standard 1.8

If the rationale for a test use or score inter-
pretation depends on premises about the
psychological processes or cognitive opera-
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tions used by examinees, then theoretical or
empirical evidence in support of those prem-
ises should be provided. When statements
about the processes employed by observers
or scorers are part of the argument for valid-
ity, similar information should be provided.

Comment: If the test specification delineates
the processes to be assessed, then evidence is
needed that the test items do, in fact, tap the
intended processes.

Standard 1.9

If a test is claimed to be essentially unaffect-
ed by practice and coaching, then the sensi-
tivity of test performance to change with
these forms of instruction should be docu-
mented.

Comment: Materials to aid in score interpreta-
tion should summarize evidence indicating
the degree to which improvement with prac-
tice or coaching can be expected. Also, materi-
als written for test takers should provide
practical guidance about the value of test
preparation activities, including coaching.

Standard 1.10

‘When interpretation of performance on spe-
cific items, or small subsets of items, is sug-
gested, the rationale and relevant evidence in
support of such interpretation should be
provided. When interpretation of individual
item responses is likely but is not recom-
mended by the developer, the user should be
warned against making such interpretations.

Comment: Users should be given sufficient
guidance to enable them to judge the degree
of confidence warranted for any use or inter-
pretation recommended by the test developer.
Test manuals and score reports should dis-
courage overinterpretation of information

that may be subject to considerable error.

This is especially important if interpretation
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of performance on isolated items, small sub-
sets of items, or subtest scores is suggested.

Standard 1.11

If the rationale for a test use or interpreta-
tion depends on premises about the relation-
ships among parts of the test, evidence
concerning the internal structure of the test

should be provided.

Comment: It might be claimed, for example,
that a test is essentially unidimensional.
Such a claim could be supported by a mul-
tivariate statistical analysis, such as a factor
analysis, showing that the score variability
attributable to one major dimension was
much greater than the score variability
ateributable to any other identified dimen-
sion. When a test provides more than one
score, the interrelationships of those scores
should be shown to be consistent with the
construct(s) being assessed.

Standard 1.12

When interpretation of subscores, score dif-
ferences, or profiles is suggested, the ration-
ale and relevant evidence in support of such
interpretation should be provided. Where
composite scores are developed, the basis

and rationale for arriving at the composites

should be given.

Comment: When a test provides more than
one score, the distinctiveness of the separate
scores should be demonstrated, and the inter-
relationships of those scores should be shown
to be consistent with the construct(s) being
assessed. Moreover, evidence for the validity
of interpretations of two separate scores would
not necessarily justify an interpretation of the
difference between them. Rather, the rationale
and supporting evidence must pertain directly
to the specific score or score combination to
be interpreted or used.
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Standard 1.13

When validity evidence includes statistical
analyses of test results, either alone or
together with data on other variables, the
conditions under which the data were col-
lected should be described in enough detail
that users can judge the relevance of the
statistical findings to local conditions.
Attention should be drawn to any features
of a validation data collection that are likely
to differ from typical operational testing
conditions and that could plausibly influ-
ence test performance.

Comment: Such conditions might include
(but would not be limited to) the following:
examinee motivation or prior preparation, the
distribution of test scores over examinees, the
time allowed for examinees to respond or
other administrative conditions, examiner
training or other examiner characteristics,
the time intervals separating collection of
data on different measures, or conditions

that may have changed since the validity

evidence was obrained.

Standard 1.14
When validity evidence includes empirical

analyses of test responses together with data
on other variables, the rationale for selecting
the additional variables should be provided.
Where appropriate and feasible, evidence
concerning the constructs represented by
other variables, as well as their technical
properties, should be presented or cited.
Attention should be drawn to any likely
sources of dependence (or lack of independ-
ence) among variables other than dependen-
cies among the construct(s) they represent.

Comment: The patterns of association
between and among scores on the instrument
under study and other variables should be
consistent with theoretical expecrations. The
additional variables might be demographic
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characteristics, indicators of treatment condi-
tions, or scores on other measures. They
might include intended measures of the same
construct or of different constructs. The relia-
bility of scores from such other measures and
the validity of intended interpretations of
scores from these measures are an important
part of the validity evidence for the instru-
ment under study. If such variables include
composite scores, the construction of the
composites should be explained. In addition
to considering the properties of each variable
in isolation, it is important to guard against
faulty interpretations arising from spurious
sources of dependency among measures,
including correlated errors or shared variance
due to common methods of measurement or
common elements.

Standard 1.15

‘When it is asserted that a certain level of
test performance predicts adequate or
inadequate criterion performance, informa-
tion about the levels of criterion perform-
ance associated with given levels of test
scores should be provided.

Comment: Regression equations are more use-
ful than correlation coefficients, which are
generally insufficient to fully describe patterns
of association between tests and other vari-
ables. Means, standard deviations, and other
statistical summaries are needed, as well as
information about the distribution of criteri-
on performances conditional upon a given
test score. Evidence of overall association
between variables should be supplemented by
information about the form of that associa-
tion and about the variability associated with
that association in different ranges of test
scores. Note that data collections employing
examinees selected for their extreme scores on
one or more measures (extreme groups) typi-
cally cannot provide adequate information
about the association.

Standard 1.16

When validation relies on evidence that test
scores are related to one or more criterion
variables, information about the suitability
and technical quality of the criteria should
be reported.

Comment: The description of each criterion
variable should include evidence concerning
its reliability, the extent to which it represents
the intended construct (e.g., job performance),
and the extent to which it is likely to be
influenced by extraneous sources of variance.
Special attention should be given to sources
that previous research suggests may introduce
extraneous variance that might bias the crite-
rion for or against identifiable groups.

Standard 1.17

If test scores are used in conjunction with
other quantifiable variables to predict some
outcome or criterion, regression (or equiva-
lent) analyses should include those additional
relevant variables along with the test scores.

Comment: In general, if several predictors of
some criterion are available, the optimum
combination of predictors cannot be deter-
mined solely from separate, pairwise examina-
tions of the criterion variable with each
separate predictor in turn. It is often informa-
tive to estimate the increment in predictive
accuracy that may be expected when each
variable, including the test score, is intro-
duced in addition to all other available vari-
ables. Analyses involving multiple predictors
should be verified by cross-validation or
equivalent analysis whenever feasible, and the
precision of estimated regression coefficients

should be reported.

Standard 1.18

‘When statistical adjustments, such as those
for restriction of range or attenuation, are
made, both adjusted and unadjusted coeffi-
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cients, as well as the specific procedure used,
and all statistics used in the adjustment,

should be reported.

Comment: The correlation between two vari-
ables, such as test scores and criterion meas-
ures, depends on the range of values on each
variable. For example, the test scores and the
criterion values of selected applicants will typi-
cally have a smaller range than the scores of
all applicants. Statistical methods are available
for adjusting the correlation to reflect the
population of interest rather than the sample
available. Such adjustments are often appro-
priate, as when comparing results across
various situations. Reporting an adjusted
correlation should be accompanied by a state-
ment of the method and the statistics used in
making the adjustment.

Standard 1.19

If a test is recommended for use in assigning
petsons to alternative treatments or is likely

to be so used, and if outcomes from those
treatments can reasonably be compared on a
common criterion, then, whenever feasible,
supporting evidence of differential outcomes

should be provided.

Comment: If a test is used for classification
into alternative occupational, therapeutic, or
educational programs, it is not sufficient just
to show that the test predicts treatment out-

comes. Support for the validity of the classifi-
cation procedure is provided by showing that
the test is useful in determining which per-
sons are likely to profic differentially from

one treatment or another. Treatment cate-

gories may have to be combined to assemble
sufficient cases for statistical analysis. It is rec-
ognized, however, that such research may not
be feasible, because ethical and legal con-

straints on differential assignments may for-

bid control groups.
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Standard 1.20

When a meta-analysis is used as evidence of
the strength of a test-criterion relationship,
the test and the criterion variables in the
local situation should be comparable with
those in the studies summarized. If relevant
research includes credible evidence that any
other features of the testing application may
influence the strength of the test-criterion
relationship, the correspondence between
those features in the local situation and in
the meta-analysis should be reported. Any
significant disparities that might limit the
applicability of the meta-analytic findings to
the local sitnation should be noted explicitly.

Comment: The meta-analysis should incorpo-
rate all available studies meeting explicitly
stated inclusion criteria. Meta-analytic evi-
dence used in test validation typically is based
on a number of tests measuring the same or
very similar constructs and criterion measures
that likewise measure the same or similar
constructs. A meta-analytic study may also be
limited to a single test and a single criterion.
For each study included in the analysis, the
test-criterion relationship is expressed in some
common metric, often as an effect size. The
strength of the test-criterion relationship may
be moderated by features of the situation in
which the test and criterion measures were
obtained (e.g., types of jobs, characteristics of
test takers, time interval separating collection
of test and criterion measures, year or decade
in which the data were collected). If test-cri-
terion relationships vary according to such
moderator variables, then, the numbers of
studies permitting, the meta-analysis should
report separate estimated effect size distribu-
tions conditional upon relevant situational
features. This might be accomplished, for
example, by reporting separate distributions
for subsets of studies or by estimating the
magnitudes of the influences of situational
features on effecr sizes.
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Standard 1.21

Any meta-analytic evidence used to support
an intended test use should be clearly
described, including methodological choices
in identifying and coding studies, correcting
for artifacts, and examining potential mod-
erator variables. Assumptions made in cor-
recting for artifacts such as criterion
unreliability and range restriction should be
presented, and the consequences of these
assumptions made clear.

Comment: Meta-analysis inevitably involves
judgments regarding a number of method-
ological choices. The bases for these judg-
ments should be articulated. In the case of
choices involving some degree of uncertainty,
such as artifact corrections based on assumed
values, the uncertainty should be acknowl-
edged and the degree to which conclusions
about validity hinge on these assumptions
should be examined and reported.

Standard 1.22

When it is clearly stated or implied that a
recommended test use will result in a specif-
ic outcome, the basis for expecting that out-
come should be presented, together with
relevant evidence.

Comment: If it is asserted, for example, that
using a given test for employee selection will
result in reduced employee errors or training
costs, evidence in support of that assertion
should be provided. A given claim for the
benefits of test use may be supported by logi-
cal or theoretical argument as well as empiri-
cal data. Due weight should be given to
findings in the scientific licerature that may
be inconsistent with the stated expectation.

Standard 1.23

When a test use or score interpretation is
recommended on the grounds that testing or

the testing program per se will result in
some indirect benefit in addition to the util-
ity of information from the test scores them-
selves, the rationale for anticipating the
indirect benefit should be made explicit.
Logical or theoretical arguments and empiri-
cal evidence for the indirect benefit should
be provided. Due weight should be given to
any contradictory findings in the scientific
literature, including findings suggesting
important indirect outcomes other than
those predicted.

Comment: For example, certain educational
testing programs have been advocated on
the grounds that they would have a salutary
influence on classroom instructional practices
or would clarify students’ understanding of
the kind or level of achievement they were
expected to attain. To the extent that such
claims enter into the justification for a testing
program, they become part of the validity
argument for test use and so should be exam-
ined as part of the validation effort. Due
weight should be given to evidence against
such predictions, for example, evidence that
under some conditions educational testing
may have a negative effect on classroom
instruction.

Standard 1.24

When unintended consequences result from
test use, an attempt should be made to
investigate whether such consequences arise
from the test’s sensitivity to characteristics
other than those it is intended to assess or
to the test’s failure fully to represent the
intended construct.

Comment: The validity of test score interpre-
tations may be limited by construct-irrelevant
components or construct underrepresentation.
When unintended consequences appear to
stem, at least in part, from the use of one or
more tests, it is especially important to check
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that these consequences do not arise from
such sources of invalidity. Although group
differences, in and of themselves, do not call
into question the validity of a proposed inter-
pretation, they may increase the salience of
plausible rival hypotheses that should be
investigated as part of the validation effort.
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Background

A test, broadly defined, is a set of tasks designed
to elicit or a scale to describe examinee behavior
in a specified domain, or a system for collecting
samples of an individual’s work in a particular
area. Coupled with the device is a scoring pro-
cedure that enables the examiner to quantify,
evaluate, and interpret the behavior or work
samples. Reliability refers to the consistency
of such meastrements when the testing pro-
cedure is repeated on a population of individ-
uals or groups.

The discussion that follows introduces
concepts and procedures that may not be famil-
iar to some readers. It is not expected that the
brief definitions and explanations presented
here will be sufficient to enable the less sophis-
ticated reader to become adequately conver-
sant with these developments. To achieve a
better understanding, such readers may need
to consult more comprehensive treatments
in the measurement literature.

The usefulness of behavioral measure-
ments presupposes that individuals and groups
exhibit some degree of stability in their behav-
ior. However, successive samples of behavior
from the same person are rarely identical in all
pertinent respects. An individual’s perform-
ances, products, and responses to sets of test
questions vary in their quality or character
from one occasion to another, even under
strictly controlled conditions. This variation
is reflected in the examinee’s scores. The caus-
es of this variability are generally unrelated to
the purposes of measurement. An examinee
may try harder, may make luckier guesses, be
more alert, feel less anxious, or enjoy better
health on one occasion than another. An
examinee may have knowledge, experience, or
understanding that is more relevant to some
tasks than to others in the domain sampled
by the test. Some individuals may exhibit less

variation in their scores than others, but no
examinee is completely consistent. Because of
this variation and, in some instances, because
of subjectivity in the scoring process, an indi-
vidual’s obtained score and the average score
of a group will always reflect at least a small
amount of measurement error.

To say that a score includes a component
of error implies that there is a hypothetical
error-free value that characterizes an examinee
at the time of testing. In classical test theory
this error-free value is referred to as the per-
son’s true score for the test or measurement
procedure. It is conceptualized as the hypo-
thetical average score resulting from many
repetitions of the test or alternate forms of
the instrument. In statistical terms, the true
score is a personal parameter and each observed
score of an examinee is presumed to estimate
this parameter. Under an approach to reliability
estimation known as generalizability theory, a
comparable concept is referred to as an exami-
nee’s universe score. Under item response theory
(IRT), a closely related concept is called an
examinee’s ability or trait parameter, though
observed scores and trait parameters may be
stated in different units. The hypothetical dif-
ference between an examinee’s observed score
on any particular measurement and the exam-
inee’s true or universe score for the procedure
is called measurement error.

The definition of what constitutes a
standardized test or measurement procedure
has broadened significantly in recent years. At
one time the cardinal features of most stan-
dardized tests were consistency of the test
materials from examinee to examinee, close
adherence to stipulated procedures for test
administration, and use of prescribed scoring
rules that could be applied with a high degree
of consistency. These features were, in fact,
what made a test “standardized,” and they
made meaningful norms possible. In employ-
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ment settings and certification programs, flex-
ible measurement procedures have been in
use for many years. Individualized oral exami-
nations, simulations, analyses of extended
case reports, and performance in real-life set-
tings such as clinics are now commonplace.
In education, however, large-scale testing pro-
grams with a high degree of flexibility in test
formart and administrative procedures are a
relatively recent development. In some pro-
grams cumulative portfolios of student work
have been substituted for more traditional
end-of-year tests of achievement. Other pro-
grams now allow examinees to choose their
own topics to demonstrate their abilities. Still
others permit or encourage small groups of
examinees to work cooperatively in complet-
ing the test. A science examination, for exam-
ple, might involve a team of high school
students who conduct a study of the sources
of pollution in local streams and prepare a
report on their findings. Examinations of
this kind raise complex issues regarding the
domain represented by the test and about
the generalizability of individual and group
scores. Each step toward greater flexibility
almost inevitably enlarges the scope and mag-
nitude of measurement error. However, it is
possible that some of the resultant sacrifices
in reliability may reduce construct irrelevance
or construct underrepresentation in an assess-
ment program.

Characteristics and Implications of
Measurement Error

Errors of measurement are generally viewed as
random and unpredictable. They are concep-
tually distinguished from systematic errors,

which may also affect performance of individ-
uals or groups, but in a consistent rather than
a random manner. For example, a systematic
group error would occur as a result of differ-
ences in the difficulty of test forms that have
not been adequately equated. When one test
form is less difficult than another, examinees
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who take the easier form may be expected to
earn a higher average score than those who take
the more difficult form. Such a difference
would not be considered an error of measure-
ment under most methods of quantifying and
summarizing error, though generalizabiliry
theory would permit test form differences to
be recognized as an error source.

The systematic factors that may differen-
tially affect the performance of individual test
takers are not as easily detected or overridden
as those affecting groups. For example, some
examinees experience levels of test anxiety
that severely impair cognitive efficiency. The
presence of such a condition can sometimes
be recognized in an examinee, but the effect
cannot be overcome by statistical adjustments.
The individual systematic errors are not gen-
erally regarded as an element that contributes
to unreliability. Rather, they constitute a
source of construct-irrelevant variance and
thus may detract from validity.

Important sources of measurement error
may be broadly categorized as those rooted
within the examinees and those external to
them. Fluctuations in the level of an exam-
inee’s motivation, interest, or attention and
the inconsistent application of skills are clear-
ly internal factors that may lead to score
inconsistencies. Differences among testing
sites in their freedom from distractions, the
random effects of scorer subjectivity, and vari-
ation in scorer standards are examples of
external factors. The potency and importance
of any particular source depend on the specif-
ic conditions under which the measures are
taken, how performances are scored, and the
interpretations made from the scores. A partic-
ular factor, such as the subjectivity in scoring,
may be a significant source of measurement
error in some assessments and a minor con-
sideration in others.

Some changes in scores from one occa-
sion to another, it should be noted, are not
regarded as error, because they result, in part,
from an intervention, learning, or maturation
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that has occurred between the initial and final
measures. The difference within an individual
indicates, to some extent, the effects of the
intervention or the extent of growth. In such
settings, change per se constitutes the phe-
nomenon of interest. The difference or the
change score then becomes the measure to
which reliability pertains.

Measurement error reduces the useful-
ness of measures. It limits the extent to which
test results can be generalized beyond the par-
ticulars of a specific application of the meas-
urement process. Therefore, it reduces the
confidence that can be placed in any single
measurement. Because random measurement
errors are inconsistent and unpredictable,
they cannot be removed from observed
scores. However, their aggregate magnitude
can be summarized in several ways, as dis-
cussed below.

Summarizing Reliability Data

Information about measurement error is
essential to the proper evaluation and use of
an instrument. This is true whether the meas-
ure is based on the responses to a specific set
of questions, a portfolio of work samples, the
performance of a task, or the creation of an
original product. The ideal approach to the
study of reliability entails independent repli-
cation of the entire measurement process.
However, only a rough or partial approxima-
tion of such replication is possible in many
testing situations, and investigation of measure-
ment error may require special studies that depart
from routine testing procedures. Nevertheless,
it should be the goal of test developers to
investigate test reliability as fully as practical
considerations permit. No test developer is
exempt from this responsibility.

The critical information on reliability
includes the identification of the major
sources of error, summary statistics bearing
on the size of such errors, and the degree of
generalizability of scores across alternate

forms, scorers, administrations, or other rele-
vant dimensions. It also includes a description
of the examinee population to whom the
foregoing data apply, as the data may accu-
rately reflect what is true of one population
but misrepresent what is true of another. For
example, a given reliability coefficient or esti-
mated standard error derived from scores of a
nationally representative sample may differ
significantly from that obtained for 2 more
homogenecous sample drawn from one gen-
der, one ethnic group, or one community.

Reliability information may be reported
in terms of variances or standard deviations of
measurement errors, in terms of one or more
coefficients, or in terms of IRT-based test
information functions. The standard error of
measurement is the standard deviation of a
hypothetical distribution of measurement
errors that arises when a given population is
assessed via a particular test or procedure.
The overall variance of measurement errors is
actually a weighted average of the values that
hold at various true score levels. The variance
at a particular level is called a conditional
error variance and its square root a conditional
standard error. Traditionally, three broad cate-
gories of reliability coefficients have been rec-
ognized: (a) coefficients derived from the
administration of parallel forms in independent
testing sessions (alternate-form coefficients);
(b) coefficients obtained by administration
of the same instrument on separate occa-
sions (test-retest or stability coefficients);
and (c) coefficients based on the relation-
ships among scores derived from individual
items or subsets of the items within a test,
all data accruing from a single administra-
tion (internal consistency coefficients).
Where test scoring involves a high level of
judgment, indexes of scorer consistency are
commonly obtained. With the development
of generalizability theory, the foregoing
three categories may now be seen as special
cases of a more general classification: gener-
alizability coefficients.
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Like traditional reliability coefficients, a
generalizability coefficient is defined as the ratio
of true or universe score variance to observed
score variance. Unlike traditional approaches
to the study of reliability, however, generaliz-
ability theory permits the researcher to specify
and estimate the various components of true
score variance, error variance, and observed
score variance. Estimation is typically accom-
plished by the application of the techniques
of analysis of variance. Of special interest are
the separate numerical estimates of the com-
ponents of overall error variance. Such esti-
mates permit examination of the contribution
of each source of error to the overall measure-
ment process. The generalizability approach
also makes possible the estimation of coeffi-
cients that apply to a wide variety of potential
measurement designs.

The test information function, an impor-
tant result of IRT, efficiently summarizes how
well the test discriminates among individuals
at various levels of the ability or trait being
assessed. Under the IRT conceptualization, a
mathematical function called the item charac-
teristic curve or item response function is used
as a model to represent the increasing propor-
tion of correct responses to an item for groups
at progressively higher levels of the ability or
trait being measured. Given an adequate
database, the parameters of the characteristic
curve of each item in a test can be estimated.
The test information function can then be
approximated. This function may be viewed
as a mathematical statement of the precision
of measurement at each level of the given
trait. Precision, in the IRT context, is analo-
gous to the reciprocal of the conditional error
variance of classical test theory.

Interpretation of Reliability Data

In general, reliability coefficients are most useful
in comparing tests or measurement procedures,
particularly those that yield scores in different
units or metrics. However, such comparisons
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are rarely straightforward. Allowance must be
made for differences in the variability of the
groups on which the coefficients are based,
the techniques used to obtain the coefficients,
the sources of error reflected in the coeffi-
cients, and the lengths of the instruments

being compared in terms of testing time.

Generalizability coefficients and the
many coefficients included under the tradi-
tional categories may appear to be inter-
changeable, but some convey quite different
information from others. A coefficient in any
given category may encompass errors of
measurement from a highly restricted per-
spective, a very broad perspective, or some
point between these extremes. For example,
a coefficient may reflect error due to scorer
inconsistencies but not reflect the variation
that characterizes a succession of examinee
performances or products. A coefficient may
reflect only the internal consistency of item
responses within an instrument and fail to
reflect measurement error associated with
day-to-day changes in examinee health, effi-
ciency, or motivation.

It should not be inferred, however, that
alternate-form or test-retest coefficients based
on test administrations several days or weeks
apart are always preferable to internal consis-
tency coefficients. For many tests, internal
consistency coefficients do not differ signifi-
cantly from alternate-form coefficients. Where
only one form of a test exists, retesting may
result in an inflated correlation between the
first and second scores due to idiosyncratic
features of the test or to examinee recall of
initial responses. Also, an individual’s status
on some attributes, such as mood or emo-
tional state, may change significantly in a
short period of time. In the assessment of
such constructs the multiple measures that
give rise to reliability estimates should be
obtained within the short period in which the
attribute remains stable. Therefore, for char-
acteristics of this kind an internal consistency
coefficient may be preferred.
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The standard error of measurement is
generally more relevant than the reliabilicy
coefficient once a measurement procedure has
been adopted and interpretation of scores has
become the user’s primary concern. It should
be noted that standard errors share some of
the ambiguities which characterize reliability
coefficients, and estimates may vary in their
quality. Information about the precision of
measurement at each of several widely spaced
score levels—that is, conditional standard
errors—is usually a valuable supplement to the
single statistic for all score levels combined.
Like reliability and generalizability coeffi-
cients, standard errors may reflect variation
from many sources of error or only a few.
For most purposes, a more comprehensive
standard error is more informative than a
less comprehensive value. However, there
are many exceptions to this generalization.
Practical constraints often preclude conduct
of the kinds of studies that would yield esti-
mates of the preferred standard errors.

Measurements derived from observations
of behavior or evaluations of products are espe-
cially sensitive to a variety of error factors. These
include evaluator biases and idiosyncrasies,
scoring subjectivity, and intra-examinee factors
that cause variation from one performance or
product to another. The methods of general-
izability theory are well suited to the investi-
gation of the reliability of the scores on such
measures. Estimates of the error variance
associated with each specific source and with
the interactions between sources indicate the
extent to which examinee scores may be gen-
eralized to a population of scorers and to a
universe of products or performances.

The interpretations of test scores may be
broadly categorized as relative or absolute.
Relative interpretations convey the standing
of an individual or group within a reference
population. Absolute interpretations relate the
status of an individual or group to defined
standards. These standards may originate in
empirical data for one or more populations or

be based entirely on authoritative judgment.
Different values of the standard error apply
to the two types of interpretations.

The test information function can be
perceived an alternative to traditional indices
of measurement precision, but there are
important distinctions that should be noted.
Standard errors under classical test theory can
be derived by several different approaches.
These yield similar, but not identical, results.
More significantly, standard errors, like relia-
bility coefficients, may reflect a broad con-
figuration of error factors or a restricted
configuration, depending on the design of the
reliability study. Test information functions,
on the other hand, are limited to the restrict-
ed definition of measurement error thar is
associated with internal consistency reliabili-
ties. In addition, under IRT several different
mathematical models have been proposed and
accepted as the basic form of the item charac-
teristic curve. Adoption of one model rather
than another can have a material effect on the
derived test information function.

A final consideration has significant impli-
cations for both IRT and classical approaches
to quantification of test score precision. It is
this: Indices of precision depend on the scale
in which they are reported. An index stated
in terms of raw scores or the trait level esti-
mates of IRT may convey a radically different
perception of reliability than the same index
restated in terms of derived scores. This same
contrast may hold for conditional standard
errors. In terms of the basic score scale, preci-
sion may appear to be high at one score level,
low at another. But when the conditional
standard errors are restated in unics of derived
scores, such as grade equivalents or standard
scores, quite different trends in comparative
precision may emerge. Therefore, measure-
ment precision under both theories very
strongly depends on the scale in which test
scores are reported and interpreted.

Precision and consistency in measure-
ment are always desirable. However, the need
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for precision increases as the consequences of
decisions and interpretations grow in impor-
tance. If a decision can and will be corrobo-
rated by information from other sources or if
an erroneous initial decision can be quickly
corrected, scores with modest reliability may
suffice. But if a test score leads to a decision
that is not easily reversed, such as rejection or
admission of a candidate to a professional
school or the decision by a jury that a serious
injury was sustained, the need for a high degree
of precision is much greater.

Where the purpose of measurement is
classification, some measurement errors are
more serious than others. An individual who
is far above or far below the value established
for pass/fail or for eligibility for a special pro-
gram can be mismeasured without serious
consequences. Mismeasurement of examinees
whose true scores are close to the cut score is
a more serious concern. The techniques used
to quantify reliability should recognize these
circumstances. This can be done by reporting
the conditional standard error in the vicinity
of the critical value.

Some authorities have proposed that a
semantic distinction be made between “relia-
bility of scores” and “degree of agreement in
classification.” The former term would be
reserved for analysis of score variation under
repeated measurement. The term classification
consistency or inter-rater agreement, rather than
reliability, would be used in discussions of
consistency of classification. Adoption of such
usage would make it clear that the impor-
tance of an error of any given size depends on
the proximity of the examinee’s score to the
cut score. However, it should be recognized
that the degree of consistency or agreement in
examinee classification is specific to the cut
score employed and its location within the
score distribution.

Average scores of groups, when interpret-
ed as measures of program effectiveness,
involve error factors that are not identical to
those that operate at the individual level. For
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large groups, the positive and negative meas-
urement errors of individuals may average out
almost completely in group means. However,
the sampling errors associated with the ran-
dom sampling of persons who are tested for
purposes of program evaluation are still pres-
ent. This component of the variation in the
mean achievement of school classes from year
to year or in the average expressed satisfaction
of successive samples of the clients of a pro-
gram may constitute a potent source of error
in program evaluations. It can be a significant
source of error in inferences about programs
even if there is a high degree of precision in
individual test scores. Therefore, when an
instrument is used to make group judgments,
reliability data must bear directly on the
interpretations specific to groups. Standard
errors appropriate to individual scores are not
appropriate measures of the precision of group
averages. A more appropriate statistic is the
standard error of the observed score means.
Generalizability theory can provide more
refined indices when the sources of measure-
ment error are numerous and complex.
Typically, developers and distributors of
tests have primary responsibility for obtain-
ing and reporting evidence of reliability or
test information functions. The user must
have such data to make an informed choice
among alternative measurement approaches
and will generally be unable to conduct relia-
bility studies prior to operational use of an
instrument. In some instances, however, local
users of a test or procedure must accept at
least partial responsibility for documenting
the precision of measurement. This obliga-
tion holds when one of the primary purposes
of measurement is to rank or classify exam-
inees within the local population. It also
holds when users must rely on local scorers
who are trained to use the scoring rubrics
provided by the test developer. In such set-
tings, local factors may materially affect the
magnitude of error variance and observed
score variance. Therefore, the reliability of
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scores may differ appreciably from that report-
ed by the developer.

The reporting of reliability coefficients
alone, with little detail regarding the methods
used to estimate the coefficient, the nature of
the group from which the data were derived,
and the conditions under which the data were
obrained constitutes inadequate documentation.
General statements to the effect that a test is
“reliable” or that it is “sufficiently reliable to
permit interpretations of individual scores” are
rarely, if ever, acceptable. It is the user who must
take responsibility for determining whether or
not scores are sufficiendy trustworthy to justify
anticipated uses and interpretations. Of course,
test constructors and publishers are obligated
to provide sufficient data to make informed
judgments possible.

As the foregoing comments emphasize,
there is no single, preferred approach to
quantification of reliability. No single index
adequately conveys all of the relevant facts.
No one method of investigation is optimal in
all situations, nor is the test developer limited
to a single approach for any instrument. The
choice of estimation techniques and the mini-
mum acceptable level for any index remain a
matter of professional judgment.

Although reliability is discussed here as an
independent characteristic of test scores, it should
be recognized that the level of reliability of scores
has implications for the validity of score inter-
pretations. Reliability data ultimately bear on
the repeatability of the behavior elicited by the
test and the consistency of the resultant scores.
The data also bear on the consistency of classi-
fications of individuals derived from the scores.
To the extent that scores reflect random errors
of measurement, their potential for accurate
prediction of criteria, for beneficial examinee
diagnosis, and for wise decision making is lim-
ited. Relatively unreliable scores, in conjunction
with other convergent information, may some-
times be of value to a test user, but the level of
a score’s reliability places limits on its unique
contribution to validity for all purposes.

Standard 2.1

For each total score, subscore, or combina-
tion of scores that is to be interpreted, esti-
mates of relevant reliabilities and standard

errors of measurement or test information

functions should be reported.

Comment: It is not sufficient to report esti-
mates of reliabilities and standard errors of
measurement only for total scores when sub-
scores are also interpreted. The form-to-form
and day-to-day consistency of total scores on
a test may be acceptably high, yet subscores
may have unacceptably low reliability. For all
scores to be interpreted, users should be sup-
plied with reliability data in enough detail to
judge whether scores are precise enough for
the users' intended interpretations. Composites
formed from selected subtests within a test
battery are frequently proposed for predictive
and diagnostic purposes. Users need informa-
tion about the reliability of such composites.

Standard 2.2

The standard error of measurement, both
overall and conditional (if relevant), should
be reported both in raw score or original
scale units and in units of each derived score
recommended for use in test interpretation.

Comment: The most common derived scores
include standard scores, grade or age equiva-
lents, and percentile ranks. Because raw scores
on norm-referenced tests are only rarely inter-
preted directly, standard errors in derived
score units are more helpful to the typical test
user. A confidence interval for an examinee’s
true score, universe score, or percentile rank
serves much the same purpose as a standard
error and can be used as an alternative approach
to convey reliability information. The impli-
cations of the standard error of measurement
are especially important in situations where
decisions cannot be postponed and corrobo-
rative sources of information are limited.
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Standard 2.3

‘When test interpretation emphasizes differ-
ences between two observed scores of an
individual or two averages of a group, relia-
bility data, including standard errors, should
be provided for such differences.

Comment: Observed score differences are used
for a variety of purposes. Achievement gains
are frequently the subject of inferences for
groups as well as individuals. Differences
between verbal and performance scores of
intelligence and scholastic ability tests are
often employed in the diagnosis of cognitive
impairment and learning problems. Psycho-
diagnostic inferences are frequently drawn
from the differences between subrtest scores.
Aptitude and achievement batteries, interest
inventories, and personality assessments are
commonly used to identify and quantify the
relative strengths and weaknesses or the pat-
tern of trait Jevels of an examinee. When the
interpretation of test scores centers on the
peaks and valleys in the examinee’s test score
profile, the reliability of score differences for
all pairs of scores is critical.

Standard 2.4

Each method of quantifying the precision
or consistency of scores should be described
clearly and expressed in terms of statistics
appropriate to the method. The sampling
procedures used to select examinees for relia-
bility analyses and descriptive statistics on
these samples should be reported.

Comment: Information on the method of
subject selection, sample sizes, means, stan-
dard deviations, and demographic characteris-
tics of the groups helps users judge the extent
to which reported data apply to their own
examinee populations. If the test-retest or
alternate-form approach is used, the interval
between testings should be indicated. Because
there are many ways of estimating reliabiliry,
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each influenced by different sources of meas-
urement error, it is unacceptable to say simply,
“The reliability of test X is .90.” A becter

statement would be, “The reliability coeffi-
cient of .90 reported for scores on test X was
obtained by correlating scores from forms A
and B administered on successive days. The

data were based on a sample of 400 10th-grade
students from five middle-class suburban

schools in New York State. The demographic

breakdown of this group was as follows: ....”

Standard 2.5

A reliability coefficient or standard error of
measurement based on one approach should
not be interpreted as interchangeable with
another derived by a different technique
unless their implicit definitions of measure-
ment error are equivalent.

Comment: Internal consistency, alternate-
form, test-retest, and generalizability coeffi-
cients should not be considered equivalent, as
each may incorporate a unique definition of
measurement error. Error variances derived
via item response theory may not be equiva-
lent to error variances estimated via other
approaches. Test developers should indicate
the sources of error that are reflected in or
ignored by the reported reliability indices.

Standard 2.6

If reliability coefficients are adjusted for restric-
tion of range or variability, the adjustment pro-
cedure and both the adjusted and unadjusted

coefficients should be reported. The standard
deviations of the group actually tested and of
the target population, as well as the rationale

for the adjustment, should be presented.

Comment: Application of a correction for
restriction in variability presumes that the
available sample is not representative of the
test-taker population to which users might be
expected to generalize. The rationale for the
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correction should consider the appropriate-
ness of such a generalization. Adjustment for-

mulas that presume constancy in the standard
error across score levels should not be used

unless constancy can be defended.

Standard 2.7

‘When subsets of items within a test are dic-
tated by the test specifications and can be
presumed to measure partially independent
traits or abilities, reliability estimation pro-
cedures should recognize the multifactor
character of the instrument.

Comment: The total score on a test that is
clearly multifactor in nature should be treated
as a composite score. If an internal consistency
estimate of total score reliability is obtained
by the split-halves procedure, the halves
should be parallel in content and statistical
characteristics. Stratified coefficient alpha
should be used rather than the more familiar
nonstratified coefficient.

Standard 2.8

Test users should be informed about the
degree to which rate of work may affect
examinee performance.

Comment: It is not possible to state, in general,
whether reliability coefficients will increase or
decrease when rate of work becomes an impor-
tant source of systematic variance. Rate of work,
as an examinee trait, may be more stable or
less stable from occasion to occasion than the
other factors the test is designed to measure.
Because speededness has differential effects on
various estimates, information on speededness
is helpful in interpreting reported coefficients.
The importance of the speed factor can
sometimes be inferred from analyses of item
responses and from observations by examiners
during test administrations conducted for
reliability analyses. The distribution of “last
item attempted” and increases in the frequen-

cy of omitted responses toward the end of a
test are also highly informative, though not
conclusive, evidence regarding speededness. A
decline in the proportion of correct responses,
beyond that attributable to increasing item
difficulty, may indicate that some examinees
were responding randomly. With computer-
administered tests, abnormally fast item response
times, particularly toward the end of the test,
may also suggest that examinees were respond-
ing randomly. In the case of constructed-
response exercises, including essay questions,
the completeness of the responses may sug-
gest that time constraints had little effect on
early items but a significant effect on later
items. Introduction of a speed factor into
what might otherwise be a power test may
have a marked effect on alternate-form and
test-retest reliabilities. A shift from a paper-
and-pencil format to a computer-adminis-
tered format may affect test speededness.

Standard 2.9

When a test is designed to reflect rate of
work, reliability should be estimated by the
alternate-form or test-retest approach, using
separately timed administrations.

Comment: Split-half coefficients based on
separate scores from the odd-numbered and
even-numbered items are known to yield
inflated estimates of reliability for highly
speeded tests. Coefficient alpha and other
internal consistency coefficients may also be
biased, though the size of the bias is not as
clear as that for the split-halves coefficient.

Standard 2.10

When subjective judgment enters into test

scoring, evidence should be provided on both
inter-rater consistency in scoring and within-
examinee consistency over repeated measure-
ments. A clear distinction should be made

among reliability data based on (a) independ-
ent panels of raters scoring the same perform-
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ances or products, (b) a single panel scoring
successive performances or new products, and
(c) independent panels scoring successive per-
formances or new products.

Comment: Task-to-task variations in the quality
of an examinees performance and rater-to-rater
inconsistencies in scoring represent independ-
ent sources of measurement error. Reports of
reliability studies should make clear which of
these sources are reflected in the data. Where
feasible, the error variances arising from each
source should be estimated. Generalizability
studies and variance component analyses are
especially helpful in this regard. These analy-
ses can provide separate error variance esti-
mates for tasks within examinees, for judges,
and for occasions within the time period of
trait stability. Information should be provided
on the qualifications of the judges used in
reliability studies.

Inter-rater or inter-observer agreement
may be particularly important for ratings and
observational data that involve subtle discrimi-
nations. It should be noted, however, that
when raters evaluate positively correlated
characteristics, a favorable or unfavorable
assessment of one trait may color their opin-
ions of other traits. Moreover, high inter-rater
consistency does not imply high examinee
consistency from task to task. Therefore,
internal consistency within raters and inter-
rater agreement do not guarantee high relia-
bility of examinee scores.

Standard 2.11

If there are generally accepted theoretical or
empirical reasons for expecting that reliabili-
ty coefficients, standard errors of measure-
ment, or test information functions will
differ substantially for various subpopula-
tions, publishers should provide reliability
data as soon as feasible for each major popu-
lation for which the test is recommended.
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Comment: 1f test score interpretation involves
inferences within subpopulations as well as
within the general population, reliability data
should be provided for both the subpopulations
and the general population. Test users who
work exclusively with a specific cultural group
or with individuals who have a particular dis-
ability would benefit from an estimate of the
standard error for such a subpopulation. Some
groups of test takers—pre-school children, for
example—tend to respond to test stimuli in a
less consistent fashion than do older children.

Standard 2.12

If a test is proposed for use in several grades
or over a range of chronological age groups

and if separate norms are provided for each

grade or each age group, reliability data should
be provided for each age or grade population,
not solely for all grades or ages combined.

Comment: A reliability coefficient based on a
sample of examinees spanning several grades
or a broad range of ages in which average
scores are steadily increasing will generally
give a spuriously inflated impression of relia-
bility. When a test is intended to discriminate
within age or grade populations, reliability
coefficients and standard errors should be
reported separately for each population.

Standard 2.13

If local scorers are employed to apply gener-
al scoring rules and principles specified by
the test developer, local reliability data should
be gathered and reported by local authorities
when adequate size samples are available.

Comment: For example, many statewide test-
ing programs depend on local scoring of
essays, constructed-response exercises, and
performance tests. Reliability analyses bear on
the possibility that additional training of scor-
ers 1s needed and, hence, should be an inte-
gral part of program monitoring.
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Standard 2.14

Conditional standard errors of measurement
should be reported at several score levels if
constancy cannot be assumed. Where cut scores
are specified for selection or classification, the
standard errors of measurement should be
reported in the vicinity of each cut score.

Comment: Estimation of conditional standard
errors is usually feasible even with the sample
sizes that are typically used for reliability
analyses. If it is assumed that the standard
error is constant over a broad range of score
levels, the rationale for this assumption should
be presented.

Standard 2.15

‘When a test or combination of measures is
used to make categorical decisions, estimates
should be provided of the percentage of
examinees who would be classified in the
same way on two applications of the proce-
dure, using the same form or alternate forms
of the instrument.

Comment: When a test or composite is used to
make categorical decisions, such as pass/fail,
the standard error of measurement at or near
the cut score has important implications for the
trustworthiness of these decisions. However,
the standard error cannot be translated into
the expected percentage of consistent deci-
sions unless assumptions are made about the
form of the distributions of measurement
errors and true scores. It is preferable that this
percentage be estimated directly through the
use of a repeated-measurements approach if
consistent with the requirements of test secu-
rity and if adequate samples are available.

Standard 2.16

In some testing situations, the items vary from
examinee to examinee—through random selec-
tion from an extensive item pool or application

of algorithms based on the examinee’s level of
performance on previous items or preferences
with respect to item difficulty. In this type of
testing, the preferred approach to reliability
estimation is one based on successive adminis-
trations of the test under conditions similar to
those prevailing in operational test use.

Comment: Varying the set of items presented
to each examinee is an acceptable procedure
in some settings. If this approach is used, reli-
ability data should be appropriate to this pro-
cedure. Estimates of standard errors of ability
scores can be computed through the use of
IRT and reported routinely as part of the
adaptive testing procedure. However, those
estimates are not an adequate substitute for
estimates based on successive administrations
of the adaptive test, nor do they bear on the
issue of stability over short intervals. IRT esti-
mates are contingent on the adequacy of both
the item parameter estimates and the item res-
ponse models adopted in the theory. Estimates
of reliabilities and standard errors of measure-
ment based on the administration and analysis
of alternate forms of an adaptive test reflect
errors associated with the entire measurement
process. The alternate-form estimates provide
an independent check on the magnitude of
the errors of measurement specific to the
adaptive feature of the testing procedure.

Standard 2.17

When a test is available in both long and short
versions, reliability data should be reported for
scores on each version, preferably based on an

independent administration of each.

Comment: Some tests and test batteries are
published in both a “full-length” version and
a “survey” or “short” version. In many appli-
cations the Spearman-Brown formula will sat-
isfactorily approximate the reliability of one of
these from data based on the other. However,
context effects are commonplace in tests of
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maximum performance. Also, the short ver-
sion of a standardized test often comprises a
nonrandom sample of items from the full-
length version. Therefore, the shorter version
may be more reliable or less reliable than the
Spearman-Brown projections from the full-
length version. The reliability of scores on
each version is best evaluated through an
independent administration of each, using
the designated time limits.

Standard 2.18

When significant variations are permitted in
test administration procedures, separate reli-
ability analyses should be provided for scores
produced under each major variation if ade-

quate sample sizes are available.

Comment: To accommodate examinees with
disabilities, test publishers might authorize
modifications in the procedures and time

limits that are specified for the administration
of the paper-and-pencil edition of a test. In

some cases, modified editions of the test itself
may be provided. For example, tape-recorded
versions for use in a group setting or with
individual equipment may be used to test
examinees who exhibit reading disabilities or
attention deficits. If such modifications can
be employed with test takers who are not dis-
abled, insights can be gained regarding the

possible effects on test scores of these non-
standard administrations.

Standard 2.19

When average test scores for groups are used
in program evaluations, the groups tested
should generally be regarded as a sample

from a larger population, even if all exam-
inees available at the time of measurement are
tested. In such cases the standard error of the
group mean should be reported, as it reflects
variability due to sampling of examinees as
well as variability due to measurement error.
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Comment: The graduating seniors of a liberal
arts college, the current clients of a social
service agency, and analogous groups exposed
to a program of interest typically constitute a
sample in a longitudinal sense. Presumably,
comparable groups from the same population
will recur in future years, given static condi-
tions. The factors leading to uncertainty in
conclusions about program effectiveness arise
from the sampling of persons as well as meas-
urement error. Therefore, the standard error
of the mean observed score, reflecting varia-
tion in both true scores and measurement
errors, represents a more realistic standard
error in this setting. Even this value may
underestimate the variability of group means
over time. In many settings, the static condi-
tions assumed under random sampling of
persons do not prevail.

Standard 2.20

When the purpose of testing is to measure the
performance of groups rather than individuals,
a procedure frequently used is to assign a small
subset of items to each of many subsamples of
examinees. Data are aggregated across sub-
samples and item subsets to obtain a measure
of group performance. When such procedures
are used for program evaluation or population
descriptions, reliability analyses must take the
sampling scheme into account.

Comment: This type of measurement program
is termed mazrrix sampling. It is designed to
reduce the time demanded of individual
examinees and to increase the total number of
items on which data are obtained. This test-
ing approach provides the same type of infor-
mation about group performances that would
accrue if all examinees could respond to all
exercises in the item pool. Reliability statistics
must be appropriate to the sampling plan
used with respect to examinees and items.



Background

Test development is the process of producing
a measure of some aspect of an individual’s
knowledge, skill, ability, interests, attitudes,
or other characteristics by developing items
and combining them to form a test, accord-
ing to a specified plan. Test development is
guided by the stated purpose(s) of the test
and the intended inferences to be made from
the test scores. The test development process
involves consideration of content, format, the
context in which the test will be used, and
the potential consequences of using the test.
Test development also includes specifying
conditions for administering the test, deter-
mining procedures for scoring the test per-
formance, and reporting the scores to test
takers and test users. This chapter focuses pri-
marily on the following aspects of test devel-
opment: stating the purpose(s) of the test,
defining a framework for the test, developing
test specifications, developing and evaluating
items and their associated scoring procedures,
assembling the test, and revising the test. The
first section describes the test development
process that begins with a statement of the
purpose(s) of the test and culminates with
the assembly of the test. The second section
addresses several special considerations in test
development, including considerations in
delineating the test framework and in devel-
oping performance assessments. The chapter
concludes with a discussion on test revision.
Issues bearing on validity, reliability, and fair-
ness are interwoven within the stages of test
development. Each of these topics is addressed
comprehensively in other chapters of the
Standards: validity in chapter 1, reliability in
chapter 2, and aspects of fairness in chapters
7, 8,9, and 10. Additional material on test
administration and scoring, and on reporting
scores and results, is provided in chapter 5.
Chapter 4 discusses score scales, and the focus
of chapter 6 is test documents.

Test Development
The process of developing educational and psy-

chological tests commonly begins with a state-
ment of the purpose(s) of the test and the
construct or content domain to be measured.
Tests of the same construct or domain can dif-
fer in important ways, because a number of
decisions must be made as the test is developed.
It is helpful to consider the four phases leading
from the original statement of purpose(s) to the
final product: (a) delineation of the purpose(s)
of the test and the scope of the construct or the
extent of the domain to be measured; (b) devel-
opment and evaluation of the test specifica-
tions; (c) development, field testing, evaluation,
and selection of the items and scoring guides
and procedures; and (d) assembly and evalua-
tion of the test for operational use. What fol-
lows is a description of typical test development
procedures, though there may be sound reasons
that some of these steps are followed in some
settings and not in others.

The first step is to extend the original
statement of purpose(s), and the construct or
content domain being considered, into a frame-
work for the test that describes the extent of
the domain, or the scope of the construct to
be measured. The test framework, therefore,
delineates the aspects {e.g., content, skills,
processes, and diagnostic features) of the con-
struct or domain to be measured. For example,
“Does eighth-grade mathematics include
algebra?” “Does verbal ability include text
comprehension as well as vocabulary?” “Does
self-esteem include both feelings and acts?”
The delineation of the test framework can be
guided by theory or an analysis of the content
domain or job requirements as in the case of
many licensing and employment tests. The test
framework serves as a guide to subsequent test
evaluation. The chapter on validity provides a
more thorough discussion of the relationships
among the construct or content domain, the
test framework, and the purpose(s) of the test.
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Once decisions have been made about
what the test is to measure, and what its scores
are intended to convey, the next step is to
design the test by establishing test specifica-
tions. The test specifications delineate the for-
mat of items, tasks, or questions; the response
formart or conditions for responding; and the
type of scoring procedures. The specifications
may indicate the desired psychometric prop-
erties of items, such as difficulty and discrimi-
nation, as well as the desired test properties
such as test difficulty, inter-item correlations,
and reliability. The test speciﬁcations may
also include such factors as time restrictions,
characteristics of the intended population of
test takers, and procedures for administration.
All subsequent test development activities are
guided by the test specifications.

Test specifications will include, ar least
implicitly, an indication of whether the test
scores will be primarily norm-referenced or
criterion-referenced. When scores are norm-
referenced, relative score interpretations are of
primary interest. A score for an individual or
for a definable group is ranked within one or
more distributions of scores or compared to
the average performance of test takers for var-
ious reference populations (e.g., based on age,
grade, diagnostic category, or job classifica-
tion). When scores are criterion-referenced,
absolute score interpretations are of primary
interest. The meaning of such scores does not
depend on rank information. Rather, the test
score conveys directly a level of competence
in some defined criterion domain. Both rela-
tive and absolute interpretations are often
used with a given test, but the test developer
determines which approach is most relevant
for that test.

The nature of the item and response for-
mats that may be specified depends on the
purposes of the test and the defined domain
of the test. Selected-response formats, such as
multiple-choice items, are suitable for many
purposes of testing. The test specifications
indicate how many alternatives are to be used

38

TEST DEVELOPMENT AND REVISION / PART |

for each item. Other purposes may be more
effectively served by a short constructed-response
format. Short-answer items require a response
of no more than a few words. Extended-response
formats require the test taker to write a more
extensive response of one or more sentences
or paragraphs. Performance assessments often
seek to emulate the context or conditions in
which the intended knowledge or skills are
actually applied. One type of performance
assessment, for example, is the standardized
job or work sample. A task is presented to the
test taker in a standardized format under
standardized conditions. Job or work samples
might include, for example, the assessment of
a practitioner’s ability to make an accurate diag-
nosis and recommend treatment for a defined
condition, a manager’s ability to articulate goals
for an organization, or a student’s proficiency
in performing a science laboratory experiment.
All types of items require some indica-
tion of how to score the responses. For select-
ed-response items, one alternative is considered
the correct response in some testing programs.
In other testing programs, the alternatives may
be weighted differentially. For short-answer
items, a list of acceptable alternatives may
suffice; extended-response items need more
detailed rules for scoring, sometimes called
scoring rubrics. Scoring rubrics specify the crite-
ria for evaluating performance and may vary in
the degree of judgment entailed, in the number
of score levels, and in other ways. It is com-
mon practice for test developers to provide
scorers with examples of performances at each
of the score levels to help clarify the criteria.
For extended-response items, including
performance tasks, two major types of scoring
procedures are used: analytic and holistic. Both
of the procedures require explicit performance
criteria that reflect the test framework. However,
the approaches differ in the degree of detail
provided in the evaluation report. Under the
analytic scoring procedure, each critical
dimension of the performance criteria is judged
independently, and separate scores are obtained
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for each of these dimensions in addition to
an overall score. Under the holistic scoring
procedure, the same performance criteria may
implicitly be considered, but only one overall
score is provided. Because the analytic proce-
dure provides information on a number of
critical dimensions, it potentially provides valu-
able information for diagnostic purposes and
lends itself to evaluating strengths and weak-
nesses of test takers. In contrast, the holistic
procedure may be preferable when an overall
judgment is desired and when the skills being
assessed are complex and highly interrelated.
Regardless of the type of scoring procedure,
designing the items and developing the scoring
rubrics and procedures is an integrated process.
A participatory approach may be used in
the design of items, scoring rubrics, and some-
times the scoring process itself. Many interested
persons (e.g., practitioners, teachers) may be
involved in developing items and scoring rubrics,
and/or evaluating the subsequent performan-
ces. If a participatory approach is used, partici-
pants’ knowledge about the domain being
assessed and their ability to apply the scoring
rubrics are of critical importance. Equally
important, for those involved in developing
tests and evaluating performances, is their
familiarity with the nature of the population
being tested. Relevant characteristics of the
population being tested may include the typi-
cal range of expected skill levels, their famil-
iarity with the response modes required of
them, and the primary language they use.
The test developer usually assembles an
item pool that consists of a larger set of items
than what is required by the test specifications.
This allows for the test developer to select
a set of items for the test that meet the test
specifications. The quality of the items is
usually ascertained through item review pro-
cedures and pilot testing. Items are reviewed
for content quality, clarity and lack of ambi-
guity. Items sometimes are reviewed for sensi-
tivity to gender or cultural issues. An attempt
is generally made to avoid words and topics

that may offend or otherwise disturb some
test takers, if less offensive material is equally
useful. Often, a field test is developed and
administered to a group of test takers who are
somewhat representative of the target popula-
tion for the test. The field test helps deter-
mine some of the psychometric properties of
the test items, such as an item’s difficulty and
ability to discriminate among test takers of
different standing on the scale. Ongoing test-
ing programs often pretest items by inserting
them into existing tests. Those items are not
used in obtaining test scores of the test takers,
but the item responses provide useful data for
test development.

The next step in test development is to
assemble items into a test or to identify an
item pool for an adaptive test. The test devel-
oper is responsible for ensuring that the items
selected for the test meet the requirements of
the test specifications. Depending upon the
purpose(s) of the test, relevant considerations
in item selection may include the content
quality and scope, the weighting of items and
subdomains, and the appropriateness of the
items selected for the intended population of
test takers. Often test developers will specify
the distribution of psychometric indices of
the items to be included in the test. For
example, the specified distribution of item
difficulty indices for a selection test would
differ from the distribution specified for a
general achievement test. When psychometric
indices of the items are estimated using item
response theory (IRT), the fit of the model
to the data is also evaluated. This is accom-
plished by evaluating the extent to which the
assumptions underlying the item response
model (e.g., unidimensionality, local inde-
pendence, speededness, and equality of slope
parameters) are satisfied.

The test developer is also responsible for
ensuring that the scoring procedures are con-
sistent with the purpose(s) of the test and
facilitate meaningful score interpretation. The
nature of the intended score interpretations
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will determine the importance of psychometric
characteristics of items in the test construction
process. For example, indices of item difficulty
and discrimination, and inter-item correlations,
may be particularly important when relative
score interpretations are intended. In the case
of relative score interpretations, good discrim-
ination among test takers at all points along
the construct continuum is desirable. It is
important, however, that the test specifica-
tions are not compromised when optimizing
the distribution of these indices. In the case
of absolute score interpretations, different cri-
teria apply. In this case, the extent to which
the relevant domain has been adequately rep-
resented is important even if many of the
items are relatively easy or nondiscriminating
within a relevant population. It is important,
however, to assure the quality of the content
of relatively easy or nondiscriminating items.
If cut scores are necessary for score interpreta-
tion in criterion-referenced programs, the level
of item discrimination constitutes critical
information primarily in the vicinity of the
cut scores. Because of these differences in test
development procedures, tests designed to
facilitate one type of interpretation function
less effectively for other types of interpretation.
Given appropriate test design and supporting
evidence, however, scores arising from some
norm-referenced programs may provide rea-
sonable absolute score interpretations and
scores arising from some criterion-refer-
enced programs may provide reasonable rela-
tive score interpretations.

When evaluating the qualicy of the items
in the item pool and the test itself, test devel-
opers often conduct studies of differential
item functioning (see chapter 7). Differential
item functioning is said to exist when test
takers of approximately equal ability on the
targeted construct or content domain differ
in their responses to an item according to their
group membership. In theory, the ultimate
goal of such studies is to identify construct-
irrelevant aspects of item content, item format,
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or scoring criteria that may differentially affect
test scores of one or more groups of test tak-
ers. When differential item functioning is
detected, test developers try to identify plausi-
ble explanations for the differences, and then
they may replace or revise items that give rise
to group differences if construct irrelevance is
deemed likely. However, at this time, there has
been little progress in discerning the cause or
substantive themes that account for differen-
tial item functioning on a group basis. Items
for which the differential item functioning
index is significant may constitute valid meas-
ures of an element of the intended domain and
differ in no way from other items that show
nonsignificant indexes. When the differential
item functioning index is significant, the test
developer must take care that any replacement
items or item revisions do not compromise
the test specifications.

When multiple forms of a test are pre-
pared, the test specifications govern each of
the forms. Also, when an item pool is devel-
oped for a computerized adaptive test, the
specifications refer both to the item pool and
to the rules or procedures by which the indi-
vidual item sets are created for each test taker.
Some of the attractive features of computer-
ized adaptive tests, such as tailoring the diffi-
culty level of the items to the test taker’s
ability, place additional constraints on the
design of such tests. In general, a large num-
ber of items is needed for a computerized
adaptive test to ensure that each tailored item
set meets the requirements of the test specifi-
cations. Further, tests often are developed in
the context of larger systems or programs.
Multiple item sets, for example, may be creat-
ed for use with different groups of test takers
or on different testing dates. Last, when a
short form of a test is prepared, the test speci-
fications of the original test govern the short
form. Differences in the test specifications
and the psychometric properties of the short
form and the original test will affect the inter-
pretation of the scores derived from the short
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form. In any of these cases, the same funda-
mental methods and principles of test devel-

opment apply.

Special Considerations in Test
Development

This section elaborates on several topics dis-
cussed above. First, considerations in delin-
eating the framework for the test are discussed.
Following this, considerations in the develop-
ment of performance assessments and portfolios
are addressed.

Delineating the Framework for
the Test

The scenario presented above outlines what is
often done to develop a test. However, the activ-
ities do not always happen in a rigid sequence.
There is often a subtle interplay between the
process of conceptualizing a construct or con-
tent domain and the development of a test of
that construct or domain. The framework for
the test provides a description of how the
construct or domain will be represented. The
procedures used to develop items and scoring
rubrics and to examine item characteristics
may often contribute to clarifying the frame-
work. The extent to which the framework is
defined a priori is dependent on the testing
application. In many testing applications, a
well-defined framework and detailed test speci-
fications guide the development of items and
their associated scoring rubrics and procedures.
In some areas of psychological measurement,
test development may be less dependent on
an a priori defined framework and may rely
more on a data-based approach that results in
an empirically derived definition of the frame-
work. In such instances, items are selected
primarily on the basis of their empirical rela-
tionship with an external criterion, their rela-
tionships with one another, or their power to
discriminate among groups of individuals. For
example, construction of a selection test for
sales personnel might be guided by the corre-

lations of item scores with productivity meas-
ures of current sales personnel or a measure of
client satisfaction might be assembled from those
items in an item pool that correlate most highly
with customer loyalty. Similarly, an inventory
to help identify different patterns of psychopa-
thology might be developed using patients from
different diagnostic subgroups. When test
development relies on a data-based approach,
it is likely that some items will be selected based
on chance occurrences in the data. Cross-valida-
tion studies are routinely conducted to deter-
mine the tendency to select items by chance,
which involves administering the test to a
comparable sample.

In many testing applications, the frame-
work for the test is specified initially and this
specification subsequently guides the develop-
ment of items and scoting procedures. Empirical
relationships may then be used to inform
decisions about retaining, rejecting, or modi-
fying items. Interpretations of scores from tests
developed by this process have the advantage
of a logical/theoretical and an empirical foun-
dation for the underlying dimensions repre-
sented by the test.

PERFORMANCE ASSESSMENTS

One distinction between performance
assessments and other forms of tests has to do
with the type of response that is required from
the test takers. Performance assessments require
the test takers to carry out a process such as
playing a musical instrument or tuning a car’s
engine or to produce a product such as a writ-
ten essay. Performance assessments generally
require the test takers to demonstrate their
abilities or skills in settings that closely resem-
ble real-life settings. For example, an assess-
ment of a psychologist in training may require
the test taker to interview a client, choose
appropriate tests, and arrive at diagnosis and
plan for therapy. Performance assessments are
diverse in nature and can be product-based as
well as behavior-based. Because performance
assessments typically consist of a small num-
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ber of tasks, establishing the extent to which
the results can be generalized to the broader
domain is particularly important. The use of
test specifications will contribute to tasks being
developed so as to systematically represent the
critical dimensions to be assessed, leading to a
more comprehensive coverage of the domain
than what would occur if test specifications were
not used. Further, both logical and empirical
evidence are important to document the extent
to which performance assessments—tasks as
well as scoring criteria—reflect the processes

or skills that are specified by the domain

definition. When tasks are designed to elicit
complex cognitive processes, logical analyses

of the tasks and both logical and empirical

analyses of the test takers’ performances on
the tasks provide necessary validity evidence.

PortroLi0s

A unique type of performance assessment is an
individual portfolio. Portfolios are systematic

collections of work or educational products
typically collected over time. Like other assess-
ment procedures, the design of portfolios is
dependent on the purpose. Typical purposes
include judgment of the improvement in job
or educational performance and evaluation of
the eligibility for employment, promotion, or
graduation. A well-designed portfolio specifies
the nature of the work that is to be put into the
portfolio. The portfolioc may include entries such
as representative products, the best work of the
test taker, or indicartors of progress. For example,
in an employment setting involving promotion,
employees may be instructed to include their
best work or products. Alternatively, if the pur-
pose is to judge a student’s educational growth,
students may be asked to provide evidence of
improvement with respect to particular com-
petencies or skills. They may also be requested
to provide justifications for the choices. Still other
methods may include the use of videotapes, exhi-
bitions, demonstrations, simulations, and so on.

In employment settings, employees may be
involved in the selection of their work and prod-
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ucts that demonstrate their competencies for
promotion purposes. Analogously, in educa-
tional applications, students may participate in
the selection of some of their work and the prod-
ucts to be included in their portfolios as well as
in the evaluation of the materials. The specifi-
cations for the portfolio indicate who is respon-
sible for selecting its contents. For example, the
specifications may state that the test taker, the
examiner, or both parties working together should
be involved in the selection of the contents of the
portfolio. The particular responsibilities of each
party are delineated in the specifications. The
more standardized the contents and procedures
of administration, the easier it is to establish
comparability of portfolio-based scores.
Regardless of the methods used, all performance
assessments are evatuated by the same standards
of technical quality as other forms of tests.

Test Revisions

Tests and their supporting documents (e.g., test
manuals, technical manuals, user’s guides) are
reviewed periodically to determine whether
revisions are needed. Revisions or amendments
are necessary when new research data, significant
changes in the domain, or new conditions of
test use and interpretation would either improve
the validity of interpretations of the test scores
or suggest that the test is no longer fully appro-
priate for its intended use. As an example, tests
are revised if the test content or language has be-
come outdated and, therefore, may subsequently
affect the validity of the test score interpretations.
Revisions to test content are also made to ensure
the confidentiality of the test. It should be noted,
however, that outdated norms may not have the
same implications for revisions as an outdated test.
For example, it may be necessary to update the
norms for an achievement test after a period of
rising or falling achievement in the norming
population, or when there are changes in the
test-taking population, but the test content
itself may continue to be as relevant as it was
when the test was developed.
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Standard 3.1

Tests and testing programs should be devel-
oped on a sound scientific basis. Test devel-
opers and publishers should compile and
document adequate evidence bearing on
test development.

Standard 3.2
The purpose(s) of the test, definition of the

domain, and the test specifications should
be stated clearly so that judgments can be
made about the appropriateness of the
defined domain for the stated purpose(s)
of the test and about the relation of items
to the dimensions of the domain they are
intended to represent.

Comment: The adequacy and usefulness of
test interpretations depend on the rigor with
which the purposes of the test and the domain
represented by the test have been defined and
explicated. The domain definition should be
sufficiently detailed and delimited to show
clearly what dimensions of knowledge, skill,
processes, attitude, values, emotions, or
behavior are included and what dimensions
are excluded. A clear description will enhance
accurate judgments by reviewers and others
about the congruence of the defined domain
and the test items.

Standard 3.3

The test specifications should be document-
ed, along with their rationale and the
process by which they were developed. The
test specifications should define the content
of the test, the proposed number of items,
the item formats, the desired psychometric
properties of the items, and the item and
section arrangement. They should also speci-
fy the amount of time for testing, directions
to the test takers, procedures to be used for
test administration and scoring, and other
relevant information.
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Comment: Professional judgment plays a major
role in developing the test specifications. The
specific procedures used for developing the
specifications depend on the purposes of the
test. For example, in developing licensure and
certification tests, practice analyses or job analy-
ses usually provide the basis for defining the
test specifications, and job analyses primarily
serve this function for employment tests. For
achievement tests to be given at the end of a

course, the test specifications should be based
on an outline of course content and goals.

Whereas, for placement tests, it may be nec-
essary to examine the required entry knowl-
edge and skills for several courses.

Standard 3.4

The procedures used to interpret test scores,
and, when appropriate, the normative or
standardization samples or the criterion used
should be documented.

Comment: Test specifications may indicate that
the intended score interpretations are for absolute
or relative score interpretations, or both. In rel-
ative score interpretations the status of an indi-
vidual (or group) is determined by comparing

the score (or mean score) to the performance of
others in one or more defined populations. In

absolute score interpretations, the score or aver-

age is assumed to reflect directly a level of com-

petence or mastery in some defined criterion

domain. Tests designed to facilitate one type of

interpretation function less effectively for other
types of interpretations. Given appropriate test

design and adequate supporting data, however,

scores arising from norm-referenced testing pro-
grams may provide reasonable absolute score
interpretations and scores arising from criterion-
referenced programs may provide reasonable

relative score interpretations.

Standard 3.5

When appropriate, relevant experts external
to the testing program should review the test
specifications. The purpose of the review, the
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process by which the review is conducted,
and the results of the review should be docu-
mented. The qualifications, relevant experi-
ences, and demographic characteristics of
expert judges should also be documented.

Comment: Expert review of the test specifica-
tions may serve many useful purposes such as
helping to assure content quality and repre-
sentativeness. The expert judges may include
individuals representing defined populations
of concern to the test specifications. For exam-
ple, if the test is related to ethnic minority
concerns, the expert review typically includes
members of appropriate ethnic minority
groups or experts on minority group issues.

Standard 3.6

The type of items, the response formats, scor-
ing procedures, and test administration proce-
dures should be selected based on the purposes
of the test, the domain to be measured, and
the intended test takers. To the extent possible,
test content should be chosen to ensure that
intended inferences from test scores are equally
valid for members of different groups of test
takers. The test review process should include
empirical analyses and, when appropriate, the
use of expert judges to review items and
response formats. The qualifications, relevant
experiences, and demographic characteristics
of expert judges should also be documented.

Comment: Expert judges may be asked to iden-
tify material likely to be inappropriate, confus-
ing, or offensive for groups in the test-taking
population. For example, judges may be asked
to identify whether lack of exposure to problem
contexts in mathematics word problems may
be of concern for some groups of students.
Various groups of test takers can be defined by
characteristics such as age, ethnicity, culture,
gender, disability, or demographic region.
There is limited evidence, however, that expert
reviews alleviate problems with bias in testing
(see chapter 7).
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Standard 3.7

The procedures used to develop, review, and
try out items, and to select items from the
item pool should be documented. If the

items were classified into different categories
or subtests according to the test specifica-
tions, the procedures used for the classifica-
tion and the appropriateness and accuracy
of the classification should be documented.

Comment: Empirical evidence and/or expert
judgment are used to classify items according
to categories of the test specifications. For
example, professional panels may be used for
classifying the items or for determining the
appropriateness of the developer’s classifica-
tion scheme. The panel and procedures used
should be chosen with care as they will affect
the accuracy of the classification.

Standard 3.8

When item tryouts or field tests are con-
ducted, the procedures used to select the
sample(s) of test takers for item tryouts and
the resulting characteristics of the sample(s)
should be documented. When appropriate,

the sample(s) should be as representative as
possible of the population(s) for which the

test is intended.

Comment: Conditions which may differential-
ly affect performance on the test items by the

sample(s) as compared to the intended popu-
lation(s) should be documented when appro-
priate. As an example, test takers may be less

motivated when they know their scores will
not have an impact on them.

Standard 3.9

When a test developer evaluates the psycho-
metric properties of items, the classical or
item response theory (IRT) model used for
evaluating the psychometric properties of
itemns should be documented. The sample used
for estimating item properties should be de-
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scribed and should be of adequate size and diver-
sity for the procedure. The process by which
items are selected and the data used for item
selection, such as item difficulty, item discrimi-
nation, and/or item information, should also
be documented. When IRT is used to estimate
item parameters in test development, the item
response model, estimation procedures, and
evidence of model fit should be documented.

Comment: Although overall sample size is
important, it is important also that there be an
adequate number of cases in regions critical to
the determination of the psychometric proper-
ties of items. If the test is to achieve greatest
precision in a particular part of the score scale
and this consideration affects item selection,
the manner in which item statistics are used
needs to be carefully described. When IRT is
used as the basis of test development, it is
important to document the adequacy of fit of
the model to the data. This is accomplished by
providing information about the extent to
which IRT assumptions (e.g., unidimensionali-
ty, local item independence, or equality of slope
parameters) are satisfied.

Test developers should show that any dif-
ferences between the administration conditions
of the field test and the final form do not affect
item performance. Conditions that can affect
item statistics include item position, time
limits, length of test, mode of testing (e.g.,
paper-and-pencil versus computer-administered),
and use of calculators or other tools. For exam-
ple, in field testing iterns, those placed at the
end of a test might obtain poorer item statis-
tics than those inserted within the test.

Standard 3.10

Test developers should conduct cross-valida-
tion studies when items are selected primari-
ly on the basis of empirical relationships
rather than on the basis of content or theoreti-
cal considerations. The extent to which the dif-
ferent studies identify the same item set should
be documented.
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Comment: When data-based approaches to test

development are used, items are selected prima-
rily on the basis of their empirical relationships

with an external criterion, their relationships
with one another, or their power to discrimi-
nate among groups of individuals. Under these

circumstances, it is likely that some items will
be selected based on chance occurrences in the
data used. Administering the test to a compara-
ble sample of test takers or a hold-out sample
provides a means by which the tendency to

select items by chance can be determined.

Standard 3.11

Test developers should document the extent to
which the content domain of a test represents
the defined domain and test specifications.

Comment: Test developers should provide evi-
dence of the extent to which the test items and
scoring criteria represent the defined domain. This
affords a basis to help determine whether per-

formance on the test can be generalized to the
domain that is being assessed. This is especially

important for tests that contain a small number
of items such as performance assessments. Such
evidence may be provided by expert judges.

Standard 3.12

The rationale and supporting evidence for
computerized adaptive tests should be docu-
mented. This documentation should include
procedures used in selecting subsets of items
for administration, in determining the start-
ing point and termination conditions for the
test, in scoring the test, and for controlling
item exposure.

Comment: It is important to assure that docu-
mentation of the procedures does not com-
promise the security of the test items.

If a computerized adaptive test is intended
to measure a number of different content sub-
categories, item selection procedures are to assure
that the subcategories are adequately represented
by the items presented to the test taker.
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Standard 3.13

When a test score is derived from the differen-
tial weighting of items, the test developer

should document the rationale and process used
to develop, review, and assign item weights.
When the item weights are obtained based on
empirical data, the sample used for obtaining
item weights should be sufficiently large and
representative of the population for which the
test is intended. When the item weights are
obtained based on expert judgment, the quali-
fications of the judges should be documented.

Comment: Changes in the population of test
takers, along with other changes such as changes
in instructions, training, or job requirements,
may impact the original derived item weights,
necessitating subsequent studies after an
appropriate period of time.

Standard 3.14

The criteria used for scoring test takers’ per-
formance on extended-response items should be
documented. This documentation is especially
important for performance assessments, such as
scorable portfolios and essays, where the criteria
for scoring may not be obvious to the user.

Comment: The completeness and clarity of the

test specifications, including the definition of the
domain, are essential in developing the scoring

criteria. The test developer needs to provide a
clear description of how the test scores are

intended to be interpreted to help ensure the

appropriateness of the scoring procedures.

Standard 3.15

When using a standardized testing format to
collect structured behavior samples, the domain,
test design, test specifications, and materials
should be documented as for any other test.

Such documentation should include a clear
definition of the behavior expected of the test
takers, the nature of the expected responses, and
any materials or directions that are necessary
to carry out the testing.
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Comment: In developing a prompt, the age, lan-
guage, experience, and ability level of test takers
should be considered, as should other possible
unique sources of difficulty for groups in the po-
pulation to be tested. Test directions that specify
time allowances, nature of the responses expect-
ed, and rules regarding use of supplementary
materials, such as notes, references, dictionaries,
calculators, or manipulatives such as lab equip-
ment, may be established via field testing.

Standard 3.16

If a short form of a test is prepared, for exam-
ple, by reducing the number of items on the

original test or organizing portions of a test into
a separate form, the specifications of the short
form should be as similar as possible to those

of the original test. The procedures used for
the reduction of items should be documented.

Comment: The extent to which the specifica-
tions of the short form differ from those of
the original test, and the implications of such
differences for interpreting the scores derived
from the short form, should be documented.

Standard 3.17

‘When previous research indicates that irrele-
vant variance could confound the domain def-
inition underlying the test, then to the extent
feasible, the test developer should investigate
sources of irrelevant variance. Where possible,
such sources of irrelevant variance should be
removed or reduced by the test developer.

Standard 3.18

For tests that have time limits, test development
research should examine the degree to which
scores include a speed component and evaluate
the appropriateness of that component, given
the domain the test is designed to measure.

Standard 3.19

The directions for test administration should
be presented with sufficient clarity and empha-
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sis so that it is possible for others to replicate
adequately the administration conditions under
which the data on reliability and validity, and,

where appropriate, norms were obtained.

Comment: Because all people administering
tests, including those in schools, industry, and
clinics, need to follow test administration con-
ditions carefully, it is essential that test admin-
istrators receive detailed instructions on test
administration guidelines and procedures.

Standard 3.20

The instructions presented to test takers should
contain sufficient detail so that test takers can
respond to a task in the manner that the test
developer intended. When appropriate, sample
material, practice or sample questions, criteria
for scoring, and a representative item identi-
fied with each major area in the test’s classifi-
cation or domain should be provided to the
test takers prior to the administration of the
test or included in the testing material as part
of the standard administration instructions.

Comment: For example, in a personality
inventory it may be intended that test takers
give the first response that occurs to them.
Such an expectation should be made clear in
the inventory directions. As another example,
in directions for interest or occupational
inventories, it may be important to specify
whether test takers are to mark the activities
they would like ideally or whether they are
to consider both their opportunity and their
ability realistically.

The extent and nature of practice materi-
als and directions depend on expected levels
of knowledge among test takers. For example,
in using a novel test format, it may be very
important to provide the test taker a practice
opportunity as part of the test administration.
In some testing situations, it may be important
for the instructions to address such matters as
the effects that guessing and time limits have
on test scores. If expansion or elaboration of
the test instructions is permitted, the condi-
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tions under which this may be done should be
stated clearly in the form of general rules and
by giving representative examples. If no expan-
sion or elaboration is to be permitted, this
should be stated explicitly. Publishers should
include guidance for dealing with typical
questions from test takers. Users should be
instructed how to deal with questions that
may arise during the testing period.

Standard 3.21

If the test developer indicates that the condi-
tions of administration are permitted to vary
from one test taker or group to another, per-
missible variation in conditions for adminis-
tration should be identified, and a rationale
for permitting the different conditions should
be documented.

Comment: In deciding whether the conditions
of administration can vary, the test developer
needs to consider and study the potential

effects of varying conditions of administra-
tion. If conditions of administration vary

from the conditions studied by the test devel-
oper or from those used in the development
of norms, the comparability of the test scores
may be weakened and the applicability of the

norms can be questioned.

Standard 3.22

Procedures for scoring and, if relevant,
scoring criteria should be presented by
the test developer in sufficient detail and
clarity to maximize the accuracy of scoring.
Instructions for using rating scales or for
deriving scores obtained by coding, scaling,
or classifying constructed responses should
be clear. This is especially critical if tests
can be scored locally.

Standard 3.23

The process for selecting, training, and qualify-
ing scorers should be documented by the test
developer. The training materials, such as the
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scoring rubrics and examples of test takers’
responses that illustrate the levels on the score
scale, and the procedures for training scorers
should result in a degree of agreement among
scorers that allows for the scores to be interpret-
ed as originally intended by the test developer.
Scorer reliability and potential drift over time
in raters’ scoring standards should be evaluat-
ed and reported by the person(s) responsible

for conducting the training session.

Standard 3.24

‘When scoring is done locally and requires
scorer judgment, the test user is responsible
for providing adequate training and instruc-
tion to the scorers and for examining scorer
agreement and accuracy. The test developer
should document the expected level of scorer
agreement and accuracy.

Comment: A common practice of test devel-
opers is to provide examples of training mate-
rials (e.g., scoring rubrics, test rakers™ responses
at each score level) and procedures when scoring
is done locally and requires scorer judgment.

Standard 3.25

A test should be amended or revised when
new research data, significant changes in the
domain represented, or newly recommended
conditions of test use may lower the validity
of test score interpretations. Although a test
that remains useful need not be withdrawn
or revised simply because of the passage of
time, test developers and test publishers are
responsible for monitoring changing condi-
tions and for amending, revising, or with-
drawing the test as indicated.

Comment: Test developers need to consider a
number of factors that may warrant the revi-
sion of a test, including outdated test content
and language. If an older version of a test is
used when a newer version has been published
or made available, test users are responsible for
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providing evidence that the older version is
as appropriate as the new version for that
particular test use.

Standard 3.26

Tests should be labeled or advertised as
“revised” only when they have been revised
in significant ways. A phrase such as “with
minor modification” should be used when
the test has been modified in minor ways.
The score scale should be adjusted to account
for these modifications, and users should be
informed of the adjustments made to the
score scale.

Comment: It is the test developer’s responsi-
bility to determine whether revisions to a test
would influence test score interpretations. If
test score interpretations would be affected
by the revisions, it would then be appropriate
to label the test “revised.” When tests are
revised, the nature of the revisions and their
implications on test score interpretations
should be documented.

Standard 3.27

If a test or part of a test is intended for
research use only and is not distributed for
operational use, statements to this effect
should be displayed prominently on all rele-
vant test administration and interpretation
materials that are provided to the test user.

Comment: This standard refers to tests that
are intended for research use only and does
not refer to standard test development func-
tions that occur prior to the operational use
of a test (e.g., field testing).



Background

Test scores are reported on scales designed to
assist score interpretation. Typically, scoring
begins with responses to separate test items,
which are often coded using 0 or 1 to represent
wrong/right or negative/positive, but sometimes
using numerical values to indicate finer response
gradations. Then the item scores are combined,
often by addition but sometimes by a more
elaborate procedure, to obtain a rzw score. Raw
scores are determined, in part, by features of a
test such as test length, choice of time limit,
item difficulties, and the circumstances under
which the test is administered. This makes raw
scores difficult to interpret in the absence of

furcher information. Interpretation and statisti-
cal analyses may be facilitated by converting
raw scores into an entirely different set of val-
ues called derived scores or scale scores. The vari-
ous scales used for reporting scores on college

admissions tests, the standard scores often

used to report results for intelligence scales or

vocational interest and personality inventories,
and the grade equivalents reported for achieve-
ment tests in the elementary grades are exam-
ples of scale scores. The process of developing
such a score scale is called scaling a test. Scale
scores may aid interpretation by indicating

how a given score compares to those of other
test takers, by enhancing the comparability of
scores obtained using different forms of a test,
or in other ways.

Another way of assisting score interpreta-
tion is to establish standards or cut scores that
distinguish different score ranges. In some
cases, a single cut score may define the bound-
ary between passing and failing. In other cases,
a series of cut scores may define distinct pro-
ficiency levels. Cut scores may be established
for either raw or scale scores. Both scale scores
and standards or cut scores can be central to
the use and interpretation of test scores. For

that reason, their defensibility is an important
consideration in test validation. There is a close
connection between standards or cut scores
and certain scale scores. If the successive score
ranges defined by a series of cut scores are
relabeled, say 0, 1, 2, and so on, then a scale
score has been created.

In addition to facilitating interpretations
of a single test form considered in isolation,
scale scores are often created to enhance com-
parability across different forms of the same
test, across test formats or administration
conditions, or even across tests designed to
measure different constructs (e.g., related sub-
tests in a battery). Equated scores from alter-
nate forms of a test can often be interpreted
more easily when expressed in scale score units
rather than raw score units. Scaling may be
used to place scores from different levels of an
achievement test on a continuous scale and
thereby facilitate inferences about growth or
development. Scaling can also enhance the
comparability of scores derived from tests in
different areas, as in subtests within an apti-
tude, interest, or achievement battery.

Norm-Referenced and Criterion-
Referenced Score Interpretations

Individual raw scores or scale scores are often
referred to the distribution of scores for one
or more comparison groups to draw useful

inferences about an individual’s performance.
Test score interpretations based on such compar-
isons are said to be norm-referenced. Percentile

rank norms, for example, indicate the stand-
ing of an individual or group within a defined
population of individuals or groups. An example
of such a comparison group might be fourth-
grade students in the United States, tested in

the last 2 months of a recent school year.

Percentiles, averages, or other statistics for such
reference groups are called norms. By showing
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how the test score of a given examinee com-
pares to those of others, norms assist in the
classification or description of examinees.

Other test score interpretations make no
direct reference to the performance of other
examinees. These interpretations may take a
variety of forms; most are collectively referred
to as criterion-referenced interpretations. Derived
scores supporting such interpretations may
indicate the likely proportion of correct
responses on some larger domain of items, or
the probability of an examinee’s answering
particular sorts of items correctly. Other crite-
rion-referenced interpretations may indicate
the likelihood that some psychopathology is
present. Still other criterion-referenced inter-
pretations indicate the probability that an
examinee’s level of tested knowledge or skill
is adequate to perform successfully in some
other setting; such probabilities may be sum-
marized in an expectancy table. Scale scores
to support such criterion-referenced score
interpretations are often developed on the
basis of scatistical analyses of the relationships
of test scores to other variables.

Some scale scores are developed primarily
to support norm-referenced interpretations
and others, criterion-referenced interpretations.
In practice, however, there is not always a sharp
distinction. Both criterion-referenced and
norm-referenced scales may be developed and
used for the same test scores. Moreover, a
norm-referenced score scale originally devel-
oped, for example, to indicate performance
relative to some specific reference population
might, over time, also come to support crite-
rion-referenced interpretations. This could
happen as research and experience brought
increased understanding of the capabilities
implied by different scale score levels.
Conversely, results of an educational assess-
ment might be reported on a scale consisting
of several ordered proficiency levels, defined
by descriptions of the kinds of tasks students
at each level were able to perform. That would
be a criterion-referenced scale, but once the
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distribution of scores over levels was reported,
say, for all eighth-grade students in a given
state, individual students’ scores would also
convey information about their standing rela-
tive to that tested population.

Interpretations based on cut scores may
likewise be either criterion-referenced or
norm-referenced. If qualitatively different
descriptions are artached to successive score
ranges, a criterion-referenced interpretation is
supported. For example, the descriptions of
performance levels in some assessment task
scoring rubrics can enhance score interpreta-
tion by summarizing the capabilities that must
be demonstrated to merit a given score. In
other cases, criterion-referenced interpretations
may be based on empirically determined rela-
tionships between test scores and other vari-
ables. But when tests are used for selection, it
may be appropriate to rank-order examinees
according to their test performance and estab-
lish a cut score so as to select a prespecified
number or proportion of examinees from one
end of the distribution, if the selection use is
otherwise supported by relevant reliability
and validity evidence. In such cases, the cut
score interpretation is norm-referenced; the
labels reject or fail versus accept or pass are
determined solely by an examinee’s standing
relative to others tested.

Criterion-referenced interpretations based
on cut scores are sometimes criticized on the
grounds that there is very rarely a sharp dis-
tinction of any kind between those just below
versus just above a cut score. A neuropsy-
chological test may be helpful in diagnosing
some particular impairment, for example, but
the probability that the impairment is pres-
ent is likely to increase continuously as a
function of the test score. Cur scores may
nonetheless aid in formulating rules for
reaching decisions on the basis of test per-
formance. It should be recognized, however,
that the probability of misclassification will
generally be relatively high for persons with
scores close to the cur points.
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Norms

The validity of norm-referenced interpretations
depends in part on the appropriateness of the
reference group to which test scores are com-
pared. Norms based on hospitalized patients,
for example, might be inappropriate for some
interpretations of nonhospitalized patients’
scores. Thus, it is important that reference
populations be carefully defined and clearly
described. Validity of such interpretations also
depends on the accuracy with which norms
summarize the performance of the reference
population. That population may be small
enough that essentially the entire population
can be tested (e.g., all pupils at a given grade
level in a given district tested on the same
occasion). Often, however, only a sample of
examinees from the reference population is
tested. It is then important that the norms be
based on a technically sound, representative,
scientific sample of sufficient size. Patients in
a few hospitals in a small geographic region
are unlikely to be representative of all patients
in the United States, for example. Moreover,
the appropriateness of norms based on a given
sample may diminish over time. Thus, for tests
that have been in use for a number of years,
periodic review is generally required to assure
the continued utility of norms. Renorming may
be required to maintain the validity of norm-
referenced test score interpretations.

More than one reference population may
be appropriate for the same test. For example,
achievement test performance might be inter-
preted by reference to local norms based on
sampling from a particular school district,
norms for a state or type of community, or
national norms. For other tests, norms might
be based on occupational or educational clas-
sifications. Descriptive statistics for all exam-
inees who happen to be tested during a given
period of time (sometimes called wser norms
or program norms) may be useful for some
purposes, such as describing trends over time.
But there must be sound reason to regard that

group of test takers as an appropriate basis for
such inferences. When there is a suitable ration-
ale for using such a group, the descriptive sta-
tistics should be clearly characterized as being
based on a sample of persons routinely tested
as part of an ongoing program.

Comparability and Equating

Many test uses involve different versions of
the same test, which yield scores that can be
used interchangeably even though they are
based on different sets of items. In testing
programs that offer a choice of examination
dates, for example, test security may be com-
promised if the same form is used repeatedly.
Other testing applications may entail repeated
measurements of the same individuals, perhaps
to measure change in levels of psychological
dysfunction, change in attitudes, or educa-
tional progress. In such contexts, reuse of the
same set of test items may result in correlated
errors of measurement and biased estimates
of change. When distinct forms of a test are
constructed to the same explicit content and
statistical specifications and administered
under identical conditions, they are referred
to as alternate forms or sometimes parallel or
equivalent forms. The process of placing scores
from such alternate forms on a common scale
is called equating. Equating is analogous to
the calibration of different balances so that
they all indicate the same weight for any given
object. However, the equating process for test
scores is more complex. It involves small statis-
tical adjustments to account for minor differ-
ences in the difficulty and statistical properties
of the alternate forms.

In theory, equating should provide accu-
rate score conversions for any set of persons
drawn from the examinee population for which
the test is designed. Furthermore, the same
score conversion should be appropriate regard-
less of the score interpretation or use intend-
ed. It is not possible to construct conversions
with these ideal properties between scores on
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tests that measure different constructs; that
differ materially in difficulty, reliability, time
limits, or other conditions of administration;
or that are designed to different specifications.

There is another assessment approach
that may provide interchangeable scores based
on responses to different items using different
methods, not referred to as equating. This is
the use of adaptive tests. It has long been rec-
ognized that little is learned from examinees’
responses to items that are much too easy or
much too difficult for them. Consequently,
some testing procedures use only a subset of
the available items with each examinee in
order to avoid boredom or frustration, or to
shorten testing time. An adaptive test con-
sists of a pool of items together with rules
for selecting a subset of those items to be
administered to an individual examinee, and
a procedure for placing different examinees’
scores on a common scale. The selection
of successive items is based in part on the
examinee’s responses to previous items. The
item pool and item selection rules may be
designed so that each examinee receives a
representative set of items, of appropriate
difficulty. The selection rules generally
assure that an acceptable degree of precision
is attained before testing is terminated. At
one time, such tailored testing was limited
to certain individually administered psy-
chological tests. With advances in item
response theory (IRT) and in computer
technology, however, adaptive testing is
becoming more sophisticated. With some
adaptive tests, it may happen that two
examinees rarely if ever respond to precisely
the same set of items. Moreover, two exam-
inees raking the same adaptive test may be
given sets of items that differ markedly in
difficulty. Nevertheless, when certain statis-
tical and contenrt conditions are mert, test
scores produced by an adaptive testing sys-
tem can function like scores from equated
alternate forms.
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Scaling to Achieve Comparability

The term equating is properly reserved only
for score conversions derived for alternate forms
of the same test. It is often useful, however, to
compare scores from tests that cannot, in the-
ory, be equated. For example, it may be desir-
able to interpret scores from a shortened (and
hence less reliable) form of a test by first con-
verting them to corresponding scores on the
full-length version. For the evaluation of exam-
inee growth over time, it may be desirable to
develop scales that span a broad range of devel-
opmental or educational levels. Test revision
often brings a need for some linkage between
scores obtained using newer and older editions.
International comparative studies or use with
hearing-impaired examinees may require test
forms in different languages. In still other
cases, linkages or alignments may be created
between tests measuring different constructs,
perhaps comparing an aptitude with a form
of behavior, or linking measures of achieve-
ment in several content areas. Scores from
such tests may sometimes be aligned or pre-
sented in a concordance table to aid users in
estimating relative performance on one test
from performance on another.

Score conversions to facilitate such com-
parisons may be described using terms like
linkage, calibration, concordance, projection,
moderation, or anchoring. These weaker score
linkages may be technically sound and may
fully satisfy desired goals of comparability for
one purpose or for one subgroup of examinees,
but they cannot be assumed to be stable over
time or invariant across multiple subgroups of
the examinee population nor is there any assur-
ance that scores obtained using different tests
will be equally accurate. Thus, their use for other
purposes or with other populations than origi-
nally intended may require additional research.
For example, a score conversion that was accu-
rate for a group of native speakers might sys-
tematically overpredict or underpredict the
scores of a group of nonnative speakers.



PART | / SCALES, NORMS, AND SCORE COMPARABILITY

Cut Scores

A critical step in the development and use of
some tests is to establish one or more cut points
dividing the score range to partition the dis-
tribution of scores into categories. These cate-
gories may be used just for descriptive purposes
or may be used to distinguish among exam-
inees for whom different programs are deemed
desirable or different predictions are warrant-
ed. An employer may determine a cut score
to screen potential employees or promote cur-
rent employees; a school may use test scores
to decide which of several alternative instruc-
tional programs would be most beneficial for
a student; in granting a professional license, a
state may specify a minimum passing score
on a licensure test.

These examples differ in important
respects, but all involve delineating categories
of examinees on the basis of test scores. Such
cut scores embody the rules according to which
tests are used or interpreted. Thus, in some
situations the validity of test interpretations
may hinge on the cut scores. There can be no
single method for determining cut scores for
all tests or for all purposes, nor can there be
any single set of procedures for establishing
their defensibility. These examples serve only
as illustrations.

The first example, that of an employer
hiring all those who earn scores above a given
level on an employment test, is most straight-
forward. Assuming that the employment test
is valid for its intended use, average job per-
formance would typically be expected to rise
steadily, albeit slowly, with each increment in
test score, at least for some range of scores
surrounding the cut point. In such a case the
designation of the particular value for the cut
point may be largely determined by the num-
ber of persons to be hired or promoted. There
is no sharp difference between those just below
the cut point and those just above it, and the
use of the cut score does not entail any crite-
rion-referenced interpretation. This method

of establishing a cut score may be subject to

legal requirements with respect to the nature

of the validity and reliability evidence needed
to support the use of rank-order selections

and the unavailability of effective alternative
selection methods, if it has a disproportionate
effect on one or more subgroups of employees
or prospective employees.

In the second example, a school district
might structure its courses in writing around
three categories of needs. For children whose
proficiency is least developed, instruction
might be provided in small groups, with con-
siderable individual attention to assist them
in creating meaningful written stories grounded
in their own experience. For children whose
proficiency was further developed, more empha-
sis might be placed on systematic exploration
of the stages of the writing process. Instruction
for children ar the highest proficiency level might
emphasize mastery of specific writing genres
or prose structures used in more formal writ-
ing. In an appropriate implementation of such
a program, children could easily be transferred
from one level to another if their original
placement was in error or as their proficiency
increased. Ideally, cut scores delineating cate-
gories in this application would be based on
research demonstrating empirically that pupils
in successive score ranges did most often ben-
efit more from the respective treatments to
which they were assigned than from the alter-
natives available. It would typically be found
that between those score ranges in which one
or another instructional treatment was clearly
superior, there was an intermediate region in
which neither treatment was clearly preferred.
The cut score might be located somewhere in
that intermediate region.

In the final example, that of a professional
licensure examination, the cut score represents
an informed judgment that those scoring below
it are likely to make serious errors for want of
the knowledge or skills tested. Little evidence
apart from errors made on the test itself may
document the need to deny the right to prac-
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tice the profession. No test is perfect, of
course, and regardless of the cut score chosen,
some examinees with inadequate skills are
likely to pass and some with adequare skills
are likely to fail. The relative probabilities of
such false positive and false negative errors
will vary depending on the cut score chosen.
A given probability of exposing the public
to potential harm by issuing a license to an
incompetent individual (false positive) must
be weighed against some corresponding
probability of denying a license to, and there-
by disenfranchising, a qualified examinee
(false negative). Changing the cut score to
reduce either probability will increase the
other, although both kinds of errors can be
minimized through sound test design that
anticipates the role of the cut score in test use
and interpretation. Determining cut scores
in such situations cannot be a purely tech-
nical matter, although empirical studies
and statistical models can be of great value
in informing the process.

Cut scores embody value judgments as
well as technical and empirical considerations.
Where the results of the standard-setting process
have highly significant consequences, and
especially where large numbers of examinees
are involved, those responsible for establish-
ing cut scores should be concerned that the
process by which cut scores are determined be
clearly documented and defensible. The qual-
ifications of any judges involved in standard
setting and the process by which they are
selected are part of that documentation. Care
must be taken to assure that judges under-
stand what they are to do. The process must
be such that well-qualified judges can apply
their knowledge and experience to reach
meaningful and relevant judgments thar accu-
rately reflect their understandings and inten-
tions. A sufficiently large and representative
group of judges should be involved to provide
reasonable assurance that results would not
vary greatly if the process were replicated.
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Standard 4.1

Test documents should provide test users
with clear explanations of the meaning and
intended interpretation of derived score scales,
as well as their limitations.

Comment: All scales (raw score or derived) may

be subject to misinterpretation. Sometimes

scales are extrapolated beyond the range of
available data or are interpolated without suffi-
cient data points. Grade- and age-equivalent

scores have been criticized in this regard, but
percentile ranks and standard score scales are
also subject to misinterpretation. If the nature
or intended uses of a scale are novel, it is espe-
cially important that its uses, interpretations,
and limitations be clearly described. lllustrations
of appropriate versus inappropriate interpreta-
tions may be helpful, especially for types of
scales or interpretations that may be unfamiliar
to most users. This standard pertains to score

scales intended for criterion-referenced as well

as for norm-referenced interpretation.

Standard 4.2

The construction of scales used for report-
ing scores should be described clearly in
test documents.

Comment: When scales, norms, or other
interpretive systems are provided by the test
developer, technical documentation should
enable users to judge the quality and preci-
sion of the resulting derived scores. This
standard pertains to score scales intended for
criterion-referenced as well as for norm-refer-
enced interpretation.

Standard 4.3

If there is sound reason to believe that spe-
cific misinterpretations of a score scale are

likely, test users should be explicitly fore-
warned.
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Comment: Test publishers and users can reduce
misinterpretations of grade-equivalent scores,
for example, by ensuring that such scores are
accompanied by instructions that make clear
that grade-equivalent scores do not represent a
standard of growth per year or grade and that
roughly 50% of the students tested in the stan-
dardization sample should by definition fall
below grade level. As another example, a score
scale point originally defined as the mean of
some reference population should no longer be
interpreted as representing average perform-
ance if the scale is held constant over time and
the examinee population changes.

Standard 4.4

When raw scores are intended to be directly
interpretable, their meanings, intended
interpretations, and limitations should be
described and justified in the same manner
as is done for derived score scales.

Comment: In some cases the items in a test
are a representative sample of a well-defined

domain of items. The proportion correct on

the test may then be interpreted as an estimate
of the proportion of items in the domain that
could be answered correctly. In other cases,
different interpretations may be attached to
scores above or below one or another cut score.
Support should be offered for any such inter-
pretations recommended by the test developer.

Standard 4.5

Norms, if used, should refer to clearly

described populations. These populations
should include individuals or groups to
whom test users will ordinarily wish to
compare their own examinees.

Comment: It is the responsibility of test develop-
ers to describe norms clearly and the responsibil-
ity of test users to employ norms appropriately.

Users need to know the applicability of a test to
different groups. Differentiated norms or sum-
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mary information about differences between
gender, ethnic, language, disability, grade, or
age groups, for example, may be useful in some
cases. The permissible uses of such differenti-
ated norms and related information may be
limited by law. Users also need to be made alert
to situations in which norms are less appropri-
ate for some groups or individuals than others.
On an occupational interest inventory, for
example, norms for persons actually engaged
in an occupation may be inappropriate for
interpreting the scores of persons not so
engaged. As another example, the appropri-
ateness of norms for personality inventories
or relationship scales may differ depending
upon an examinee’s sexual orientation.

Standard 4.6

Reports of norming studies should include

precise specification of the population that

was sampled, sampling procedures and par-
ticipation rates, any weighting of the sample,
the dates of testing, and descriptive statistics.
The information provided should be sufficient
to enable users to judge the appropriateness of
the norms for interpreting the scores of local
examinees. Technical documentation should
indicate the precision of the norms themselves.

Comment: Scientific sampling is important if
norms are to be representative of intended
populations. For example, schools already
using a given published test and volunteering
to participate in a norming study for that test
should not be assumed to be representative of
schools in general. In addition to sampling pro-
cedures, participation rates should be reported,
and the method of calculating participation
rates should be clearly described. Studies that are
designed to be nationally representative often
use weights so that the weighted sample better
represents the nation than does the unweighted
sample. When weights are used, it is important
that the procedure for deriving the weights be
described and that the demographic representa-

55



ISTA

tion of both the weighted and the unweighted
samples be given. If norming data are collect-
ed under conditions in which student motiva-
tion in completing the test is likely to differ
from that expected during operational use, this
should be clearly documented. Likewise, if the
instructional histories of students in the norm-
ing sample differ systematically from those to
be expected during operational test use, that
fact should be noted. Norms based on samples
cannot be perfectly precise. Even though the
imprecision of norm-referenced interpretations
due to imperfections in the norms themselves
may be small compared to that due to meas-
urement error, estimates of the precision of
norms should be available in technical docu-
mentation. For example, standard errors based
on the sample design might be presented. In
some testing applications, norms based on all
examinees tested over a given period of time
may be useful for some purposes. Such norms
should be clearly characterized as being based
on a sample of persons routinely tested as part
of an ongoing testing program.

Standard 4.7

If local examinee groups differ materially
from the populations to which norms refer, a
user who reports derived scores based on the
published norms has the responsibility to
describe such differences if they bear upon
the interpretation of the reported scores.

Comment: In employment settings, the qualifi-
cations of local examinee groups may fluctuate
depending on recruitment or referral proce-
dures as well as market conditions. In such

cases, approptiate test use and interpretation
may not require documentation or cautions
concerning departures from characteristics of
the norming population.

Standard 4.8

When norms are used to characterize exam-
inee groups, the statistics used to summarize
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each group’s performance and the norms to
which those statistics are referred should be
clearly defined and should support the

intended use or interpretation.

Comment: Group means are distributed dif-
ferencly from individual scores. For example,
it is not possible to determine the percentile
rank of a school’s average test score if all that is
known are the percentile ranks of each of that
school’s students. It may sometimes be useful to
develop special norms for group means, but
when the sizes of the groups differ materially
or when some groups are much more heteroge-
neous than others, the construction and inter-
pretation of group norms is problematical. One
common and acceptable procedure is to report
the percentile rank of the median group
member, for example, the median percentile
rank of the pupils tested in a given school.

Standard 4.9

‘When raw score or derived score scales are

designed for criterion-referenced interpreta-
tion, including the classification of exam-
inees into separate categories, the rationale

for recommended score interpretations

should be clearly explained.

Comment: Criterion-referenced interpretations
are score-based descriptions or inferences that
do not take the form of comparisons to the test
performance of other examinees. Examples
include statements that some psychopathology
is likely present, that a prospective employee
possesses specific skills required in a given posi-
tion, or that a child scoring above a certain score
point can successfully apply a given set of skills.
Such interpretations may refer to the absolute
levels of test scores or to patterns of scores for
an individual examinee. Whenever the test
developer recommends such interpretations,
the rationale and empirical basis should be
clearly presented. Serious efforts should be
made whenever possible to obtain independent
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evidence concerning the soundness of such
score interpretations. Criterion-referenced
and norm-referenced scales are not mutually
exclusive. Given adequate supporting data,
scores may be interpreted by both approaches,
not necessarily just one or the other.

Standard 4.10

A clear rationale and supporting evidence
should be provided for any claim that scores
earned on different forms of a test may be
used interchangeably. In some cases, direct
evidence of score equivalence may be provid-
ed. In other cases, evidence may come from
a demonstration that the theoretical assump-
tions underlying procedures for establishing
score comparability have been sufficiently sat-
isfied. The specific rationale and the evidence
required will depend in part on the intended
uses for which score equivalence is claimed.

Comment: Support should be provided for any
assertion that scores obtained using different
items or testing materials, or different testing
procedures, are interchangeable for some pur-
pose. This standard applies, for example, to
alternate forms of a paper-and-pencil test or
to alternate sets of items taken by different
examinees in computerized adaptive testing.
It also applies to test forms administered in
different formats (e.g., paper-and-pencil and
computerized tests) or test forms designed for
individual versus group administration. Score
equivalence is easiest to establish when differ-
ent forms are constructed following identical
procedures and then equated statistically. When
that is not possible, for example, in cases where
different test formats are used, additional evi-
dence may be required to establish the requisite
degree of score equivalence for the intended
context and purpose. When recommended
inferences or actions are based solely on classifi-
cations of examinees into one of two or more
categories, the rationale and evidence should
address consistency of classification. If the only

score reported and used is a pass-fail decision,
for example, then the form-to-form equiva-
lence of measurements for examinees far above
or far below the cut score is of no concern.
Some testing accommodations may only affect
the dependence of test scores on capabilities
irrelevant to the construct the test is intended
to measure. Use of a large-print edition, for
Cxample, assures that performance dOCS not
depend on the ability to perceive standard-size
print. In such cases, relatively modest studies
or professional judgment may be sufficient to
support claims of score equivalence.

Standard 4.11

When claims of form-to-form score equiva-
lence are based on equating procedures,
detailed technical information should be
provided on the method by which equating
functions or other linkages were established
and on the accuracy of equating functions.

Comment: The fundamental concern is to
show that equated scores measure essentially
the same construct, with very similar levels of
reliability and conditional standard errors of
measurement. Technical information should
include the design of equating studies, the
statistical methods used, the size and relevant
characteristics of examinee samples used in
equating studies, and the characteristics of any
anchor tests or linking items. Standard errors
of equating functions should be estimated and
reported whenever possible. Sample sizes per-
mitting, it may be informative to determine
equating functions independently for identifi-
able subgroups of examinees. It may also be
informative to use two anchor forms and to
conduct the equating using each of the anchors.
In some cases, equating functions may be deter-
mined independently using different statistical
methods. The correspondence of separate func-
tions obtained by such methods can lend sup-
port to the adequacy of the equating results. Any
substantial disparities found by such methods
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should be resolved or reported. To be most
useful, equating error should be presented in
units of the reported score scale. For testing
programs with cut scores, equating error near
the cur score is of primary importance. The
degree of scrutiny of equating functions should
be commensurate with the extent of test use
anticipated and the importance of the deci-
sions the test scores are intended to inform.

Standard 4.12

In equating studies that rely on the statisti-
cal equivalence of examinee groups receiving
different forms, methods of assuring such
equivalence should be described in detail.

Comment: Certain equating designs rely on the
random equivalence of groups receiving different
forms. Often, one way to assure such equivalence
is to systematically mix different test forms and
then distribute them in a random fashion so
that roughly equal numbers of examinees in
each group tested receive each form.

Standard 4.13

In equating studies that employ an anchor
test design, the characteristics of the anchor
test and its similarity to the forms being

equated should be presented, including both
content specifications and empirically deter-
mined relationships among test scores. If

anchor items are used, as in some IRT-based
and classical equating studies, the represen-
tativeness and psychometric characteristics

of anchor items should be presented.

Comment: Tests or test forms may be linked
via common items embedded within each of
them, or a common test administered togeth-
er with each of them. These common items
or tests are referred to as linking items, anchor
items, or anchor tests. With such methods,
the quality of the resulting equating depends
strongly on the adequacy of the anchor tests
or items used.
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Standard 4.14

When score conversions or comparison pro-
cedures are used to relate scores on tests or

test forms that are not closely parallel, the

construction, intended interpretation, and

limitations of those conversions or compar-
isons should be clearly described.

Comment: Various score conversions or con-
cordance tables have been constructed relating
tests at different levels of difficulty, relating
earlier to revised forms of published tests, cre-
ating score concordances between different
tests of similar or different constructs, or for
other purposes. Such conversions are often
useful, but they may also be subject to misin-
terpretation. The limitations of such conver-
sions should be clearly described.

Standard 4.15

When additional test forms are created by tak-
ing a subset of the items in an existing test form
or by rearranging its items and there is sound
reason to believe that scores on these forms
may be influenced by item context effects,
evidence should be provided that there is no
undue distortion of norms for the different

versions or of score linkages between them.

Comment: Some tests and test batteries are
published in both a full-length version and a
survey or short version. In other cases, multi-
ple versions of a single test form may be cre-
ated by rearranging its iterns. It should not be
assumed that performance data derived from
the administration of items as part of the ini-
tial version can be used to approximate norms
or construct conversion tables for alternative
intact tests. Due caution is required in cases
where context effects are likely, including
speeded tests, long tests where fatigue may be
a factor, and so on. In many cases, adequate
psychometric data may only be obtainable
from independent administrations of the
alternate forms.
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Standard 4.16

If test specifications are changed from one
version of a test to a subsequent version, such
changes should be identified in the test man-
ual, and an indication should be given that
converted scores for the two versions may not
be strictly equivalent. When substantial

changes in test specifications occur, either
scores should be reported on a new scale or
a clear statement should be provided to alert
users that the scores are not directly compara-
ble with those on earlier versions of the test.

Comment: Major shifts sometimes occur in the
specifications of tests that are used for substan-
tial periods of time. Often such changes take

advantage of improvements in item types or

of shifts in content that have been shown to

improve validity and, therefore, are highly

desirable. It is important to recognize, howev-
er, that such shifts will result in scores that

cannot be made strictly interchangeable with

scores on an earlier form of the test.

Standard 4.17

Testing programs that attempt to maintain
a common scale over time should conduct
periodic checks of the stability of the scale

on which scores are reported.

Comment: In some testing programs, items are

introduced into and retired from item pools on
an ongoing basis. In other cases, the items in suc-
cessive test forms may overlap very little, or not

at all. In either case, if a fixed scale is used for re-
porting, it is important to assure that the mean-
ing of the scaled scores does not change over time.

Standard 4.18

If a publisher provides norms for use in test
score interpretation, then so long as the test
remains in print, it is the publisher’s responsi-
bility to assure that the test is renormed with
sufficient frequency to permit continued accu-
rate and appropriate score interpretations.

STANDARDS|

Comment: Test publishers should assure that
up-to-date norms are readily available, bur it
remains the test user’s responsibility to avoid
inappropriate use of norms that are out of date
and to strive to assure accurate and appropri-
ate test interpretations.

Standard 4.19

When proposed score interpretations involve
one or more cut scores, the rationale and
procedures used for establishing cut scores
should be clearly documented.

Comment: Cut scores may be established to
select a specified number of examinees (e.g.,
to fill existing vacancies), in which case little
further documentation may be needed con-
cerning the specific question of how the cut
scores are established, though attention should
be paid to legal requirements that may apply.
In other cases, however, cut scores may be used
to classify examinees into distinct categories
(e.g., diagnostic categories, or passing versus
failing) for which there are no preestablished
quotas. In these cases, the standard-setting
method must be clearly documented. Ideally,
the role of cut scores in test use and interpre-
tation is taken into account during test design.
Adequate precision in regions of score scales
where cut points are established is prerequisite
to reliable classification of examinees into cat-
egories. If standard setting employs data on the
score distributions for criterion groups or on
the relation of test scores to one or more criteri-
on variables, those data should be summarized
in technical documentation. If a judgmental
standard-setting process is followed, the method
employed should be clearly described, and the
precise nature of the judgments called for should
be presented, whether those are judgments of
persons, of item or test performances, or of
other criterion performances predicted by test
scores. Documentation should also include the
selection and qualification of judges, training
provided, any feedback to judges concerning
the implications of their provisional judgments,
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and any opportunities for judges to confer with
one another. Where applicable, variability over
judges should be reported. Whenever feasible, an
estimate should be provided of the amount of
variation in cut scores that might be expected if
the standard-setring procedure were replicated.

Standard 4.20

When feasible, cut scores defining categories
with distinct substantive interpretations
should be established on the basis of sound
empirical data concerning the relation of test
performance to relevant criteria.

Comment: In employment settings, although
it is important to establish that test scores are
related to job performance, the precise rela-
tion of test and criterion may have little bear-
ing on the choice of a cut score. However, in
contexts where distinct interpretations are
applied to different score categories, the
empirical relation of test to criterion assumes
greater importance. Cut scores used in inter-
preting diagnostic tests may be established on
the basis of empirically determined score dis-
tributions for criterion groups. With achieve-
ment or proficiency tests, such as those used
in licensure, suitable criterion groups {(e.g.,
successful versus unsuccessful practitioners)
are often unavailable. Nonetheless, it is highly
desirable, when appropriate and feasible, to
investigate the relation berween test scores
and performance in relevant practical settings.
Note that a carefully designed and imple-
mented procedure based solely on judgments
of content relevance and item difficulty may
be preferable to an empirical study with an
inadequate criterion measure or other defi-
ciencies. Professional judgment is required
to determine an appropriate standard-setting
approach (or combination of approaches) in
any given situation. In general, one would
not expect to find a sharp difference in levels
of the criterion variable between those just
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below versus just above the cut score, but evi-
dence should be provided where feasible of a
relationship between test and criterion per-
formance over a score interval that includes
or approaches the cur score.

Standard 4.21

When cut scores defining pass-fail or profi-
ciency categories are based on direct judg-
ments about the adequacy of item or test
performances or performance levels, the
judgmental process should be designed so
that judges can bring their knowledge and

experience to bear in a reasonable way.

Comment: Cut scores are sometimes based on
judgments about the adequacy of item or test
performances (e.g., essay responses to a writ-
ing prompt) or performance levels (e.g., the
level that would characterize a borderline
examinee). The procedures used to elicit such
judgments should result in reasonable, defensi-
ble standards that accurately reflect the judges’
values and intentions. Reaching such judgments
may be most straightforward when judges are
asked to consider kinds of performances with
which they are familiar and for which they
have formed clear conceptions of adequacy or
quality. When the responses elicited by a test
neither sample nor closely simulate the use of
tested knowledge or skills in the actual criteri-
on domain, judges are not likely to approach
the task with such clear understandings. Special
care must then be taken to assure that judges
have a sound basis for making the judgments
requested. Thorough familiarity with descrip-
tions of different proficiency caregories, prac-
tice in judging task difficulty wich feedback
on accuracy, the experience of actually taking
a form of the test, feedback on the failure
rates entailed by provisional standards, and
other forms of information may be beneficial
in helping judges to reach sound and princi-
pled decisions.
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Background

The usefulness and interpretability of test

scores require that a test be administered and
scored according to the developer’s instruc-
tions. When directions to examinees, testing
conditions, and scoring procedures follow the
same detailed procedures, the test is said to be
standardized. Without such standardization,
the accuracy and comparability of score inter-
pretations would be reduced. For tests designed
to assess the examinee’s knowledge, skills, or
abilities, standardization helps to ensure that
all examinees have the same opportunity to
demonstrate their competencies. Maintaining
test security also helps to ensure that no one
has an unfair advantage.

Occasionally, however, situations arise in
which modifications of standardized procedures
may be advisable or legally mandated. Persons
of different backgrounds, ages, or familiarity
with testing may need nonstandard modes of
test administration or a more comprehensive
orientation to the testing process, in order that
all test takers can come to the same under-
standing of the task. Standardized modes of
presenting information or of responding may
not be suitable for specific individuals, such
as persons with some kinds of disability, or
persons with limited proficiency in the language
of the test, so that accommodations may be
needed (see chapters 9 and 10). Large-scale
testing programs generally have established
specific procedures to be used in considering
and granting accommodations. Some test users
feel that any accommodation not specifically
required by law could lead to a charge of
unfair treatment and discrimination. Although
accommodations are made with the intent of
maintaining score comparability, the extent
to which that is possible may not be known.
Comparability of scores may be compromised,
and the test may then not measure the same
constructs for all test takers.

Tests and assessments differ in their degree
of standardization. In many instances different
examinees are given not the same test form, but
equivalent forms that have been shown to yield
comparable scores. Some assessments permit
examinees to choose which tasks to perform or
which pieces of their work are to be evaluated.
A degree of standardization can be maintained
by specifying the conditions of the choice and
the criteria of evaluation of the products. When
an assessment permits a certain kind of collabo-
ration, the limits of that collaboration can be
specified. With some assessments, test adminis-
trators may be expected to tailor their instruc-
tions to help assure that all examinees understand
what is expected of them. In all such cases, the
goal remains the same: to provide accurate and
comparable measurement for everyone, and
unfair advantage to no one. The degree of
standardization is dictated by that goal, and
by the intended use of the test.

Standardized directions to test takers
help to ensure that all test takers understand
the mechanics of test taking. Directions gen-
erally inform test takers how to make their
responses, what kind of help they may legiti-
mately be given if they do not understand
the question or task, how they can correct
inadvertent responses, and the nature of any
time constraints. General advice is some-
times given about omitting item responses.
Many tests, including computer-administered
tests, require special equipment. Practice exer-
cises are often presented in such cases to ensure
that the test taker understands how to operate
the equipment. The principle of standardiza-
tion includes orienting test takers to materials
with which they may not be familiar. Some
equipment may be provided at the testing site,
such as shop tools or balances. Opportunity
for test takers to practice with the equipment
will often be appropriate, unless using the
equipment is the purpose of the test.
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Tests are sometimes administered by
computer, with test responses made by key-
board, computer mouse, or similar device.
Although many test takers are accustomed
to computers, some are not and may need
some brief explanation. Even those test tak-
ers who use computers will need to know
about some details. Special issues arise in
managing the testing environment, such as
the arrangement of illumination so that
light sources do not reflect on the computer
screen, possibly interfering with display leg-
ibility. Maintaining a quiet environment
can be challenging when candidates are test-
ed separately, starting at different times and
finishing at different times from neighbor-
ing test takers. Those who administer com-
puter-based tests require training in the
hardware and software used for the test, so
that they can deal with problems that may
arise in human-computer interactions.

Standardized scoring procedures help
to ensure accurate scoring and reporting,
which are essential in all circumstances. When
scoring is done by machine, the accuracy of
the machine is at issue, including any scoring
algorithm. When scoring is done by human
judges, scorers require careful training. Regular
monitoring can also help to ensure that every
test protocol is scored according to the same
standardized criteria and that the criteria do
not change as the test scorers progress through
the submitted test responses.

Test scores, per se, are not readily inter-
preted without other information, such as
norms or standards, indications of measure-
ment error, and descriptions of test content.
Just as a temperature of 50° in January is
warm for Minnesota and cool for Florida, a
test score of 50 is not meaningful without
some context. When the scores are to be
reported to persons who are not technical
specialists, interpretive material can be pro-
vided that is readily understandable to those
receiving the report. Often, the test user
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provides an interpretation of the results for
the test raker, suggesting the limitations of
the results and the relationship of any reported
scores to other information. Scores on some
tests are not designed to be released to test
takers; only broad test interpretations, or

dichotomous classifications, such as pass/fail,
are intended to be reported.

Interpretations of test results are some-
times prepared by computer systems. Such
interpretations are generally based on a com-
bination of empirical data and expert judg-
ment and experience. In some professional
applications of individualized testing, the
computer-prepared interpretations are com-
municated by a professional, possibly with
modifications for special circumstances.
Such test interpretations require validation.
Consistency with interpretations provided by
nonalgorithmic approaches is clearly a concern.

In some large-scale assessments, the pri-
mary target of assessment is not the individ-
ual test taker bur is a larger unit, such as a
school district or an industrial plant. Often,
different test takers are given different sets
of items, following a carefully balanced matrix
sampling plan, to broaden the range of infor-
mation that can be obtained in a reasonable
time period. The results acquire meaning
when aggregated over many individuals taking
different samples of items. Such assessments
may not furnish enough information to sup-
port even minimally valid, reliable scores for
individuals, as each individual may take only
an incomplete test.

Some further issues of administration
and scoring are discussed in chapter 3, “Test
Development and Revision.”
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Standard 5.1

Test administrators should follow carefully
the standardized procedures for administra-
tion and scoring specified by the test devel-
oper, unless the situation or a test taker’s

disability dictates that an exception should

be made.

Comment: Specifications regarding instruc-
tions to test takers, time limits, the form of
item presentation or response, and test mate-
rials or equipment should be strictly observed.
In general, the same procedures should be
followed as were used when obtaining the

data for scaling and norming the test scores.
A test taker with a disabling condition may

require special accommodation. Other special
circumstances may require some flexibility in
administration. Judgments of the suitability

of adjustments should be tempered by the

consideration that departures from standard
procedures may jeopardize the validity of the

test score interpretations.

Standard 5.2

Modifications or disruptions of standardized
test administration procedures or scoring
should be documented.

Comment: Information about the nature of

modifications of administration should be

maintained in secure data files, so that research
studies or case reviews based on test records
can take this into account. This includes not
only special accommodations for particular
test takers, but also disruptions in the testing
environment that may affect all test takers in
the testing session. A researcher may wish to
use only the records based on standardized
administration. In other cases, research stud-
ies may depend on such information to form
groups of respondents. Test users or test spon-
sors should establish policies concerning who

keeps the files and who may have access to

the files. Whether the information about

modifications is reported to users of test dara,
such as admissions officers, depends on dif-
ferent considerations (see chapters 8 and 10).
If such reports are made, certain cautions may
be appropriate.

Standard 5.3

When formal procedures have been estab-
lished for requesting and receiving accom-
modations, test takers should be informed
of these procedures in advance of testing.

Comment: When large-scale testing programs
have established strict procedures to be fol-
lowed, administrators should not depart from
these procedures.

Standard 5.4

The testing environment should furnish rea-
sonable comfort with minimal distractions.

Comment: Noise, disruption in the testing
area, extremes of temperature, poor lighting,
inadequate work space, illegible materials,
and so forth are among the conditions that
should be avoided in testing situations. The
testing site should be readily accessible.
Testing sessions should be monitored where
appropriate to assist the test taker when a
need arises and to maintain proper adminis-
trative procedures. In general, the testing
conditions should be equivalent to those that
prevailed when norms and other interpreta-
tive data were obtained.

Standard 5.5

Instructions to test takers should clearly
indicate how to make responses. Instructions
should also be given in the use of any equip-
ment likely to be unfamiliar to test takers.
Opportunity to practice responding should
be given when equipment is involved, unless
use of the equipment is being assessed.
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Comment: When electronic calculators are pro-
vided for use, examinees may need practice in
using the calculator. Examinees may need
practice responding with unfamiliar tasks, such
as a numeric grid, which is sometimes used with
mathematics performance items. In compurer-
administered tests, the method of responding
may be unfamiliar to some test takers. Where
possible, the practice responses should be mon-
itored to ensure that the test taker is making
acceptable responses. In some performance tests
that involve tools or equipment, instructions may
be needed for unfamiliar tools, unless accommo-
dating to unfamiliar tools is part of what is being
assessed. If a test taker is unable to use the equip-
ment or make the responses, it may be appropri-
ate to consider alternative testing modes.

Standard 5.6

Reasonable efforts should be made to assure
the integrity of test scores by eliminating
opportunities for test takers to attain scores
by fraudulent means.

Comment: In large-scale testing programs where
the results may be viewed as having important
consequences, efforts to assure score integrity
should include, when appropriate and practi-
cable, stipulating requirements for identifica-
tion, constructing seating charts, assigning
test takers to seats, requiring appropriate space
between seats, and providing continuous
monitoring of the testing process. Test devel-
opers should design test materials and proce-
dures to minimize the possibility of cheating.
Test administrators should note and repore
any significant instances of testing irregularity.
Alocal change in the date or time of testing
may offer an opportunity for fraud. In gener-
al, steps should be taken to minimize the pos-
sibility of breaches in test security. In any
evaluation of work products (e.g., portfolios)
steps should be taken to ensure that the prod-
uct represents the candidate’s own work, and
that the amount and kind of assistance pro-
vided should be consistent with the intent of
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the assessment. Ancillary documentation,
such as the date when the work was done,
may be useful.

Standard 5.7

Test users have the responsibility of protect-
ing the security of test materials at all times.

Comment: Those who have test materials
under their control should, with due consid-
eration of ethical and legal requirements, take
all steps necessary to assure that only individ-
uals with a legitimate need for access to test
materials are able to obtain such access before
the test administration, and afterwards as
well, if any part of the test will be reused at a
later time. Test users must balance test securi-
ty with the rights of all test takers and test
users. When sensitive test documents are
challenged, it may be appropriate to employ
an independent third party, using a closely
supervised secure procedure to conduct a
review of the relevant materials. Such secure
procedures are usually preferable to placing
tests, manuals, and an examinee’s test respons-
es in the public record.

Standard 5.8

Test scoring services should document the
procedures that were followed to assure
accuracy of scoring. The frequency of scor-
ing errors should be monitored and reported
to users of the service on reasonable request.
Any systematic source of scoring errors

should be corrected.

Comment: Clerical and mechanical errors
should be examined. Scoring errors should
be minimized and, when they are found,
steps should be taken promptly to minimize
their recurrence.

Standard 5.9

When test scoring involves human judgment,
scoring rubrics should specify criteria for scor-
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ing. Adherence to established scoring criteria
should be monitored and checked regularly.
Monitoring procedures should be documented.

Comment: Human scorers may be provided
with scoring rubrics listing acceptable alterna-
tive responses, as well as general criteria.
Consistency of scoring is often checked by
rescoring randomly selected test responses
and by rescoring some responses from earlier
administrations. Periodic checks of the statis-
tical properties (e.g., means, standard devia-
tions) of scores assigned by individual scorers
during a scoring session can provide feedback
for the scorers, helping them to maintain
scoring standards. Lack of consistent scoring
may call for retraining or dismissing some scor-
ers or for reexamining the scoring rubrics.

Standard 5.10

When test score information is released to
students, parents, legal representatives, teach-
ers, clients, or the media, those responsible
for testing programs should provide appro-
priate interpretations. The interpretations
should describe in simple language what the
test covers, what scores mean, the precision
of the scores, common misinterpretations of
test scores, and how scores will be used.

Comment: Test users should consult the inter-
pretive material prepared by the test developer
or publisher and should revise or supplement
the material as necessary to present the local and
individual results accurately and clearly. Score
precision might be depicted by error bands,
or likely score ranges, showing the standard
error of measurement.

Standard 5.11

When computer-prepared interpretations of
test response protocols are reported, the

sources, rationale, and empirical basis for
these interpretations should be available,
and their limitations should be described.

Comment: Whereas computer-prepared inter-
pretations may be based on expert judgment,
the interpretations are of necessity based
on accumulated experience and may not be
able to take into consideration the context of
the individual’s circumstances. Computer-
prepared interpretations should be used with
care in diagnostic settings, because they
may not take into account other information
about the individual test taker, such as age,
gender, education, prior employment, and
medical history, that provide context for
test results.

Standard 5.12

When group-level information is obtained
by aggregating the results of partial tests
taken by individuals, validity and reliability
should be reported for the level of aggrega-
tion at which results are reported. Scores
should not be reported for individuals unless
the validity, comparability, and reliability of

such scores have been established.

Comment: Large-scale assessments often
achieve efficiency by “matrix sampling” of
the content domain by asking different test
takers different questions. The testing then
requires less time from each test taker, while
the aggregation of individual results provides
for domain coverage that can be adequate
for meaningful group- or program-level
interpretations, such as schools, or grade
levels within a locality or particular subject-
matter areas. Because the individual receives
only an incomplete test, an individual score
would have limited meaning. If individual
scores are provided, comparisons between
scores obtained by different individuals are
based on responses to items that may cover
different material. Some degree of calibra-
tion among incomplete tests can sometimes
be made. Such calibration is essential to the
comparisons of individual scores.
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Standard 5.13

Transmission of individually identified test
scores to authorized individuals or institu-
tions should be done in a manner that pro-
tects the confidential nature of the scores.

Comment: Care is always needed when com-
municating the scores of identified test takers,
regardless of the form of communication.
Face-to-face communication, as well as tele-
phone and written communication present
well-known problems. Transmission by elec-
tronic media, including computer networks
and facsimile, presents modern challenges
to confidentiality.

Standard 5.14

When a material error is found in test scores
or other important information released by a
testing organization or other institution, a
corrected score report should be distributed
as soon as practicable to all known recipients
who might otherwise use the erroneous scores
as a basis for decision making. The corrected

report should be labeled as such.

Comment: A material error is one that could
change the interpretation of the test score.
Innocuous typographical errors would be
excluded. Timeliness is essential for decisions
that will be made soon after the test scores
are received.

Standard 5.15

When test data about a person are retained,
both the test protocol and any written
report should also be preserved in some
form. Test users should adhere to the poli-
cies and record-keeping practice of their
professional organizations.

Comment: The protocol may be needed to

respond to a possible challenge from a test
taker. The protocol would ordinarily be
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accompanied by testing materials and test
scores. Retention of more detailed records of
responses would depend on circumstances
and should be covered in a retention policy
(see the following standard). Record keeping
may be subject to legal and professional
requirements. Policy for the release of any test
information for other than research purposes
is discussed in chapter 8.

Standard 5.16

Organizations that maintain test scores on
individuals in data files or in an individual’s
records should develop a clear set of policy
guidelines on the duration of retention of an
individual’s records, and on the availability,
and use over time, of such data.

Comment: In some instances, test scores
become obsolete over time, no longer
reflecting the current state of the test taker.
Outdated scores should generally not be used
or made available, except for research purpos-
es. In other cases, test scores obtained in past
years can be useful as, for example, in longi-
tudinal assessment. The key issue is the valid
use of the information. Score retention and
disclosure may be subject to legal and profes-
sional requirements.



Background

The provision of supporting documents for
tests is the primary means by which test
developers, publishers, and distributors com-
municate with test users. These documents
are evaluated on the basis of their complete-
ness, accuracy, currency, and clarity and
should be available to qualified individuals as
appropriate. A test’s documentation typically
specifies the nature of the test; its intended
use; the processes involved in the test’s devel-
opment; technical information related to
scoring, interpretation, and evidence of valid-
ity and reliability; scaling and norming if
appropriate to the instrument; and guidelines
for test administration and interpretation.
The objective of the documentation is to pro-
vide test users with the information needed to
make sound judgments about the nature and
quality of the test, the resulting scores, and
the interpretations based on the test scores.
The information may be reported in docu-
ments such as test manuals, technical manu-
als, user’s guides, specimen sets, examination
kits, directions for test administrators and
scorers, or preview materials for test takers.
Test documentation is most effective if it
communicates information to multiple user
groups. To accommodate the breadth of
training of professionals who use tests, sepa-
rate documents or sections of documents may
be written for identifiable categories of users
such as practitioners, consulrants, administra-
tors, researchers, and educators. For example,
the test user who administers the tests and
interprets the results needs interpretive infor-
mation or guidelines. On the other hand,
those who are responsible for selecting tests
need to be able to judge the technical adequa-
cy of the test. Therefore, some combination
of technical manuals, user’s guides, test man-
uals, test supplements, examination kits, or

OGL

specimen scts ordinarily is published to pro-
vide a potential test user or test reviewer with
sufficient information to evaluate the appro-
priateness and technical adequacy of the test.
The types of information presented in these
documents typically include a description of
the intended test-taking population, stated
purpose of the test, test specifications, item
formats, scoring procedures, and the test
development process. Technical data, such as
psychometric indices of the items, reliability
and validity evidence, normative data, and
cut scores or configural rules including those
for computer-generated interpretations of test
scores also are summarized.

An essential feature of the documentation
for every test is a discussion of the known
appropriate and inappropriate uses and inter-
pretations of the test scores. The inclusion of
illustrations of score interpretations, as they
relate to the test developer’s intended applica-
tions, also will help users make accurate infer-
ences on the basis of the test scores. When
possible, illustrations of improper test uses and
inappropriate test score interpretations will
help guard against the misuse of the test.

Test documents need to include enough
information to allow test users and reviewers
to determine the appropriateness of the test
for its intended purposes. References to other
materials that provide more details about
research by the publisher or independent
investigators should be cited and should be
readily obtainable by the test user or reviewer.
This supplemental material can be provided
in any of a variety of published or unpub-
lished forms; when demand is likely to be
low, it may be maintained in archival form,
including electronic storage. Test documenta-
tion is useful for all test instruments, includ-
ing those that are developed exclusively for
use within a single organization.
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In addition to technical documentation,
descriptive materials are needed in some set-
tings to inform examinees and other interested
parties about the nature and content of the
test. The amount and type of information
will depend on the particular test and appli-
cation. For example, in situations requiring
informed consent, information should be suf-
ficient to develop a reasoned judgment. Such
information should be phrased in nontechni-
cal language and should be as inclusive as is
consistent with the use of the test scores. The
materials may include a general description
and rationale for the test; sample items or
complete sample tests; and information about
conditions of test administration, confiden-
tiality, and retention of test results. For some
applications, however, the true nature and
purpose of a test are purposely hidden or dis-
guised to prevent faking or response bias. In
these instances, examinees may be motivated
to reveal more or less of the characteristics
intended to be assessed. Under these circum-
stances, hiding or disguising the true nature
or purpose of the test is acceptable provided
this action is consistent with legal principles
and ethical standards.

This chapter provides general standards
for the preparation and publication of test
documentation. The other chapters contain
specific standards that will be useful to test
developers, publishers, and distributors in the
preparation of materials to be included in a
test’s documentation.
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Standard 6.1

Test documents (e.g., test manuals, technical
manuals, user’s guides, and supplemental
material) should be made available to prospec-
tive test users and other qualified persons at
the time a test is published or released for use.

Comment: The test developer or publisher

should judge carefully which information

should be included in first editions of the test
manual, technical manual, or user’s guides
and which information can be provided in
supplements. For low-volume, unpublished
tests, the documentation may be relatively brief.
When the developer is also the user, docu-
mentation and summaries are still necessary.

Standard 6.2

Test documents should be complete, accu-
rate, and clearly written so that the intended
reader can readily understand the content.

Comment: Test documents should provide
sufficient detail to permit reviewers and
researchers to judge or replicate important
analyses published in the test manual. For
example, reporting correlation matrices in
the test document may allow the test user
to judge the data upon which decisions and
conclusions were based, or describing in
detail the sample and the nature of any factor
analyses that were conducted will allow the
test user to replicate reported studies.

Standard 6.3

The rationale for the test, recommended
uses of the test, support for such uses, and
information that assists in score interpreta-
tion should be documented. Where particu-
lar misuses of a test can be reasonably
anticipated, cautions against such misuses

should be specified.

Comment: Test publishers make every effort
to caution test users against known misuses of
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tests. However, test publishers are not required
to anticipate all possible misuses of a test. If
publishers do know of persistent test misuse
by a test user, extraordinary educational
efforts may be appropriate.

Standard 6.4

The population for whom the test is intended

and the test specifications should be docu-

mented. If applicable, the item pool and scale

development procedures should be described

in the relevant test manuals. If normative data
are provided, the norming population should
be described in terms of relevant demographic
variables, and the year(s) in which the data

were collected should be reported.

Comment: Known limitations of a test for cer-
tain populations also should be clearly delin-
eated in the test documents. In addition, if
the test is available in more than one language,
test documents should provide information

on the translation or adaptation procedures,
on the demographics of each norming sample,
and on score interpretation issues for each lan-
guage into which the test has been translated.

Standard 6.5

When statistical descriptions and analyses
that provide evidence of the reliability of
scores and the validity of their recommended
interpretations are available, the information
should be included in the test’s documenta-
tion. When relevant for test interpretation,
test documents ordinarily should include
item level information, cut scores and con-
figural rules, information about raw scores
and derived scores, normative data, the stan-
dard errors of measurement, and a descrip-
tion of the procedures used to equate
multiple forms.

Standard 6.6

When a test relates to a course of training or
study, a curriculum, a textbook, or packaged

instruction, the documentation should include
an identification and description of the course
or instructional materials and should indicate
the year in which these materials were prepared.

Standard 6.7

Test documents should specify qualifications
that are required to administer a test and to
interpret the test scores accurately.

Comment: Statements of user qualifications
need to specify the training, certification,
competencies, or experience needed to have
access to a test.

Standard 6.8

If a test is designed to be scored or interpre-
ted by test takers, the publisher and test
developer should provide evidence that the
test can be accurately scored or interpreted
by the test takers. Tests that are designed to
be scored and interpreted by the test taker
should be accompanied by interpretive
materials that assist the individual in under-
standing the test scores and that are written
in language that the test taker can understand.

Standard 6.9

Test documents should cite a representative
set of the available studies pertaining to gen-
eral and specific uses of the test.

Comment: Summaries of cited studies—exclud-
ing published works, dissertations, or propri-
etary documents—should be made available

on request to test users and researchers by the
publisher.

Standard 6.10

Interpretive materials for tests, that include
case studies, should provide examples illus-
trating the diversity of prospective test takers.

Comment: For some instruments, the presen-
tation of case studies that are intended to
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assist the user in the interpretation of the test
scores and profiles also will be appropriate for
inclusion in the test documentation. For
example, case studies might cite as appropri-
ate examples of women and men of different
ages; individuals differing in sexual orienta-
tion; persons representing various ethnic, cul-
wral, or racial groups; and individuals with
special needs. The inclusion of examples illus-
trating the diversity of prospective test takers
is not intended to promote interpretation of
test scores in a manner inconsistent with legal
requirements that may restrict certain practices
in some contexts, such as employee selection.

Standard 6.11

If a test is designed so that more than one
method can be used for administration or
for recording responses—such as marking
responses in a test booklet, on a separate
answer sheet, or on a computer keyboard—
then the manual should clearly document the
extent to which scores arising from these
methods are interchangeable. If the results
are not interchangeable, this fact should be
reported, and guidance should be given for
the interpretation of scores obtained under
the various conditions or methods of
administration.

Standard 6.12

Publishers and scoring services that offer

computer-generated interpretations of test
scores should provide a summary of the evi-
dence supporting the interpretations given.

Comment: The test user should be informed
of any cut scores or configural rules necessary
for understanding computer-generated score
interpretations. A description of both the sam-
ples used to derive cut scores or configural rules
and the methods used to derive the cut scores
should be provided. When proprietary inter-
ests result in the withholding of cut scores or
configural rules, the owners of the intellectual
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property are responsible for documenting evi-
dence in support of the validity of computer-
generated score interpretations. Such evidence
might be provided, for example, by reporting
the finding of an independent review of the
algorithms by qualified professionals.

Standard 6.13

When substantial changes are made to a
test, the test’s documentation should be
amended, supplemented, or revised to keep
information for users current and to provide
useful additional information or cautions.

Standard 6.14

Every test form and supporting document
should carry a copyright date or publication
date.

Comment: During the operational life of a test,
new or revised test forms may be published,
and manuals and other materials may be
added or revised. Users and potential users
are entitled to know the publication dates of
various documents that include test norms.
Communication among researchers is ham-
pered when the particular test documents
used in experimental studies are ambiguously
referenced in research reports.

Standard 6.15

Test developers, publishers, and distributors
should provide general information for test
users and researchers who may be required
to determine the appropriateness of an
intended test use in a specific context. When
a particular test use cannot be justified, the
response to an inquiry from a prospective test
user should indicate this fact clearly. General
information also should be provided for test
takers and legal guardians who must provide
consent prior to a test’s administration.



i Testing







Background

This chapter addresses overriding issues of
fairness in testing. It is intended both to
emphasize the importance of fairness in all
aspects of testing and assessment and to serve
as a context for the technical standards. Later
chapters address in greater detail some fairness
issues involving the responsibilities of test
users, the rights and responsibilities of test
takers, the testing of individuals of diverse lin-
guistic backgrounds, and the testing of those
with disabilities. Chapters 12 through 15 also
address some fairness issues specific to psycho-
logical, educational, employment and creden-
tialing, and program evaluation applications
of testing and assessment.

Concern for fairness in testing is perva-
sive, and the treatment accorded the topic
here cannot do justice to the complex issues
involved. A full consideration of fairness
would explore the many functions of testing
in relation to its many goals, including the
broad goal of achieving equality of opportu-
nity in our society. It would consider the
technical properties of tests, the ways test
results are reported, and the factors that are
validly or erroneously thought to account
for patterns of test performance for groups
and individuals. A comprehensive analysis
would also examine the regulations, statutes,
and case law that govern test use and the
remedies for harmful practices. The Standards
cannot hope to deal adequately with all these
broad issues, some of which have occasioned
sharp disagreement among specialists and
other thoughtful observers. Rather, the focus
of the Standards is on those aspects of tests,
testing, and test use that are the customary
responsibilities of those who make, use,
and interpret tests, and that are character-
ized by some measure of professional and
technical consensus.

Absolute fairness to every examinee is
impossible to attain, if for no other reasons
than the facts that tests have imperfect relia-
bility and that validity in any particular con-
text is a matter of degree. But neither is any
alternative selection or evaluation mechanism
perfectly fair. Properly designed and used,
tests can and do further societal goals of fair-
ness and equality of opportunity. Serious
technical deficiencies in test design, use, or
interpretation should, of course, be addressed,
but the fairness of testing in any given con-
text must be judged relative to that of feasible
test and nontest alternatives. It is general
practice that large-scale tests are subjected to
careful review and empirical checks to mini-
mize bias. The amount of explicit attention to
fairness in the design of well-made tests com-
pares favorably to that of many alternative
selection or evaluation methods.

It is also crucial to bear in mind that test
settings are interpersonal. The interaction of
examiner with examinee should be profes-
sional, courteous, caring, and respectful. In
most testing situations, the roles of examiner
and examinee are sharply unequal in status. A
professional’s inferences and reports from test
findings may markedly impact the life of the
person who is examined. Attention to these
aspects of test use and interpretation is no less
important than more technical concerns.

As is emphasized in professional educa-
tion and training, users of tests should be
alert to the possibility that human issues
involving examiner and examinee may some-
times affect test fairness. Attention to inter-
personal issues is always important, perhaps
especially so when examinees have a disability
or differ from the examiner in ethnic, racial,
or religious background; in gender or sexual
orientation; in socioeconomic status; in age;
or in other respects that may affect the exam-
inee-examiner interaction.
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The term fasrness is used in many differenc ways
and has no single technical meaning. It is pos-
sible that two individuals may endorse fairness
in testing as a desirable social goal, yet reach
quite different conclusions about the fairness
of a given testing program. Outlined below are
four principal ways in which the term fairness
is used. It should be noted, however, that
many additional interpretations may be found
in the technical and popular literature.

The first two characterizations presented
here relate fairness to absence of bias and to
equitable treatment of all examinees in the
testing process. There is broad consensus that
tests should be free from bias (as defined
below) and thar all examinees should be treat-
ed fairly in the testing process itself (e.g.,
afforded the same or comparable procedures in
testing, test scoring, and use of scores). The
third characterization of test fairness addresses
the equality of testing outcomes for examinee
subgroups defined by race, ethnicity, gender,
disability, or other characteristics. The idea that
fairness requires equality in overall passing
rates for different groups has been almost
entirely repudiated in the professional testing
literature. A more widely accepted view would
hold that examinees of equal standing with
respect to the construct the test is intended to
measure should on average earn the same test
score, irrespective of group membership.
Unfortunarely, because examinees’ levels of
the construct are measured imperfectly, this
requirement is rarely amenable to direct exami-
nation. The fourth definition of fairness relates
to equity in opportunity to learn the material
covered in an achievement test. There would
be general agreement that adequate opportuni-
ty to learn is clearly relevant to some uses and
interpretations of achievement tests and clearly
irrelevant to others, although disagreement might
arise as to the relevance of opportunity to learn
to test fairness in some specific situations.
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Fairness As Lack oF Bias

Bias is used here as a technical term. It is
said to arise when deficiencies in a test itself
or the manner in which it is used result in
different meanings for scores earned by mem-
bers of different identifiable subgroups. When
evidence of such deficiencies is found at the
Jevel of item response patterns for members
of different groups, the terms izem bias or dif-
ferential item functioning (DIF) are often used.
When evidence is found by comparing the
patterns of association for different groups
between test scores and other variables, the
term predictive bias may be used. The concept
of bias and techniques for its detection are
discussed below and are also discussed in
other chapters of the Standards. There is
general consensus that consideration of bias
is critical to sound testing practice.

FaiRNESS AS EQUITABLE TREATMENT IN THE TESTING
PRrOCESS

There is consensus that just treatment
throughout the testing process is a necessary
condition for test fairness. There is also con-
sensus that fair treatment of all examinees
requires consideration not only of a test itself,
but also the context and purpose of testing
and the manner in which test scores are used.
A well-designed test is not intrinsically fair or
unfair, but the use of the test in a particular
circumstance or with particular examinees
may be fair or unfair. Unfairness can have
individual and collective consequences.

Regardless of the purpose of testing, fair-
ness requires that all examinees be given a
comparable opportunity to demonstrate
their standing on the construct(s) the test is
intended to measure. Just treatment also
includes such factors as appropriate testing
conditions and equal opportunity to become
familiar with the test format, practice materi-
als, and so forth. In situations where individ-
ual or group test results are reported, just
treatment also implies that such reporting
should be accurate and fully informative.



PART Il / FAIRNESS IN TESTING AND TEST USE

Fairness also requires that all examinees
be afforded appropriate testing conditions.
Careful standardization of tests and admin-
istration conditions generally helps to assure
that examinees have comparable opportuni-
ty to demonstrate the abilities or attributes
to be measured. In some cases, however,
aspects of the testing process that pose no
particular challenge for most examinees may
prevent specific groups or individuals from
accurately demonstrating their standing
with respect to the construct of interest
(e.g., due to disability or language back-
ground). In some instances, greater compa-
rability may sometimes be attained if
standardized procedures are modified. There
are contexts in which some such modifica-
tions are forbidden by law and other con-
texts in which some such modifications are
required by law. In all cases, standardized
procedures should be followed for all exam-
inees unless explicit, documented accommo-
dations have been made.

Ideally, examinees would also be afford-
ed equal opportunity to prepare for a test.
Examinees should in any case be afforded
equal access to materials provided by the
testing organization and sponsor which
describe the test content and purpose and
offer specific familiarization and preparation
for test taking. In addition to assuring equi-
ty in access to accepted resources for test
preparation, this principle covers test securi-
ty for nondisclosed tests. If some examinees
were to have prior access to the contents of
a secure test, for example, basing decisions
upon the relative performance of different
examinees would be unfair to others who
did not have such access. On tests that have
important individual consequences, all exam-
inees should have a meaningful opportunity
to provide input to relevant decision makers
if procedural irregularities in testing are
alleged, if the validity of the individual’s
score is challenged or may not be reported,
or if similar special circumstances arise.

Finally, the conception of fairness as
equitable treatment in the testing process
extends to the reporting of individual and
group test results. Individual test score infor-
mation is entitled to confidential treatment in
most circumstances. Confidentiality should
be respected; scores should be disclosed only
as appropriate. When test scores are reported,
either for groups or individuals, score reports
should be accurate and informative. It may
be especially important when reporting
results to nonprofessional audiences to use
appropriate language and wording and to
try to design reports to reduce the likelihood
of inappropriate interpretations. When group
achievement differences are reported, for
example, including additional information to
help the intended audience understand con-
founding factors such as unequal educational
opportunity may help to reduce misinterpre-
tation of test results and increase the likeli-
hood that tests will be used wisely.

FaRNESS AS EQuALITY IN QuTcOMES OF TESTING

The idea that fairness requires overall
passing rates to be comparable across groups
is not generally accepted in the professional
literature. Most testing professionals would
probably agree that while group differences in
testing outcomes should in many cases trigger
heightened scrutiny for possible sources of
test bias, outcome differences across groups
do not in themselves indicate that a testing
application is biased or unfair. It might be
argued that when tests are used for selection,
persons who all would perform equally well
on the criterion measure if selected should
have an equal chance of being chosen regard-
less of group membership. Unfortunately,
there is rarely any direct procedure for deter-
mining whether this ideal has been met.
Moreover, if score distributions differ from
one group to another, it is generally impossi-
ble to satisfy this ideal using any test that has
a less than perfect correlation with the criteri-
on measure.
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Many testing professionals would agree
that if a test is free of bias and examinees
have received fair treatment in the testing
process, then the conditions of fairness have
been met. That is, given evidence of the
validity of intended test uses and interpreta-
tions, including evidence of lack of bias and
attention to issues of fair treatment, fairness
has been established regardless of group-level
outcomes. This view need not imply that
unequal testing outcomes should be ignored
altogether. They may be important in gener-
ating new hypotheses about bias and fair
treatment. But in this view, unequal out-
comes at the group level have no direct bear-
ing on questions of test fairness. There may
be legal requirements to investigate certain
differences in outcomes of testing among sub-
groups. Those requirements further may pro-
vide that, other things being equal, a testing
alternative that minimizes outcome differ-
ences across relevant subgroups should be
used. The standards in this chapter are
intended to be applied in a manner consistent
with legal and regulatory standards.

FaIRNESS AS OPPORTUNITY TO LEARN

This final conception of fairness arises in
connection with educational achievement test-
ing. In many contexts, achievement tests are
intended to assess what a test taker knows or
can do as a result of formal instruction. When
some test takers have not had the opportunity
to learn the subject matter covered by the test
content, they are likely to get low scores. The
test score may accurately reflect what the test
taker knows and can do, but low scores may
have resulted in part from not having had the
opportunity to learn the material tested as well
as from having had the opportunity and having
failed to learn. When test takers have not had
the opportunity to learn the material tested, the
policy of using their test scores as a basis for
withholding a high school diploma, for exam-
ple, is viewed as unfair. This issue is further dis-
cussed in chapter 13, on educational testing.

76

FAIRNESS IN TESTING AND TEST USE / PART Il

At Jeast three important difficulties arise
with this conception of fairness. First, the
definition of opportunity to learn is difficult in
practice, especially at the level of individuals.
Opportunity is a matter of degree. Moreover,
the measurement of some important learning
outcomes may require students to work with
material they have not seen before. Second,
even if it is possible to document the topics
included in the curriculum for a group of stu-
dents, specific content coverage for any one
student may be impossible to determine.
Finally, there is a well-founded desire to
assure that credentials attest to certain profi-
ciencies or capabilities. Granting a diploma to
a low-scoring examinee on the grounds that
the student had insufficient opportunity to
learn the material tested means certificating
someone who has not attained the degree of
proficiency the diploma is intended to signify.

[t should be noted that opportunity to
learn ordinarily plays no role in determining
the fairness of tests used for employment and
credentialing, which are covered in chapter
14, nor of admissions testing. In those cir-
cumstances, it is deemed fair that the test
should cover the full range of requisite
knowledge and skills. However, there are situ-
ations in which the agency that determines
the contents of a test used for employment or
credentialing also sets the curriculum that
must be followed in preparing to take the
test. In such cases, it is the responsibility of
that agency to assure that what is to be tested
is fully included in the specification of what
is to be taught.

Bias Associated With Test Content
and Response Processes

The term bias in tests and testing refers to
construct-irrelevant components that result
in systematically lower or higher scores for
identifiable groups of examinees. Such con-
struct-irrelevant score components may be
introduced due to inappropriate sampling of
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test content or lack of clarity in test instruc-
tions. They may also arise if scoring criteria
fail to credit fully some correct problem
approaches or solutions that are more typi-
cal of one group than another. Evidence of
these potential sources of bias may be
sought in the content of the tests, in com-
parisons of the internal structure of test
responses for different groups, and in com-
parisons of the relationships of test scores
to other measures, although none of these
types of evidence is unequivocal.

ConTenT-RELATED SOURCES OF TEST Bias

Bias due to inappropriate selection of
test content may sometimes be detected by
inspection of the test itself. In some testing
contexts, it is common for test developers to
engage an independent panel of diverse
experts to review test content for language
that might be interpreted differently by mem-
bers of different groups and for material that
might be offensive or emotionally disturbing
to some test takers. For performance assess-
ments, panels are often engaged to review
the scoring rubric as well. A test intended to
measure verbal analogical reasoning, for
example, should include words in general use,
not words and expressions associated with
particular disciplines, occupations, ethnic
groups, or locations. Where material likely
to be differentially interesting or relevant to
some examinees is included, it may be bal-
anced by material that may be of particular
interest to the remaining examinees.

In educational achievement testing,
alignment with curriculum may bear on ques-
tions of content-related test bias. One may
ask how well a test represents some content
domain and also whether that domain is
appropriate given intended score interpreta-
tions. A test of 19th-century United States
history might give considerable emphasis to
the War of 1812, the Mexican War, the Civil
War, and the Spanish American War. If some
state’s curriculum framework dealt relatively

lightly with these wars, devoting more atten-
tion instead, say, to social and industrial
developments, then that state’s test takers

might be relatively disadvantaged.

Bias may also result from a lack of clarity
in test instructions or from scoring rubrics
that credit responses more typical of one
group than another. For example, cognitive
ability tests often require test takers to classify
objects according to an unspecified rule. If a
given task credits classification on the basis of
the stimulus objects’ functions, but an identi-
fiable subgroup of examinees tends to classify
the objects on the basis of their physical
appearance, faulty test interpretations are
likely. Similarly, if the scoring rubric for a
constructed response item reserves the highest
score level for those examinees who in fact
provide more information or elaboration than
was actually requested, then less test-wise
examinees who simply follow instructions will
earn lower scores. In this case, testwiseness
becomes a construct-irrelevant component
of test scores.

Judgmental methods for the review of
tests and test items are often supplemented by
statistical procedures for identifying items on
tests that function differently across identifi-
able subgroups of examinees. Differential
item functioning (DIF) is said to exist when
examinees of equal ability differ on average,
according to their group membership, in their
responses to a particular item. If examinees
from each group are divided into subgroups
according to the tested ability and subgroups
at the same ability level have unequal proba-
bilities of answering a given item correctly,
then there is evidence that that item may not
be functioning as intended. It may be meas-
uring something different from the remainder
of the test or it may be measuring with differ-
ent levels of precision for different subgroups
of examinees. Such an item may offer a valid
measurement of some narrow element of the
intended construct, or it may tap some con-
struct-irrelevant component that advantages
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or disadvantages members of one group.

Although DIF procedures may hold some

promise for improving test quality, there has
been little progress in identifying the causes
or substantive themes that characterize items

exhibiting DIE That is, once items on a test
have been statistically identified as function-
ing differently from one examinee group to

another, it has been difficult to specify the
reasons for the differential performance or
to identify a common deficiency among the

identified items.

ResponsE-RELATED SouRces oF TesT Blas

In some cases, construct-irrelevant score
components may arise because test items elic-
it varieties of responses other than those
intended or can be solved in ways that were
not intended. For example, clients responding
to a diagnostic inventory may attempt to pro-
vide the answers they think the test adminis-
trator expects as opposed to the answers that
best describe themselves. To the extent that
such response acquiescence is more typical
of some groups than others, bias may result.
Bias may also be associated with test response
formats that pose particular difficulties for
one group or another. For example, test per-
formance may rely on some capability (e.g.,
English language proficiency or fine-motor
coordination) that is irrelevant to the intent
of the measurement but nonetheless poses
impediments for some examinees. A test of
quantitative reasoning that makes inappropri-
ately heavy demands on verbal ability would
probably be biased against examinees whose
first language is other than that of the test.

In addition to content reviews and DIF
analyses, evidence of bias related to response
processes may be provided by comparisons of
the internal structure of the test responses for
different groups of examinees. If an analysis
of the factors or dimensions underlying test
performance reveals different internal struc-
tures for different groups, it may be that dif-
ferent constructs are being measured or it
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may simply be that groups differ in their vari-
ability with respect to the same underlying
dimensions. When there is evidence that
tests, including personality tests, measure dif-
ferent constructs in different gender, racial, or
cultural groups, it is important to determine
that the internal structure of the test supports
inferences made for clients from these distinct
subgroups of the client population. In situa-
tions where internal test structure varies
markedly across ethnically diverse cultures, it
may be inappropriate to make direct compar-
isons of scores of members of these different
cultural groups.

Bias may also be indicated by partterns
of association between test scores and other
variables. Perhaps the most familiar form
such evidence may take is a difference across
groups in the regression equations relating
selection test performance to criterion per-
formance. This case is discussed at greater
length in the following section. However,
evidence of bias based on relations to other
variables may also rake many other forms.
The relationship between two tests of the
same cognitive ability might be found to dif-
fer from one group to another, for example.
Such a difference might indicate bias in one
or both tests. As another instance, a higher
than expected association between reading
and mathematics achievement test scores
among students who might well have limit-
ed English proficiency could trigger an
investigation to determine whether language
proficiency was influencing some examinees’
mathematics scores. Patterns of score aver-
ages or other distributional summaries might
also point to potential sources of test bias. If
males outperformed females on one measure
of academic performance and, in the same
population, females outperformed males on
another, it would follow that the two meas-
ures could not both be linearly related to the
identical underlying construct. Note, howev-
er, that if the tested populations differed, if
the content domains sampled differed, or if
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the constructs tested otherwise differed due
to varying motivational contexts or other
effects, two reliable tests, each valid for its
intended purpose, might show such a pat-
tern. Association need not imply any direct
or causal linkage, and alternative explana-
tions for patterns of association should
usually be considered. In some cases, a test-
criterion correlation may arise because the
test and criterion both depend on the same
construct-irrelevant ability. If identifiable
subgroups differ with respect to that extra-
neous ability, then bias may result.

Fairness in Selection and
Prediction

When tests are used for selection and predic-
tion, evidence of bias or lack of bias is gener-
ally sought in the relationships between test
and criterion scores for the respective groups.
Under one broadly accepted definition, no
bias exists if the regression equations relating
the test and the criterion are indistinguishable
for the groups in question. (Some formula-
tions may hold that not only regression slopes
and intercepts but also standard errors of
estimate must be equal.) If test-criterion
relationships differ, different decision rules
may be followed depending on the group
to which the person belongs.

If ficting a common prediction equation
for all groups combined suggests that the cri-
terion performance of persons in any one
group is systematically overpredicted or
underpredicted, and if bias in the criterion
measure has been set aside as a possible
explanation, one possibility is to generate a
separate prediction formula for each group.
Another possibility is to seck predictor vari-
ables that may be used in lieu of or in addi-
tion to the initial predictor score to reduce
differential prediction without reducing over-
all predictive accuracy. If separate regression
equations are employed, the effect of their
use on the distribution of predicted criterion

scores for the different groups should be
examined. Note that in the United States, the
use of different selection rules for identifiable
subgroups of examinees is legally proscribed
in some contexts. There may, however, be
legal requirements to consider alternative
selection procedures in some such situations.

There is often tension between the per-
spective that equates fairness with lack of
bias, in the technical sense, and the perspec-
tive that focuses on testing outcomes. A test
that is valid for its intended purpose might be
considered fair if a given test score predicts
the same performance level for members of
all groups. It might nonetheless be regarded
by some as unfair, however, if average test
scores differ across groups. This is because a
given selection score and criterion threshold
will often result in proportionately more false
negative decisions in groups with lower mean
test scores. In other words, a lower-scoring
group will usually have a higher proportion
of examinees who are rejected on the basis
of their test scores even though they would
have performed successfully if they had been
selected. This seeming paradox is a statistical
consequence of the imperfect correlation
between test and criterion. It does not occur
because of any other property of the test and
has no direct relationship to group demo-
graphics. It is a purely statistical phenomenon
that occurs as a function of lower test scores,
regardless of group membership. For exam-
ple, it usually occurs when the top and bot-
tom test score halves of the majority group
are compared. The fairness of a test or
another predictor should be evaluated rela-
tive to that of nontest alternatives that
might be used instead.

Group Qutcome DiFFereNces DUE To CHoICE OF
PREDICTORS

Success in virtually all real-world
endeavors requires multiple skills and abili-
ties, which may interact in complex ways.
Testing programs typically address only a
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subset of these. Some skills and abilities are
excluded because they are assessed in other
components of the selection process (e.g.,
completion of course work or an interview);
others may be excluded because reliable and
valid measurement is economically, logisti-
cally, or administratively infeasible. Success
in college, for example, requires persever-
ance, motivation, good study habits, and a
host of other factors in addition to verbal
and quantitative reasoning ability. Even if
each of the criteria employed in a selection
process is demonstrably valid and appropri-
ate for that purpose, issues of fairness may
arise in the choice of which factors are
measured. If identifiable groups differ in
their average levels of measured versus
unmeasured job-relevant characteristics,
then fairness becomes a concern at the
group level as well as the individual level.

Can Consensus Be Achieved?

It is unlikely that consensus in society at
large or within the measurement communi-
ty is imminent on all matters of fairness in
the use of tests. As noted earlier, fairness is
defined in a variety of ways and is not
exclusively addressed in technical terms; it is
subject to different definitions and interpre-
tations in different social and political cir-
cumstances. According to one view, the
conscientious application of an unbiased
test in any given situation is fair, regardless
of the consequences for individuals or
groups. Others would argue that fairness
requires more than satisfying certain techni-
cal requirements. It bears repeating that
while the Standards will provide more spe-
cific guidance on marters of technical ade-
quacy, matters of values and public policy
are crucial to responsible test use.
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Standard 7.1

When credible research reports that test
scores differ in meaning across examinee
subgroups for the type of test in question,
then to the extent feasible, the same forms
of validity evidence collected for the exam-
inee population as a whole should also be
collected for each relevant subgroup.
Subgroups may be found to differ with
respect to appropriateness of test content,
internal structure of test responses, the
relation of test scores to other variables, or
the response processes employed by indi-
vidual examinees. Any such findings should
receive due consideration in the interpreta-
tion and use of scores as well as in subse-
quent test revisions.

Comment: Scores differ in meaning across
subgroups when the same score produces
systematically different inferences about
examinees who are members of different
subgroups. In those circumstances where
credible research reports differences in score
meaning for particular subgroups for the type
of test in question, this standard calls for
separate, parallel analyses of data for members
of those subgroups, sample sizes permitting.
Relevant examinee subgroups may be defined
by race or ethnicity, culture, language, gender,
disability; age, socioeconomic status, or other
classifications. Not all forms of evidence can
be examined separately for members of all
such groups. The validity argument may rely
on existing research literature, for example,
and such literature may not be available for
some populations. For some kinds of evi-
dence, some separate subgroup analyses may
not be feasible due to the limited number
of cases available. Data may sometimes be
accumulated so that these analyses can be
performed after the test has been in use for a
period of time. This standard is not satisfied
by assuring that such groups are represented
within larger, pooled samples, although this



PART Ii / FAIRNESS IN TESTING AND TEST USE

may also be important. In giving “due con-
sideration in the interpretation and use of
scores,” pursuant to this standard, test users
should be mindful of legal restrictions that

may prohibit or limit within-group scoring
and other practices.

Standard 7.2

When credible research reports differences
in the effects of construct-irrelevant variance
across subgroups of test takers on perform-
ance on some part of the test, the test
should be used if at all only for those
subgroups for which evidence indicates
that valid inferences can be drawn from
test scores.

Comment: An obvious reason why a test
may not measure the same CONSTUCts across
subgroups is that different components come
into play from one subgroup to another.
Alternatively, an irrelevant component may
have a more significant effect on the perform-
ance of examinees in one subgroup than in
another. Such intrusive elements are rarely
entirely absent for any subgroup but are sel-
dom present to any great extent. The decision
whether or not to use a test with any given
examinee subgroup necessarily involves a
careful analysis of the validity evidence for
different subgroups, as called for in Standard
7.1, and the exercise of thoughtful profession-
al judgment regarding the significance of the
irrelevant components.

A conclusion that a test is not appro-
priate for a particular subgroup requires
an alternative course of action. This may
involve a search for a test that can be used
for all groups or, in circumstances where it
is feasible to use different construct-equiva-
lent tests for different groups, for an alter-
native test for use in the subgroup for
which the intended construct is not well
measured by the current test. In some cases
multiple tests may be used in combination,

and a composite that permits valid infer-
ences across subgroups may be identified.
In some circumstances, such as employment
testing, there may be legal or other con-
straints on the use of different tests for
different subgroups.

It is acknowledged that there are
occasions where examinees may request or
demand to take a version of the test other
than that deemed most appropriate by the
developer or user. An individual with a
disability may decline an alternate form
and request the standard form. Acceding
to this request, after ensuring that the
examinee is fully informed about the test
and how it will be used, is not a violation
of this standard.

Standard 7.3

When credible research reports that differ-
ential item functioning exists across age,
gender, racial/ethnic, cultural, disability,
and/or linguistic groups in the population
of test takers in the content domain meas-
ured by the test, test developers should
conduct appropriate studies when feasible.
Such research should seek to detect and
eliminate aspects of test design, content,
and format that might bias test scores for
particular groups.

Comment: Differential item functioning
exists when examinees of equal ability
differ, on average, according to their group
membership in their responses to a particu-
Jar item. In some domains, existing research
may indicate that differential item function-
ing occurs infrequently and does not repli-
cate across samples. In others, research
evidence may indicate that differential item
funcrioning occurs reliably at meaningful
above-chance levels for some particular
groups; it is to such circumstances that the
standard applies. Alchough it may not be
possible prior to first release of a test to
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study the question of differential item
functioning for some such groups, contin-
ued operational use of a test may afford
opportunities to check for differential
item functioning.

Standard 7.4

Test developers should strive to identify
and eliminate language, symbols, words,
phrases, and content that are generally
regarded as offensive by members of racial,
ethnic, gender, or other groups, except
when judged to be necessary for adequate
representation of the domain.

Comment: Two issues are involved. The first
deals with the inadvertent use of language
that, unknown to the test developer, has a
different meaning or connotation in one
subgroup than in others. Test publishers
often conduct sensitivity reviews of all test
material to detect and remove sensitive
material from the test. The second deals
with settings in which sensitive material is
essential for validity. For example, history
tests may appropriately include material on
slavery or Nazis. Tests on subjects from the
life sciences may appropriately include
material on evolution. A test of under-
standing of an organization’s sexual harass-
ment policy may require employees to
evaluate examples of potentially offensive
behavior.

Standard 7.5

In testing applications involving individu-
alized interpretations of test scores other
than selection, a test taker’s score should
not be accepted as a reflection of standing
on the characteristic being assessed with-
out consideration of alternate explanations
for the test taker’s performance on that test
at that time.
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Comment: Many test manuals point out
variables that should be considered in inter-
preting test scores, such as clinically relevant
history, school record, vocational status, and
test-taker motivation. Influences associated
with variables such as socioeconomic status,
ethnicity, gender, cultural background, lan-
guage, or age may also be relevant. In addi-
tion, medication, visual impairments, or
other disabilities may affect a test taker’s
performance on, for example, a paper-and-
pencil test of mathemartics.

Standard 7.6
When empirical studies of differential pre-

diction of a criterion for members of dif-
ferent subgroups are conducted, they
should include regression equations (or
an appropriate equivalent) computed sepa-
rately for each group or treatment under
consideration or an analysis in which the
group or treatment variables are entered
as moderator variables,

Comment: Correlation coefficients provide
inadequate evidence for or against a differ-
ential prediction hypothesis if groups or
treacments are found not to be approxi-
mately equal with respect to both rest
and criterion means and variances.
Considerations of both regression slopes
and intercepts are needed. For example,
despite equal correlations across groups,
differences in intercepts may be found.

Standard 7.7

In testing applications where the level of
linguistic or reading ability is not part of
the construct of interest, the linguistic or
reading demands of the test should be kept
to the minimum necessary for the valid
assessment of the intended construct.
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Comment: When the intent is to assess ability
in mathematics or mechanical comprehen-
sion, for example, the test should not con-
tain unusual words or complicated syntactic
conventions unrelated to the mathematical
or mechanical skill being assessed.

Standard 7.8

When scores are disaggregated and pub-
licly reported for groups identified by
characteristics such as gender, ethnicity,
age, language proficiency, or disability,
cautionary statements should be included
whenever credible research reports that test
scores may not have comparable meaning
across these different groups.

Comment: Comparisons across groups are
only meaningful if scores have comparable
meaning across groups. The standard is
intended as applicable to settings where
scores are implicitly or explicitly presented as
comparable in score meaning across groups.

Standard 7.9

When tests or assessments are proposed
for use as instruments of social, education-
al, or public policy, the test developers or
users proposing the test should fully and
accurately inform policymakers of the
characteristics of the tests as well as any
relevant and credible information that may
be available concerning the likely conse-
quences of test use.

Standard 7.10

When the use of a test results in outcomes
that affect the life chances or educational
opportunities of examinees, evidence of
mean test score differences between rele-
vant subgroups of examinees should,

where feasible, be examined for subgroups
for which credible research reports mean
differences for similar tests. Where mean

differences are found, an investigation
should be undertaken to determine that
such differences are not attributable to a
source of construct underrepresentation
or construct-irrelevant variance. While
initially the responsibility of the test
developer, the test user bears responsibility
for uses with groups other than those

specified by the developer.

Comment: Examples of such test uses
include situations in which a test plays a
dominant role in a decision to grant or
withhold a high school diploma or to pro-
mote a student or retain a student in grade.
Such an investigation might include a
review of the cumulative research literature
or local studies, as appropriate. In some
domains, such as cognitive ability testing
in employment, a substantial relevant
research base may preclude the need for
local studies. In educational settings, as dis-
cussed in chapter 13, potential differences
in opportunity to learn may be relevant as
a possible source of mean differences.

Standard 7.11

When a construct can be measured in dif-
ferent ways that are approximately equal
in their degree of construct representation
and freedom from construct-irrelevant
variance, evidence of mean score differ-
ences across relevant subgroups of exam-
inees should be considered in deciding
which test to use.

Comment: Mean score differences, while
important, are but one factor influencing
the choice between one test and another.
Cost, testing time, test security, and logistic
issues (e.g., an application where very large
numbers of examinees must be screened in
a very short time) are among the issues also
entering into the professional judgment
about test use.
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Standard 7.12

The testing or assessment process should
be carried out so that test takers receive
comparable and equitable treatment dur-
ing all phases of the testing or assessment
process.

Comment: For example, should a person
administering a test or interpreting test
results recognize a personal bias for or
against an examinee, or for or against any
subgroup of which the examinee is a mem-
ber, the person could take a variety of steps
ranging from seeking a review of test inter-
pretations from a colleague to withdrawal
from the testing process.
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Background

This chapter addresses fairness issues unique
to the interests of the individual test taker.
Fair treatment of test takers is not only a mat-
ter of equity, but also promotes the validity
and reliability of the inferences made from
the test performance. The standards presented
in this chapter reflect widely accepted princi-
ples in the field of measurement. The stan-
dards address the responsibilities of test takers
with regard to test security, their access to test
results, and their rights when irregularities in
their testing are claimed. Other issues of fair-
ness are treated in other chapters: general
principles in chapter 7; the testing of linguis-
tic minorities in chapter 9; the testing of per-
sons with disabilities in chapter 10. General
considerations concerning reports of test
results are covered in chapter 5.

Test takers have the right to be assessed
with tests that meet current professional stan-
dards, including standards of technical quali-
ty, fairness, administration, and reporting of
results. Fair and equitable treatment of test
takers involves providing, in advance of test-
ing, information about the nature of the test,
the intended use of test scores, and the confi-
dentiality of the results. Test takers, or their
legal representatives when appropriate, need
enough information about the test and the
intended use of test results to reach a compe-
tent decision about participating in testing.
In some instances, formal informed consent
for testing is required by law or by other stan-
dards of professional practice, such as those
governing research on human subjects. The
greater the consequences to the test taker,
the greater the importance of ensuring that
the test taker is fully informed about the test
and voluntarily consents to participate,
except when testing without consent is per-
mitted by law. If a test is optional, the test

taker has the right to know the consequences
of taking or not taking the test. The test
taker has the right to acceptable opportuni-
ties for asking questions or expressing con-
cerns, and may expect timely responses to
legitimate questions.

Where consistent with the purposes
and nature of the assessment, general infor-
mation is usually provided about the test’s
content and purposes. Some programs, in
the interests of fairness, provide all test tak-
ers with helpful materials, such as study
guides, sample questions, or complete sam-
ple tests, when such information does not
jeopardize the validity of the results from
future rest administration. Advice may also
be provided about test-taking strategies,
including time management, and the advis-
ability of omitting an item response, when
it is permitted. Information is made known
about the availability of special accommoda-
tions for those who need them. The policy
on retesting may be stated, in case the test
taker feels that the present performance
does not appropriately reflect his/her best
performance.

As participants in the assessment, test
takers have respoasibilities as well as rights.
Their responsibilities include preparing them-
selves for the test, following the directions of
the test administrator, representing them-
selves honestly on the test, and informing
appropriate persons if they believe the test
results do not adequately reflect them. In
group testing situations, test takers are expect-
ed nort to interfere with the performance of
other test takers.

Test validity rests on the assumption
that a test taker has earned fairly a particu-
lar score or pass/fail decision. Any form of
cheating, or other behavior that reduces the
fairness and validity of a test, is irresponsi-
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ble, is unfair to other test takers and may
lead to sanctions. It is unfair for a test taker
to use aids that are prohibited. It is unfair
for a test taker to arrange for someone else
to take the test in his/her place. The test taker
is obligated to respect the copyrights of the
test publisher or sponsor on all test materials.
This means that the test taker will not repro-
duce the items without authorization nor
disseminate, in any form, material thar is
clearly analogous to the reproduction of the
items. Test takers, as well as test administra-
tors, have the responsibility not to compro-
mise security by divulging any details of the
test items to others nor may they request
such details from others. Failure to honor
these responsibilities may compromise the
validity of test score interpretations for
themselves and for others.

Sometimes, testing programs use special
scores, statistical indicators, and other
indirect information about irregularities in
testing to help ensure that the test scores
are obrained fairly. Unusual patterns of
responses, large changes in test scores upon
retesting, speed of responding, and similar
indicators may trigger careful scrutiny of
certain testing protocols. The details of
these procedures are generally kept secure
to avoid compromising their use. However,
test takers can be made aware that in special
circumstances, such as response or test score
anomalies, their test responses may get
special scrutiny. If evidence of impropriety
or fraud so warrants, the test taker’s score
may be canceled, or other action taken.

Because these Standards are directed
to test providers, and not to test takers,
standards about test-taker responsibilities
are phrased in terms of providing informa-
tion to test takers about their rights and
responsibilities. Providing this information
is the joint responsibility of the test devel-
oper, the test administrator, the test proctor,
if any, and the test user and may be appor-
tioned according to particular circumstances.
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Standard 8.1

Any information about test content and

purposes that is available to any test taker
prior to testing should be available to 4//

test takers. Important information should
be available free of charge and in accessi-
ble formats.

Comment: The intent of this standard is
equal treatment for all. Important informa-
tion would include that necessary for test-
ing, such as when and where the test is
given, what material should be brought,
the purpose of the test, and so forth. More
detailed information, such as practice mate-
rials, is sometimes offered for a fee. Such
offerings should be made to all test takers.

Standard 8.2

‘Where appropriate, test takers should be
provided, in advance, as much information
about the test, the testing process, the
intended test use, test scoring criteria,
testing policy, and confidentiality protec-
tion as is consistent with obtaining valid
responses.

Comment: Where appropriate, test takers
should be informed, possibly by a test bul-
letin or similar procedure, about test con-
tent, including subject area, topics covered,
and item formats. They should be informed
about the advisability of omitting responses.
They should be aware of any imposed time
limits, so that they can manage their time
appropriately. General advice should be
given about test-taking strategy. In computer
administrations, they should be told
about any provisions for review of items
they have previously answered or omitted.
Test takers should understand the intended
use of test scores and the confidentiality of
test results. They should be advised whether
they will have access to their results. They
should be informed about the policy con-
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cerning taking the test again and about
the possibility chat some test protocols
may receive special scrutiny for security
reasons. Test takers should be informed
about the consequences of misconduct or
improper behavior, such as cheating, that
could result in their being prohibited from
completing the test, receiving test scores,
or other sanctions.

Standard 8.3

When the test taker is offered a choice of
test format, information about the charac-
teristics of each format should be provided.

Comment: Test takers sometimes have to
choose between a paper-and-pencil admi-
nistration and a computzr- dministered
test, which may be ad-peive. >me resre
are offered in several different languages.
Sometimes an alternative assessment is
offered in lieu of the ordinary test. Test
takers need to know the characteristics of
each alternative so that they can make an
informed choice.

Standard 8.4

Informed consent should be obtained from
test takers, or their legal representatives
when appropriate, before testing is done
except (a) when testing without consent
is mandated by law or governmental regu-
lation, (b) when testing is conducted as

a regular part of school activities, or (c)
when consent is clearly implied.

Comment: Informed consent implies that
the test takers or representatives are made
aware, in language that they can under-
stand, of the reasons for testing, the type
of tests to be used, the intended use, and
the range of material consequences of
the intended use. If written, video, or
audio records are made of the testing ses-
sion, or other records are kept, test takers

are entitled to know what testing informa-
tion will be released and to whom. Consent
is not required when testing is legally man-
dared, such as a court-ordered psychological
assessment, but there may be legal require-
ments for providing information. When
testing is required for employment or for
educational admissions, applicants, by
applying, have implicitly given consent to
the testing. Nevertheless, test takers and/
or their legal representatives should be
given appropriate information about a test
when it is in their interest to be informed.
Young test takers should receive an explana-
tion of the reasons for testing. Even a child
as young as two or three, as well as older
test takers of limited cognitive ability, can
understand a simple explanation as to why
they are being tested (such as, “I'm going
to ask you to try to do some things so
that I can see what you know how to do
and what things you could use some more

help with”).

Standard 8.5

Test results identified by the names of
individual test takers, or by other perso-
nally identifying information, should be
released only to persons with a legitimate,
professional interest in the test taker or
who are covered by the informed consent
of the test taker or a legal representative,
unless otherwise required by law.

Comment: Scores of individuals identified
by name, or by some other means by which
a person can be readily identified, such as
social security number, should be kept con-
fidential. In some situations, information
may be provided on a confidential basis to
other practitioners with a legitimate interest
in the particular case, consistent with legal
and ethical considerations. Information
may be provided to researchers if a test
taker’s anonymity is maintained and the
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intended use is consistent with accepted
research practice and is not inconsistent
with the conditions of the test taker’s
informed consent.

Standard 8.6

Test data maintained in data files should
be adequately protected from improper
disclosure. Use of facsimile transmission,
computer networks, data banks, and other
electronic data processing or transmittal
systems should be restricted to situa-
tions in which confidentiality can be
reasonably assured.

Comment: When facsimile or computer
communication is used to transmit a test
protocol to another site for scoring, or if
scores are similarly transmitted, special pro-
visions should be made to keep the infor-
mation confidential. See Standard 5.13.

Standard 8.7

Test takers should be made aware that
having someone else take the test for
them, disclosing confidential test materi-
al, or any other form of cheating is inap-
propriate and that such behavior may
result in sanctions.

Comment: Although the standards cannot
regulate the behavior of test takers, test
takers should be made aware of their per-
sonal and legal responsibilities. Arranging
for someone else to impersonate the nom-
inal test taker constitutes fraud. Disclosure
of confidential testing material for the pur-
pose of giving other test takers pre-knowl-
edge is unfair and may constitute copyright
infringement. In licensure and certification
tests, such actions may compromise public
health and safety. The validity of test score
interpretations is compromised by inappro-
priate test disclosure.
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Standard 8.8

When score reporting includes assigning
individuals to categories, the categories

should be chosen carefully and described
precisely. The least stigmatizing labels,

consistent with accurate representation,
should always be assigned.

Comment: When labels are associated with
test results, care should be taken to be pre-
cise in the meanings associated with the
labels and to avoid unnecessarily stigmatiz-
ing consequences associated with a label.
For example, in an assessment designed to
aid in determining whether an individual is
competent to stand trial, the label “incom-
petent” is appropriate for individuals who
perform poorly on the assessment. However,
in a test of basic literacy skills, it is more
appropriate to use a label such as “not pro-
ficient” rather than “incompetent,” because
the latter term has a more global and
derogatory meaning.

Standard 8.9

When test scores are used to make deci-
sions about a test taker or to make recom-
mendations to a test taker or a third party,
the test taker or the legal representative is
entitled to obtain a copy of any report of
test scores or test interpretation, unless
that right has been waived or is prohibited
by law or court order.

Comment: In some cases a test taker may be
adequately informed when the test report is
given to an appropriate third party (treating
psychologist or psychiatrist) who can inter-
pret the findings to the test taker. In profes-
sional applications of individualized testing,
when the test taker is given a copy of the
test report, the examiner or a knowledgeable
third party should be available to interpret
it, even if it is clearly written, as the test
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taker may misunderstand or raise questions
not specifically answered in the report. In
employment testing situations, where test
results are used solely for the purpose of
aiding selection decisions, waivers of access
are often a condition of employment,
although access to test information may
often be appropriately required in other
circumstances.

Standard 8.10

In educational testing programs and in
licensing and certification applications,
when an individual score report is expected
to be delayed beyond a brief investigative
period, because of possible irregularities
such as suspected misconduct, the test
taker should be notified, the reason given,
and reasonable efforts made to expedite
review and to protect the interests of the
test taker. The test taker should be noti-
fied of the disposition, when the investi-
gation is closed.

Standard 8.11

In educational testing programs and in
licensing and certification applications,
when it is deemed necessary to cancel or
withhold a test taker’s score because of pos-
sible testing irregularities, including sus-
pected misconduct, the type of evidence
and procedures to be used to investigate
the irregularity should be explained to all
test takers whose scores are directly affected
by the decision. Test takers should be given
a timely opportunity to provide evidence
that the score should not be canceled or
withheld. Evidence considered in deciding
upon the final action should be made avail-
able to the test taker on request.

Comment: Any form of cheating or behavior
that reduces the validity and fairness of test
results should be investigated promptly, and

appropriate action taken. Wichholding or
canceling a test score may arise because of
suspected misconduct by the test taker, or
because of some anomaly involving others,
such as theft, or administrative mishap. An
avenue of appeal should be available and
made known to candidates whose scores
may be amended or withheld. Some testing
organizations offer the option of a prompt
and free retest or arbitration of disputes.

Standard 8.12

In educational testing programs and in
licensing and certification applications,
when testing irregularities are suspected,
reasonably available information bearing
directly on the assessment should be con-
sidered, consistent with the need to pro-
tect the privacy of test takers.

Comment: Unless allegations of misconduct
are made by associates of the test taker, the
information to be collected would ordinari-
ly be limited to that obrainable without
invading the privacy of the test taker or
his/her associates.

Standard 8.13

In educational testing programs and in
licensing and certification applications,
test takers are entitled to fair considera-
tion and reasonable process, as appropriate
to the particular circumstances, in resolv-
ing disputes about testing. Test takers are
entitled to be informed of any available
means of recourse.

Comment: When a test taker’s score may
be questioned and may be invalidated, or
when a test taker seeks a review or revision
of his/her score or some other aspect of the
testing, scoring, or reporting process, the

test taker is entitled to some orderly process
for effective input into or review of the

89



THE RIGHTS AND RESPONSIBILITIES OF TEST TAKERS / PART I}
[STANDARDS

decision making of the test administrator or
test user.’ Depending upon the magnitude of
the consequences associated with the test,
this can range from an internal review of all
relevant data by a test administrator, to an
informal conversation with an examinee, to
a full administrative hearing. The greater
the consequences, the greater the extent of
procedural protections that should be made
available. Test takers should also be made
aware of procedures for recourse, fees,
expected time for resolution, and any possi-
ble consequences for the test taker. Some
testing programs advise that the test taker
may be represented by an attorney, although
possibly at the test taker’s expense.
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Background

For all test takers, any test that employs lan-
guage is, in part, a measure of their language
skills. This is of particular concern for test
takers whose first language is not the lan-
guage of the test. Test use with individuals
who have not sufficiently acquired the lan-
guage of the test may introduce construct-
irrelevant components to the testing process.
In such instances, test results may not reflect
accurately the qualities and competencies
intended to be measured. In addition, lan-
guage differences are almost always associated
with concomitant cultural differences that need
to be taken into account when tests are used
with individuals whose dominant language
is different from that of the test. Whether
a certain dialect of a language should be
considered a different language cannot be
resolved here, although some aspects of
the present discussion are relevant to the
debate. In either case, special attention to
issues related to language and culture may
be needed when developing, administering,
scoring, and interpreting test scores and mak-
ing decisions based on test scores. Language
proficiency tests, if appropriately designed
and used, are an obvious exception to this
concern because they are intended to meas-
ure familiarity with the language of the test
as required in educational and other settings.
Individuals who are bilingual can vary
considerably in their ability to speak, write,
comprehend aurally, and read in each lan-
guage. These abilities are affected by the
social or functional situations of communica-
tion. Some people develop socially and cul-
turally acceprable ways of speaking that
combine two or more languages simultane-
ously. Other individuals familiar with two
languages may perform more slowly, less effi-
ciently, and at times less accurately on prob-

lem-solving tasks that are administered in
the less familiar language. Language domi-
nance is not necessarily an indicator of lan-
guage competence in taking a test, and some
accommodation may be necessary even when
administering the test in the more familiar
language. Therefore it is important to consid-
er language background in developing, select-
ing, and administering tests and in interpreting
test performance. Consequently, for example,
test norms based on native speakers of English
cither should not be used with individuals
whose first language is not English or such
individuals® test results should be interpreted
as reflecting in part current level of English
proficiency rather than ability, potential, apti-
tude or personality characteristics or sympto-
matology. In cases where a language-oriented
test is inappropriate due to the test takers’
limited proficiency in that language, a non-
verbal test may be a suitable alternative.

Where effective job performance requires
the ability to communicate in the language of
the test, persons who do not have adequate
proficiency in that language may perform poor-
ly on the test, on the job, or both. In that case,
the tests used for prediction of future job per-
formance appropriately would be administered
in the language of the job, as long as the lan-
guage level needed for the test did not exceed
the level needed to meet work requirements.
Test users should understand that poor test
performance, as well as poor job performance,
may result from poor language proficiency
rather than other deficiencies.

Many issues addressed in this chapter are
also relevant to testing individuals who have
unique linguistic characteristics due to dis-
abilities such as deafness and/or blindness.
For example, issues regarding test translation
and adaptation are applicable to American
Sign Language (ASL) versions of traditional
tests. It should be noted, however, that ASL is
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not only a different language but is also a
different mode of communication. Also, indi-
viduals with disabilities may require modifica-
tions in test administration procedures similar
to those required by non-native speakers. A
more specific discussion of testing individuals
with disabilities is provided in chapter 10.

Issues discussed in earlier chapters, in
particular chapters 1-5, including validity of
test score inferences, test reliability, and test
development and administration are germane
to this chapter. The present chapter extends
these discussions, emphasizing the impor-
tance of recognizing the possible impact of
language abilities and skills on test perform-
ance. There may be legal requirements relevant
to the testing of individuals with different lan-
guage backgrounds. The standards in this
chapter are intended to be applied in a manner
consistent with those requirements.

Test Translation, Adaptation, and
Modification

Testing test takers in their primary language
may be necessary in order to draw valid infer-
ences based on their test scores. Thus, language
modifications are often needed. Translating a
test to the primary language represents one
such modification. However, a number of
hazards need to be avoided when doing this
sort of translation. One cannot simply
assume that such a translation produces a ver-
sion of the test that is equivalent in content,
difficulty level, reliability, and validity to the
original untranslated version. Further, one
cannot assume that test takers’ relevant accul-
turation experiences are comparable across
the two versions. Also, many words have dif-
ferent frequency rates or difficulty levels in
various languages. Therefore, words in two
languages that appear to be close in meaning
may differ significantly in ways that seriously
impact the translated test for the intended
test use. Additionally, the test content of the
translated version may not be equivalent to

92

that of the original version. For example, a
test of reading skills in language A that is
translated to serve as a test of reading skills in
language B may include content not equally
meaningful or appropriate for people who
read only language B.

For the purposes of test translation and
adaptation for use with test takers whose first
language is not the language of the test, back
translation is not recommended as a stand-
alone procedure. It may provide an artificial
similarity of meaning across languages but not
the best version in the new language. In most
situations, an iterative process more akin to test
development and validation is suggested to
ensure that similar constructs are measured
across versions. When test forms in two or
more languages are developed concurrently, it
is generally desirable that some items originate
in each of the languages involved. The decision
as to whether to use the standard original lan-
guage test or an adapted version is a complex
matter. Issues that may have an impact on this
decision are discussed in the next section.

Orther strategies of test modification may
be appropriate when the test taker’s primary
language is not the language of the test. These
include modifying aspects of the test or the
test administration procedure such as the
presentation format, the response format, the
time allowed to complete the test, the test
setting (individual administration instead of
group testing), and the use of only those por-
tions of the test that are appropriate for the
level of language proficiency of the test taker.
If modifications are made to the presentation
or response format of the test, it may sometimes
be appropriate for the modified test to be
field tested with an adequate population sam-
ple prior to use with its intended population.

Issues of Equivalence

The term equivalence, as used here, refers to
the degree to which test scores can be used
to make comparable inferences for different
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examinees. When tests are designed for and
used with linguistically homogeneous popu-
lations, issues of equivalence are relatively
straightforward (for example, see chapters
1 and 4). If an individual examinee can be
demonstrated to belong to the population
for which the test was designed, then adher-
ing to standard procedures of test adminis-
tration and interpretation is expected to
lead to reliable and valid inferences based
on the examinee’s test score. When a test is
intended for use with test takers who differ
linguistically from those for whom the test
was designed, establishing equivalence poses
a greater challenge. In general, the linguistic
and cultural characteristics of the intended
examinee population should be reflected
in examinee samples used throughout the
processes of test design, validation, and
norming. At each of these stages of test
development and standardization, distinct
linguistic groups should receive the same
level of specific attention. The inclusion of
proportional representation of linguistic
subgroups in aggregate standardization and
validation samples may be insufficient to
assure equivalence across linguistic groups.
Issues associated with construct equiva-
lence are perhaps most fundamental. One
may question whether the test score for a
particular individual represents that individ-
ual’s standing with respect to the same con-
struct as is measured in the target population.
For example, among non-native speakers
of the language of the test, one may not
know whether a test designed to measure
primarily academic achievement becomes in
whole or in part a measure of proficiency in
the language of the test. There are several
psychometric techniques that can be used
to determine the equivalence of constructs
across groups, including confirmatory factor
analysis, analysis of data contained in multi-
method-multitrait matrices and the equiva-
lence of responsiveness of the groups to
experimental manipulations. These tech-

niques may be supplemented with logical
analyses of the results based on knowledge
of the linguistic characteristics of the test
taker’s population of origin.

Other types of equivalence also need to
be considered when testing individuals from
different linguistic backgrounds. Functional
equivalence addresses the question of whether
similar activities or behaviors measured by a
test have the same meaning in different cul-
tural or linguistic groups. Translation equiva-
lence requires that the translated or adapted
test be comparable in content to the original
test; it was addressed above in the discussion
of test translation and adaptation. Metric
equivalence concerns the issue of whether
scores from the same test administered in dif-
ferent languages have comparable psycho-
metric properties. For example, with metric
equivalence, a score of 50 on test X in lan-
guage A is interpretable in the same way as a
score of 50 on test X in language B. In gener-
al, metric equivalence will be limited to par-
ticular contexts, examinee groups, and types
of interpretations.

Language Proficiency Testing

Consideration of relevant within-linguistic
group differences is crucial in determining
appropriate test interpretation and decision
making in educational programs and in some
professional applications of individualized
tests. For example, individuals whose first
language is not the language of the test may
vary considerably in their proficiency along a
continuum from those who have no knowl-
edge of the language of the test to those who
are fluent in it and knowledgeable of the cor-
responding culture. Further, a demographic
proxy such as Mexican or German is likely to
prove insufficient in determining the lan-
guage of test administration because members
of the same cultural group may vary widely in
their degree of acculturation, proficiency in
the language of the test, familiarity with
words and syntax in their native languages,
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educational background, familiarity with tests
and test-taking skills, and other factors that
may significantly affect the reliability and

validity of inferences drawn from test scores.

Thus, it is essential that individual differences
that may affect test performance be raken
into account when testing individuals of
differing linguistic backgrounds.

The need exists to consider both lan-
guage dominance and language proficiency.
Standardized tests that assess multiple
domains in a given language can be helpful
in determining language dominance and
proficiency. The person conducting the test-
ing first should obtain information about
the language in which the examinee is
dominant (i.e., the preferred or salient lan-
guage). Following this determination of
dominance, the examinee’s level of profi-
ciency in the dominant language should be
established. If the languages are similarly
dominant, then proficiency should be estab-
lished for both (or all) languages. Then the
test should be administered in the most
proficient language if available (unless the
purpose of the testing is to determine profi-
ciency in the language of the test). However,
testing individuals in their dominant lan-
guage alone is no panacea because, as sug-
gested above, a bilingual individual’s two
languages are likely to be specialized by
domain (e.g., the first language is used in
the context of home, religious practices,
and native culture, whereas the second lan-
guage is used in the context of school,
work, television, and mainstream culture).
Thus, a test in either language by itself will
likely measure some domains and miss out
on others. In such situations, testing in
both languages (i.e., the dominant language
and the language in which the test taker is
most proficient) may be necessary, provided
appropriate tests are available. If assessment
in both languages is carried out, careful
consideration should be given to the possi-
bility of order effects.
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Because students are expected to acquire
proficiency in the language used in schools
that is appropriate to their ages and educa-
tional levels, tests suitable for assessing their
progress in that language are needed. For
example, some tests, especially paper-and-
pencil measures, that are prepared for stu-
dents of English as a foreign language may
not be particularly useful if they place insuffi-
cient emphasis on the assessment of impor-
tant listening and speaking skills. Measures of
competency in all relevant English language
skills (e.g., communicative competence, liter-
acy, grammar, pronunciation, and compre-
hension) are likely to be most valuable in the
school context.

Observing students” speech in naturalis-
tic situations can provide additional informa-
tion about their proficiency in a language.
However, findings from naturalistic observa-
tions may not be sufficient to judge students’
ability to function in that language in for-
mal, academically oriented situations (e.g.,
classrooms). For example, it is not appropri-
ate to base judgments of a child’s ability to
benefit from instruction in one language
solely on language fluency observed in speech
use on the playground. Nor is it appropri-
ate to base judgments of a person’s ability to
perform a job on assessments of formal lan-
guage usage, if formal language usage is
not linked to job performance.

In general, there are special difficulties
attendant upon the use of a test with individ-
uals who have not had an adequate opportu-
nity to learn the language used by the test.
When a test is used to inform a decision
process that has a broad impact, it may be
important for the test user to review the test
itself and to consider the possible use of
alternative information-gathering tools (e.g.,
additional tests, sources of observational
information, modified forms of the chosen
test) to ensure that the information obtained
is adequate to the intended purpose. Reviews
of this kind may sometimes reveal the need
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to create a formal adaptation of a test or to
develop a new test that is suitable for the spe-
cific linguistic characteristics of the individu-
als being tested.

Testing Bilingual Individuals

Test use with examinees who are bilingual
also poses special challenges. An individual
who knows two languages may not test well
in either language. As an example, children
from homes where parents speak Spanish may
be able to understand Spanish but express
themselves best in English. In addition, some
persons who are bilingual use their native
language in most social situations and use
English primarily for academic and work-
related activities; the use of one or both
languages depends on the nature of the sit-
uation. As another example, proficiencies in
conversational English and written English
can often differ. Non-native English speakers
who may give the impression of being fluent
in conversational English may not be compe-
tent in raking tests that require English litera-
cy skills. Thus, an understanding of an
individual’s type and degree of bilingualism
is important to proper test use.

Administration and Examiner
Variables

When an examinee cannot be assumed to

belong to the cultural or linguistic population
upon which the test was standardized, then

use of standardized administration procedures
may not provide a comparable administration
of the test for that examinee. In this situation,
the fundamental principle of sound practice
is that examinees, regardless of background,
should be provided with an adequate oppor-
tunity to complete the test and demonstrate
their level of competence on the ateributes
the test is intended to measure. There may
be, however, complex interactions among

examiner, examinee, and situational variables

that require careful attention on the part
of the practitioner administering the test.
Factors that may affect the performance of
the examinee include the cultural and linguis-
tic background of both the examiner and
examinee; the gender and testing style of the
examiner; the level of acculturation of the
examinee and examiner; whether the test is
administered in the original language of the
test, the examinee’s primary language, or
whether both languages are used (and if so
in what order); the time limits of the testing;
and whether a bilingual interpreter is used.

Use of Interpreters in Testing

Ideally, when an adequately translated version
of the test or a suitable nonverbal test is
unavailable, assessment of individuals with
limited proficiency in the language of the test
should be conducted by a professionally
trained bilingual examiner. The bilingual
examiner should be proficient in the language
of the examinee art the level of a professional
trained in that language. When a bilingual
examiner is not available, an alternative is to
use an interpreter in the testing process and
administer the test in the examinee’s native
language. Although a commonly used proce-
dure, this practice has some inherent difficul-
ties. For example, there may be a lack of
linguistic and cultural equivalence between
the translation and the original test, the trans-
lator or the interpreter may not be adequately
trained to work in the testing situation, and
representative norms may not be available to
score and interpret the test results appropri-
ately. These difficulties may pose significant
threats to the validity of inferences based on
test results.

When the need for an interpreter arises
for a particular testing situation, it is impor-
tant to obtain a fully qualified interpreter to
assist the examiner in administering the test.
The most important consideration in testing
with the services of an interpreter is the inter-
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preter’s ability and preparedness in carrying
out the required duties during testing. The
interpreter obviously needs to be fluent in
both the language of the test and the exami-
nee’s native language and have general famil-
iarity with the process of translating. To be
effective, the interpreter also needs to have a
basic understanding of the process of psycho-
logical and educational assessment, including
the importance of following standardized pro-
cedures, the importance of accurately convey-
ing to the examiner an examinee’s actual
responses, and the role and responsibilities of
the interpreter in testing. Additionally, ic is
inappropriate for the interpreter to have any
prior personal relationship with the test taker
that is likely to jeopardize the objectivity of
the test administration. However, in small
linguistic or cultural communities, speakers
of the alternate languages are often known to
each other. Therefore, in such cases, it is the
responsibility of the test user or examiner to
ensure that the interpreter has received ade-
quate instruction in the principles of objec-
tive test administration and to assess
preexisting biases so that test interpretations
can take such factors into account. If clear
biases are evident and cannot be ameliorated,
then the examiner should make arrangements
to obrain another interpreter.

Whenever proficiency in the language of
the test is essential to job performance, use of
a translator to assist a candidate with licen-
sure, certification, or civil service examina-
tions should be permitted only when it will
not compromise standards designed to pro-
tect public health, safety, and welfare. When
a translator is permitted, it also is essential
that the candidate not receive help interpret-
ing the content of the test or any other assis-
tance that would compromise the integrity
of the licensure or certification decision.
Crearion of audio tapes that enable a candidare
to listen to each question being read in the
language of the test may be more appropriate
when such an accommodation is justified.
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In educational and psychological testing,
it may be appropriate for an interpreter to
become familiar with all details of test con-
tent and administration prior to the testing.
Also, time needs to be provided for the inter-
preter to translate test instructions and items,
if necessary. In psychological testing, it is
often desirable for the examiner to demon-
strate for the interpreter how certain test
items are administered and explain what
to expect during testing. In addition, it is
important that, prior to the testing, the
examiner and the interpreter become familiar
with each other’s style of speaking and the
speed at which they work. Immediately prior
to the assessment, the role of the interpreter
needs to be explained clearly to the examinee.
It is essential that the interpreter make all
efforts to provide accurate information in
translation. The interpreter must reflect a
professional attitude and maintain objectivity
throughout the testing process (e.g., not
interject subjective opinions, not give cues to
the examinee). Once the testing is completed,
the examiner is responsible for reviewing the
test responses with the assistance of the inter-
preter. Responses that are difficult to interpret
(e.g., vocabulary words), nontest behaviors
that might have special meanings (e.g., body
language), as well as language factors (e.g.,
mixed use of two languages) and cultural fac-
tors that might have an effect on testing
results need to be discussed fully. This infor-
mation is to be used then by the examiner in
carefully evaluating the test results and draw-
ing inferences from the results.

Cultural Differences and Individual
Testing

Linguistic behavior that may appear eccentric
or be judged to be less appropriate in one cul-
ture may be seen as more appropriate in

another culture and may need to be taken
into account during the testing process. For
example, children or adults from some cul-
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tures may be reluctant to speak in elaborate
language to adults or people in higher status
roles and instead may be encouraged to speak
to such persons only in response to specific
questions or with formulaic utterances. Thus,
when tested, such test takers may respond to
an examiner probing for elaborate speech
with only short phrases or by shrugging their
shoulders. Interpretations of scores resulting
from such testing may prove to be inaccurate
if this tendency is not properly taken into
consideration. At the same time, the examiner
should not presume that their reticence is
necessarily a cultural characteristic. Additional
information (e.g., prior observations or a
family member’s consultation) may be needed
to discuss the extent of culture’s possible
influence on linguistic performance.

The values associated with the nature
and degree of verbal output also may differ
across cultures. One cultural group may judge
verbosity or rapid speech as rude, whereas
another may regard those speech patterns as
indications of high mental ability or friendli-
ness. An individual from one culture who is
evaluated with values appropriate to another
culture may be considered taciturn, with-
drawn, or of low mental ability. Resulting
interpretations and prescriptions of treatment
may be invalid and potentially harmful to the
individual being tested.

Standard 9.1

Testing practice should be designed to
reduce threats to the reliability and validity
of test score inferences that may arise from
language differences.

Comment: Some tests are inappropriate for
use with individuals whose knowledge of
the language of the test is questionable.
Assessment methods together with careful
professional judgment are required to deter-
mine when language differences are relevant.
Test users can judge how best to address this
standard in a particular testing situation.

Standard 9.2

When credible research evidence reports
that test scores differ in meaning across
subgroups of linguistically diverse test
takers, then to the extent feasible, test
developers should collect for each linguistic
subgroup studied the same form of validity
evidence collected for the examinee popu-
lation as a whole.

Comment: Linguistic subgroups may be found
to differ with respect to appropriateness of
test content, the internal structure of their
test responses, the relation of their test scores
to other variables, or the response processes
employed by individual examinees. Any such
findings need to receive due consideration in
the interpretation and use of scores as well as
in test revisions. There may also be legal or
regulatory requirements to collect subgroup
validity evidence. Not all forms of evidence
can be examined separately for members of
all linguistic groups. The validity argument
may rely on existing research literature, for
example, and such literatrure may not be
available for some populations. For some
kinds of evidence, separate linguistic sub-
group analyses may not be feasible due to the
limited number of cases available. Data may
sometimes be accumulated so that these
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analyses can be performed after the test has
been in use for a period of time. It is impor-
tant to note that this standard calls for more
than representativeness in the selection of
samples used for validation or norming stud-
ies. Rather, it calls for separate, parallel analy-
ses of data for members of different linguistic
groups, sample sizes permitting. If a test is
being used while such data are being collect-
ed, then cautionary statements are in order
regarding the limitations of interpretations
based on test scores.

Standard 9.3

When testing an examinee proficient in two
or more Janguages for which the test is avail-
able, the examinee’s relative language profi-
ciencies should be determined. The test
generally should be administered in the test
taker’s most proficient language, unless pro-
ficiency in the less proficient language is
part of the assessment.

Comment: Unless the purpose of the testing
is to determine proficiency in a particular
language or the level of language proficiency
required for the test is a work requirement,
test users need to take into account the lin-
guistic characteristics of examinees who are
bilingual or use multiple languages. This may
require the sole use of one language or use of
multiple languages in order to minimize the
introduction of construct-irrelevant compo-
nents to the measurement process. For exam-
ple, in educational settings, testing in both
the language used in school and the native
language of the examinee may be necessary
in order to determine the optimal kind of
instruction required by the examinee.
Professional judgement needs to be used to
determine the most appropriate procedures
for establishing relative language proficien-
cies. Such procedures may range from self-
identification by examinees through formal
proficiency testing.
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Standard 9.4

Linguistic modifications recommended by
test publishers, as well as the rationale for
the modifications, should be described in

detail in the test manual.

Comment: Linguistic modifications may be
recommended for the original test in the pri-
mary language or for an adapted version in a
secondary language, or both. In any case, the
test manual should provide appropriate infor-
mation regarding the recommended modifi-
cations, their rationales, and the appropriate

use of scores obtained using these linguistic

modifications.

Standard 9.5

When there is credible evidence of score
comparability across regular and modified
tests or administrations, no flag should be
attached to a score. When such evidence
is lacking, specific information about the
nature of the modification should be
provided, if permitted by law, to assist
test users properly to interpret and act
on test scores.

Comment: The inclusion of a flag on a test
score where a linguistic modification was
provided may conflict with legal and social
policy goals promoting fairness in the treat-
ment of individuals of diverse linguistic
backgrounds. If a score from a modified
administration is comparable to a score from
a nonmodified administration, there is no
need for a flag. Similarly, if a modification
is provided for which there is no reasonable
basis for believing that the modification
would affect score comparability, there is no
need for a flag. Further, reporting practices
that use asterisks or other non-specific sym-
bols to indicate that a test’s administration
has been modified provide little useful infor-
mation to test users.
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Standard 9.6

When a test is recommended for use with
linguistically diverse test takers, test develop-
ers and publishers should provide the infor-
mation necessary for appropriate test use
and interpretation.

Comment: Test developers should include in
test manuals and in instructions for score
interpretation explicit statements about the
applicability of the test with individuals who
are not native speakers of the original lan-
guage of the test. However, it should be rec-
ognized that test developers and publishers
seldom will find it feasible to conduct studies
specific to the large number of linguistic
groups found in certain countries.

Standard 9.7

When a test is translated from one language
to another, the methods used in establishing
the adequacy of the translation should be
described, and empirical and logical evi-
dence should be provided for score reliability
and the validity of the translated test’s score
inferences for the uses intended in the lin-
guistic groups to be tested.

Comment: For example, if a test is translated
into Spanish for use with Mexican, Puerto
Rican, Cuban, Central American, and
Spanish populations, score reliability and the
validity of test score inferences should be
established with members of each of these
groups separately where feasible. In addition,
the test translation methods used need to be
described in detail.

Standard 9.8

In employment and credentialing testing,
the proficiency level required in the lan-
guage of the test should not exceed that
appropriate to the relevant occupation or
profession.

Comment: Many occupations and professions
require a suitable facility in the language of
the test. In such cases, a test that is used as a
part of selection, advancement, or credential-
ing may appropriately reflect that aspect of
performance. However, the level of language
proficiency required on the test should be no
greater than the level needed to meet work
requirements. Similarly, the modality in
which language proficiency is assessed should
be comparable to that on the job. For exam-
ple, if the job requires only that employees
understand verbal instructions in the lan-
guage used on the job, it would be inap-
propriate for a selection test to require
proficiency in reading and writing that
particular language.

Standard 9.9

When multiple language versions of a test
are intended to be comparable, test develop-
ers should report evidence of test compara-

bility.

Comment: Evidence of test comparability may
include but is not limited to evidence that the
different language versions measure equiva-
lent or similar constructs, and that score relia-
bility and the validity of inferences from

scores from the two versions are comparable.

Standard 9.10

Inferences about test takers’ general lan-
guage proficiency should be based on tests
that measure a range of language features,
and not on a single linguistic skill.

Comment: For example, a multiple-choice,
pencil-and-paper test of vocabulary does not
indicate how well a person understands the
language when spoken nor how well the per-
son speaks the language. However, the test
score might be helpful in determining how
well a person understands some aspects of
the written language. In making educational
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placement decisions, a more complete
range of communicative abilities (e.g.,
word knowledge, syntax) will typically
need to be assessed.

Standard 9.11

When an interpreter is used in testing, the
interpreter should be fluent in both the lan-
guage of the test and the examinee’s native
language, should have expertise in translat-
ing, and should have a basic understanding
of the assessment process.

Comment: Although individuals with limited
proficiency in the language of the test should
ideally be tested by professionally trained

bilingual examiners, the use of an interpreter
may be necessary in some situations. If an
interpreter is required, the professional exam-
iner is responsible for ensuring that the inter-
preter has the appropriate qualifications,

experience, and preparation to assist appro-

priately in the administration of the test. It is

necessary for the interpreter to understand
the importance of following standardized

procedures, how testing is conducted typically,
the importance of accurately conveying to the

examiner an examinee’s actual responses, and

the role and responsibilities of the interpreter
in testing.
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Background

With the advancement of scientific knowledge,
medical practices, and social policies, increasing
numbers of individuals wich disabilities are par-
ticipating more fully in educadonal, employ-
ment, and social activities. This increased
participation has resulted in a greater need for
the testing and assessment of individuals with
disabilities for a variety of purposes. Individuals
with disabilities are defined as persons pos-
sessing a physical, mental, or developmental
impairment that substantially limits one or
more of their major life activities. Although
the Standards focus on technical and profes-
sional issues regarding the testing of individu-
als with disabilities, test developers and users
are encouraged to become familiar with federal,
state, and local laws, and court and adminis-
trative rulings that regulate the testing and
assessment of individuals with disabilities.
Tests are administered to individuals with
disabilities in various settings and for diverse
purposes. For example, tests are used for diag-
nostic purposes to determine the existence and
nature of a test taker’s disabilides. Testing is also
conducted for prescriptive purposes to deter-
mine intervention plans. In addition, tests are
administered to persons who have been diag-
nosed with identified disabilities for educational
and employment purposes to make placement,
selection, or other similar decisions, or for
monitoring performance as a tool for educa-
tional accountability. These uses of tests for
persons with disabilities occur in a variety of
contexts including school, clinical, counseling,
forensic, employment, and credentialing.

Issues Regarding Accommodation
When Testing Individuals With
Disabilities

A major issue when testing individuals with
disabilities concerns the use of accommoda-

tions, modifications, or adaptations. The pur-
pose of these accommodations or modifications
is to minimize the impact of test-taker attributes
that are not relevant to the construct that is the
primary focus of the assessment. The terms
accommodation and modification have varying
connotations in different subfields. Here
accommodation is used as the general term for
any action taken in response to a determination
that an individual’s disability requires a departure
from established testing protocol. Depending on
circumstances, such accommodation may include
modification of test administration processes or
modification of test content. No connotation
that modification implies a change in the con-
struct(s) being measured is intended.

A standardized test that has been designed
for use with the general population may be
inappropriate for use for individuals with specific
disabilities if the test requires the use of sensory,
motor, language, or psychological skills that are
affected by the disability and that are not rele-
vant to the focal construct. For example, a person
who is blind may read only in Braille format,
and an individual with hemiplegia may be
unable to hold a pencil and thus would have
difficulty completing a standard written exam.
In addition, some individuals with disabilities
may possess other attendant characteristics
(e.g., a person with a physical disability may
fatigue easily), causing them to be further chal-
lenged by some standardized testing situations.
In these examples, if reading, use of a pencil,
and fatigue are incidental to the construct
intended to be measured by the test, modifica-
tions of tests and test administration procedures
may be necessary for an accurate assessment.

Note also that accommodations are not
needed or appropriate under a variety of cir-
cumstances. First, the disability may, in fact,
be directly relevant to the focal construct. For
example, no accommodation is appropriate
for a person who is completely blind if the
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test is designed to measure visual spatial ability.
Similarly, in employment testing it would be
inappropriate to make test modifications if the
test is designed to assess essential skills required
for the job and the modifications would fun-
damentally alter the constructs being measured.
Second, an accommodation for a particular
disability is inappropriate when the purpose of
a test is to diagnose the presence and degree of
that disability. For example, allowing extra
time on a timed test to assess the existence of a
specific learning disability would make it very
difficult to determine if a processing difficulty
actually exists. Third, it is important to note
that not all individuals with disabilities require
special provisions when taking all tests. Many
individuals have disabilities that would not
influence their performance on a particular
test, and hence no modification is needed.
Professional judgment necessarily plays a
substantial role in decisions about test accom-
modations. Judgment comes into play in deter-
mining whether a particular individual needs
accommodation and the nature and extent of
such accommodation. In some circumstances,
individuals with disabilities request testing
accommodations and provide appropriate doc-
umentation in support of the request. Generally
the request is reviewed by the agency sponsor-
ing the assessment or an ousside source knowl-
edgeable about the assessment process and the
type of disability. In either case, a conclusion is
drawn as to what constitutes reasonable accom-
modation. Disagreement may arise berween
the accommodation requested by an individual
with a disability and the granted accommoda-
tion. In these situations, and to the extent per-
mitted by law, the overarching concern is the
validity of the inference made from the score
on the modified test: fairness to all parties is
best served by a decision about test modifica-
tion that results in the most accurate measure
possible of the construct of interest. The role
of professional judgment is further complicat-
ed by the fact that empirical research on test
accommodations is often lacking.

102

TESTING INDIVIDUALS WITH DISABILITIES / PART Il

When modifying tests it is also important
to recognize that individuals with the same type
of disability may differ considerably in their need
for accommodation. A central consideration in
determining a test modification for a disability
is to recognize that the modifications should be
tailored directly to the specific needs of individual
test takers. As an example, it would be incorrect
to make the assumption that all individuals with
visual impairments would be successfully
accommodated by providing testing materials
in Braille format. Depending on the extent of
the disability, it may be more appropriate for
some individuals to receive testing materials
written in large print, while others might need
a tape cassette or reader.

As test modifications involve altering some
aspect of a test originally developed for use with
a target population, it is important to recognize
that making these alterations has the potential
to affect the psychometric qualities of the test.
There have been few empirical investigations
into the effects of various accommodations on
the reliability of test scores or the validity of
inferences drawn from modified tests. Due to a
number of practical limitations (e.g., small
sample size, nonrandom selection of test takers
with disabilities), there is no precise, technical
solution available for equating modified tests to
the original form of these tests. Thus it is diffi-
cult to compare scores from a test modified for
persons with disabilities with scores from the
original test.

Modifications designed to accommodate
persons with disabilities also may change the
construct measured by the test, or the extent
to which it is fully measured. For example, a
test of oral comprehension may become a test
of reading comprehension when administered
in written format to a person who is deaf or
hard of hearing. Such a change in test admin-
istration may alter the construct being measured
by the original test. When this occurs, the scores
on the standard and modified versions of the
test will not have the same meaning. Similarly,
modification of test administration may also
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alter the predictive value of test scores. For
example, when a speed test is administered
with relaxed time requirements to a person with
a disability, the relationship of test scores to cri-
teria such as job performance may be affected.
Appropriate professional judgment should be
exercised in interpreting and using scores on
modified tests.

Some modified tests, with accompanying
research to support the appropriate modifica-
tions, have been available for a number of years.
Although the development of tests and testing
procedures for individuals with disabilities is
encouraged by the Standards, it should be noted
that all relevant individual standards given else-
whete in this document are fully applicable to
the testing applications and modifications or
accommodations considered in this chapter.
Issues of validity and reliability are critical when-
ever modifications or accommodations occur.

Strategies of Test Modification

A variety of test modification strategies have
been implemented in various settings to accom-
modate the needs of test takers with disabilities.
Some require modifying test administration
procedures (e.g., instructions, response formar)
while others alter test medium, timing, set-
tings, or content. Depending on the nature and
extent of the disability, one or more test modi-
fication procedures may be appropriate for a
particular individual. The listing here of a vari-
ety of modification strategies should not sug-
gest that the full array of strategies is routinely
available or appropriate; the decision to modify
rests on a determination that modification is
needed to make valid inferences about the indi-
vidual’s standing on the construct in question.

Monirving PRESENTATION FORMAT

One modification option is to alter the
medium used to present the test instructions
and items to the test takers. For example, a
test booklet may be produced in Braille or
large print for individuals with visual impair-
ments. When tests are computer-administered,

larger fonts or oversized computer screens may
be used. Individuals with a hearing disability
may receive test instructions through the use
of sign communication or writing.

MobiFyinG RESPONSE FORMAT

Modifications also can be made to allow
individuals with disabilities to respond to test
items using their preferred communication
modality. For example, an individual with severe
language deficits might be allowed to point to
the preferred response. A test taker who cannot
manually record answers to test items or ques-
tions may be assisted by an aide who would mark
the answer. Other ways of obtaining a response
include having the respondent use a tape record-
er, a computer keyboard, or a Braillewriter.

MobiFyinG TinviInG

Another modification available is to alter
the timing of tests. This may include extended
time to complete the test, more breaks during
testing, or extended testing sessions over sever-
al days. Many national testing programs (e.g.,
achievement, certification) allow persons with
disabilities additional time to take the test.
Reading Braille, using a cassette recorder, or
having a reader may take longer than reading
regular print. Reading large type may or may
not be more time-consuming, depending on
the layout of the material and on the nature
and severity of the impairment.

MobiFying TeST SETTING

Tests normally administered in group set-
tings may be administered individually for a
variety of purposes. Individual administration
may avoid interference with others taking a
test in a group. Some disabilities (e.g., atten-
tion deficit disorder) make it impractical to
test in a group setting. Other alterations may
include changing the testing location if it is
not wheelchair accessible, providing tables or
chairs that provide greater physical support, or
altering the lighting conditions for individuals
who are visually impaired.
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Using Onwy PorTions OF A TEST

Another strategy of test accommodation
involves the use of portions of a test in assess-
ing persons with disabilities. These procedures
are sometimes used in clinical testing when cer-
tain subparts of a test require physical, sensory,
language, or other capabilities that a test taker
with disabilities does not have. This approach
is commonly used in cognitive and achievement
testing when the physical or sensory limitations
of an individual interfere with the ability to per-
form on a test. For example, if a cognitive ability
test includes items presented orally combined
with items presented in a written fashion, the
orally-presented items might be omitted when
the test is given to an individual with a hearing
disability as they will not provide an adequate
assessment of that individual’s cognitive ability.
Results on such items are more likely to reflect
the individual’s hearing difficulty rather than
his or her true cognirtive ability. Although
omitting test items may represent an effective
accommodation technique, it may also prevent
the test from adequately measuring the intend-
ed skills or abilities, especially if those skills or
abilities are of central interest. For example, it
should be noted that eliminating a portion of
the test may not be appropriate in situations
such as certification testing and employment
testing where the construct measured by the
each portion may represent a separate and nec-
essary job or occupational requirement.

UsinG SuBSTITUTE TESTS OR ALTERNATE ASSESSMENTS
One additional modification is to

replace a test standardized on the general
population with a test or alternate assessment
that has been specially designed for individu-
als with disabilities. More valid results may
be obtained through the use of a test specifi-
cally designed for use with individuals with
disabilities. Although a substitute test may
represent a desirable accommodation solu-
tion, it may be difficult to find an adequate
replacement that measures the same con-
struct with comparable technical quality,

104

TESTING INDIVIDUALS WITH DISABILITIES / PART Il

and for which scores can be placed on the
same scale as the original test.

Using Modifications in Different
Testing Contexts

There are important contextual differences
berween the individualized use of tests, as in
the case of clinical diagnosis, and group or
large-scale testing, as in the case of testing for
academic achievement, employment, creden-
tialing, or admissions.

Individual diagnostic testing is conducted
typically for clinical or educational purposes. In
these contexts a highly qualified test profession-
al (e.g., a licensed or certified psychologist) is
responsible for the entire assessment process of
test selection, administration, interpretation, and
reporting of results. The test professional seeks to
gather appropriate information about the client’s
specific disability and preferred modality of
communication and uses this information to
determine the accommodations appropriate for
the test taker. During the assessment process,
any modified tests are used along with other
assessment methods to collect data about the
client’s functioning in relevant areas. Inferences
are then made based on this multitude of infor-
mation. Test modifications may be used during
assessment not only out of necessity but also as a
source of clinical insight about the client’s func-
tioning. For example, a test taker with obsessive
compulsive disorder may be allowed to continue
to complete a test item, subtest, or a total test
beyond the standardized time limits. Although
in such cases the performance of the test taker
cannot be judged according to the standardized
scoring standards, the fact that the rest taker
could produce a successful performance with
extra time often aids clinical interpretation.

The use of test modifications in large-scale
testing is different, however. Large-scale testing
is used for purposes such as measurement of
academic achievement, program evaluation,
credentialing, licensure, and employment. In
these contexts, a standardized test usually is
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administered to all test participants. Large
numbers of test takers are not uncommon, and
decisions may in some cases be made solely on
the basis of test information, as in the case of
a test used as an initial screening device in an
employment context. In some cases, decision
making requires the comparison of test takers,
as in selection or admission contexts where the
number of applicants may greatly exceed the
number of available openings. This context
highlights the need for concern for fairness to
all parties, as comparisons must be made be-
tween test scores obtained by individuals with
disabilities taking modified tests and scores
obtained by individuals under regular condi-
tions. While test takers should not be disad-
vantaged due to a disability not relevant to the
construct the test is intended to assess, the
resulting accommodation should not put those
taking a modified test at an undue advantage
over those tested under regular conditions. As
research on the comparability of scores under
regular and modified conditions is sometimes
limited, decisions about appropriate accommo-
dation in these contexts involve important and
difficule professional judgments.

Reporting Scores on Modified Tests

The practice of reporting scores on modified
tests varies in different contexts. In individual
testing, the test professional commonly re-
ports when tests have been administered in a
nonstandardized fashion when providing test
scores. Typically, the steps used in making test
accommodations or modifications are described
in the test report, and the validity of the infer-
ences resulting from the modified test scores is
discussed. This practice of reporting the nature
of modifications is consistent with implied re-
quirements to communicate information as to
the nature of the assessment process if the mod-
ifications impact the reliability of test scores or
the validity of inferences drawn from test scores.
On the other hand, the reporting of test
scores from modified tests in large-scale test-

ing has created considerable debate. Often
when scores from a nonstandardized version
of a test are reported, the score report con-
tains an asterisk next to the score or some
other designation, often called a flag, to indi-
cate that the test administration was modi-
fied. Sometimes recipients of these special
designations are informed of the meaning of
the designation; many times no information
is provided about the nature of the modifica-
tion made. Some argue that reporting scores
from nonstandard test administrations wich-
out special identification misleads test users
and perhaps even harms test takers with dis-
abilities, whose scores may not accurately
reflect their abilities. Others, however, argue
that identifying scores of test takers with dis-
abilities as resulting from nonstandard admin-
istrations unfairly labels these test takers as
persons with disabilities, stigmatizes them,
and may deny them the opportunity to com-
pete equally with test takers without disabili-
ties when they might otherwise be able to do
so. Federal laws and the laws of most states bar
discrimination against persons with disabili-
ties, require individualized reasonable accom-
modations in testing, and limit practices that
could stigmatize persons with disabilities,
particularly in educational, admissions, cre-
dentialing, and employment testing.

The fundamental principles relevant
here are that important information about
test score meaning should not be withheld
from test users who interpret and act on the
test scores, and that irrelevant information
should not be provided. When there is suf-
ficient evidence of score comparability
across regular and modified administrations,
there is no need for any sort of flagging.
When such evidence is lacking, an undiffer-
entiated flag provides only very limited
information to the test user, and specific
information about the nacure of the modifi-
cation is preferable, if permitted by law.
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Standard 10.1

In testing individuals with disabilities, test
developers, test administrators, and test
users should take steps to ensure that the
test score inferences accurately reflect the
intended construct rather than any disabili-
ties and their associated characteristics extra-
neous to the intent of the measurement.

Comment: Chapter 1 (Validity) deals more
broadly with the critical requirement thar a test
score reflects the intended construct. The need
to attend to the possibility of construct-irrele-
vant variance resulting from a test taker’s dis-
ability is an example of this general principle.
In some settings, test users are prohibited from
inquiring about a test taker’s disability, making
the standard contingent on test taker self-report
of a disability or a need for accommodation.

Standard 10.2

People who make decisions about accommo-
dations and test modification for individuals
with disabilities should be knowledgeable of
existing research on the effects of the disabil-
ities in question on test performance. Those
who modify tests should also have access to
psychometric expertise for so doing.

Comment: In some areas there may be little
known about the effects of a particular disabil-
ity on performance on a particular type of test.

Standard 10.3

Where feasible, tests that have been modified
for use with individuals with disabilities
should be pilot tested on individuals who have
similar disabilities to investigate the appropri-
ateness and feasibility of the modifications.

Comment: Although useful guides for modify-
ing tests are available, they do not provide a

universal substitute for trying out a modified
test. Even when such tryouts are conducted
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on samples inadequate to produce norm data,
they are useful for checking the mechanics of
the modifications. In many circumstances,
however, lack of ready access to individuals
with similar disabilities, or an inability to post-
pone decision making, make this unfeasible.

Standard 10.4

If modifications are made or recommended
by test developers for test takers with specific
disabilities, the modifications as well as the
rationale for the modifications should be
described in detail in the test manual and
evidence of validity should be provided
whenever available. Unless evidence of validi-
ty for a given inference has been established
for individuals with the specific disabilities,
test developers should issue cautionary state-
ments in manuals or supplementary materi-
als regarding confidence in interpretations
based on such test scores.

Comment: When test developers and users
intend that a modified version of a test should
be interpreted as comparable to an unmodified
one, evidence of test score comparability

should be provided.

Standard 10.5

Technical material and manuals that accom-
pany modified tests should include a careful
statement of the steps taken to modify the
tests to alert users to changes that are likely
to alter the validity of inferences drawn from
the test score.

Comment: 1f empirical evidence of the
nature and effects of changes resulting from
modifying standard tests is lacking, it is
impossible to assess the impact of significant
modifications. Documentation of the proce-
dures used to modify tests will not only aid
in the administration and interpretation of
the given test but will also inform others
who are modifying tests for people with spe-
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cific disabilities. This standard should apply
to both test developers and test users.

Standard 10.6

If a test developer recommends specific time
limits for people with disabilities, empirical

procedures should be used, whenever possible,
to establish time limits for modified forms of

timed tests rather than simply allowing test

takers with disabilities a multiple of the stan-
dard time. When possible, fatigue should be

investigated as a potentially important factor
when time limits are extended.

Comment: Such empirical evidence is likely
only in the limited settings where a sufficient
number of individuals with similar disabilities
are tested. Not all individuals with the same
disability, however, necessarily require the same
accommodation. In most cases, professional
judgment based on available evidence regarding
the appropriate time limits given the nature of
an individual’s disability will be the basis for
decisions. Legal requirements may be relevant
to any decision on absolute time limits.

Standard 10.7

When sample sizes permit, the validity of
inferences made from test scores and the
reliability of scores on tests administered to
individuals with various disabilities should
be investigated and reported by the agency
or publisher that makes the modification.
Such investigations should examine the
effects of modifications made for people
with various disabilities on resulting scores,
as well as the effects of administering stan-
dard unmodified tests to them.

Comment: In addition to modifying tests
and test administration procedures for people
who have disabilities, evidence of validity for
inferences drawn from these tests is needed.
Validation is the only way to amass knowl-
edge about the usefulness of modified tests

for people with disabilities. The costs of

obrtaining validity evidence should be consid-
ered in light of the consequences of not having
usable information regarding the meanings
of scores for people with disabilities. This
standard is feasible in the limited circum-
stances where a sufficient number of individ-
uals with the same level or degree of a given

disability is available.
Standard 10.8

Those responsible for decisions about test
use with potential test takers who may need
or may request specific accommodations
should (a) possess the information necessary
to make an appropriate selection of meas-
ures, (b) have current information regarding
the availability of modified forms of the test
in question, (c) inform individuals, when
appropriate, about the existence of modified
forms, and (d) make these forms available to
test takers when appropriate and feasible.

Standard 10.9

When relying on norms as a basis for score
interpretation in assessing individuals with
disabilities, the norm group used depends
upon the purpose of testing. Regular norms
are appropriate when the purpose involves
the test taker’s functioning relative to the
general population. If available, normative
data from the population of individuals with
the same level or degree of disability should
be used when the test taker’s functioning rel-
ative to individuals with similar disabilities
is at issue.

Standard 10.10

Any test modifications adopted should be
appropriate for the individual test taker,
while maintaining all feasible standardized
features. A test professional needs to consid-
er reasonably available information about
each test taker’s experiences, characteristics,
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and capabilities that might impact test per-
formance, and document the grounds for
the modification.

Standard 10.11

‘When there is credible evidence of score com-
parability across regular and modified admin-
istrations, no flag should be attached to a
score. When such evidence is lacking, specific
information about the nature of the modifica-
tion should be provided, if permitted by law,
to assist test users properly to interpret and
act on test scores.

Comment: The inclusion of a flag on a test
score where an accommodation for a disability
was provided may conflict with legal and social
policy goals promoting fairness in the treat-
ment of individuals with disabilities. If a score
from a modified administration is comparable
to a score from a nonmodified administration,
there is no need for a flag. Similarly, if a modi-
fication is provided for which there is no rea-
sonable basis for believing thar the modification
would affect score comparability, there is no
need for a flag. Further, reporting practices that
use asterisks or other nonspecific symbols to
indicate that a test’s administration has been
modified provide little useful informarion to
test users. When permitted by law, if a non-
standardized administration is to be reported
because evidence does not exist to support
score comparability, then this report should
avoid referencing the existence or nature of the
test taker’s disability and should instead report
only the nature of the accommodation provid-
ed, such as extended time for testing, the use
of a reader, or the use of a tape recorder.

Standard 10.12

In testing individuals with disabilities for
diagnostic and intervention purposes, the
test should not be used as the sole indicator
of the test taker’s functioning. Instead, multi-
ple sources of information should be used.
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Comment: For example, when assessing the
intellectual functioning of persons with men-
tal retardation, results from an individually
administered intelligence test are generally
supplemented with other pertinent informa-
tion, such as case history, information about
school functioning, and results from other cog-
nitive tests and adaptive behavior measures. In
addition, at times a multidisciplinary evalua-
tion (e.g., physical, psychological, linguistic,
neurological, etc.) may be needed to yield an
accurate picture of the person’s functioning.









Background

Previous chapters have dealt primarily with the
responsibilities of those who develop, market,
evaluate, or mandate the administration of
tests and the rights and obligations of test tak-
ers. Many of the standards in these chapters,
and in the chapters that follow, refer to the
development of tests and their use in specific
settings. The present chapter includes standards
of a more general nature that apply in almost
all measurement contexts. In particular, atten-
tion is centered on the responsibilities of those
who may be considered the users of tests. This
group includes psychologists, educators, and
other professionals who select the specific
instruments or supervise test administration—
on their own authority or at the behest of oth-
ers. It also includes all individuals who actively
participate in the interpretation and use of test
results, other than the test rakers themselves.

It is presumed that a legitimate educational,
psychological, or employment purpose justifies
the time and expense of test administration. In
most settings, the user communicates this pur-
pose to those who have a legitimate interest in
the measurement process and subsequently
conveys the implications of examinee perform-
ance to those entitled to receive the information.
Depending on the measurement setting, this
group may include individual test takers, par-
ents and guardians, educators, employers, policy-
makers, the courts, or the general public.

Where administration of tests or use of test
data is mandated for a specific population by
governmental authorities, educatonal insti-
tutions, licensing boards, or employers, the
developer and user of an instrument may be
essentially the same. In such settings, there
often is no clear separation between the pro-
fessional responsibilities of those who produce
the instrument and those who administer the
test and interpret the results. Instruments pro-

duced by independent publishers, on the other
hand, present a somewhat different picture.
Typically, these tests will be used with a vari-
ety of populations and for diverse purposes.

The conscientious developer of a standard-
ized test attempts to screen and educate poten-
tial users. Furthermore, most publishers and
test sponsors work vigorously to prevent the
misuse of standardized measures and the mis-
interpretation of individual scores and group
averages. Test manuals often illustrate sound
and unsound interpretations and applications.
Some identify specific practices that are not
appropriate and should be discouraged. Despite
the best efforts of test developers, however,
appropriate test use and sound interpretation
of test scores are likely to remain primarily
the responsibility of the test user.

Test takers, parents and guardians, legisla-
tors, policymakers, the media, the courts, and
the public at large often yearn for unambiguous
interpretations of test data. In particular, they
often tend to attribute positive or negative
results, including group differences, to a single
factor or to the conditions that prevail in one
social institution—most often, the home or
the school. These consumers of test data fre-
quently press for explicit rationales for decisions
that are based only in part on test scores. The
wise test user helps all interested parties under-
stand that sound decisions regarding test use
and score interpretation involve an element of
professional judgment. It is not always obvi-
ous to the consumers that the choice of vari-
ous information-gathering procedures often
involves experience that is not easily quantified
or verbalized. The user can help them appreci-
ate the fact that the weighting of quantitative
data, educational and occupational infor-
mation, behavioral observations, anecdotal
reports, and other relevant data often cannot
be specified precisely.
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Because of the appearance of objectivity
and numerical precision, test data are some-
times allowed to totally override other sources
of evidence about test takers. There are circum-
stances in which selection based exclusively on
test scores may be appropriate. For example, this
may be the case in pre-employment screening,
But in educational and psychological setrings,
test users are well advised, and may be legally
required, to consider other relevant sources of
information on test takers, not just test scores.
In the latter situations, the psychologist or
educator familiar with the local setting and
with local test takers is best qualified to inte-
grate this diverse information effectively.

As reliance on test results has grown in
recent years, greater pressure has been placed
on test users to explain to the public the ration-
ale for test-based decisions. More than ever
before, test users are called upon to defend
their testing practices. They do this by docu-
menting that their test uses and score inter-
pretations are supported by measurement
authorities for the given purpose, that the infer-
ences drawn from their instruments are validat-
ed for use with a given population, and that the
results are being used in conjunction with other
information, not in isolation. If these condi-
tions are met, the test user can convincingly
defend the decisions made or the administrative
actions taken in which tests played a part.

It is not appropriate for these Standards to
dictate minimal levels of test-criterion correla-
tion, classification accuracy, or reliability for
any given purpose. Such levels depend on
whether decisions must be made immediately
on the strength of the best available evidence,
however weak, or whether decisions can be
delayed until better evidence becomes avail-
able. But it is appropriate to expect the user to
ascertain what the alternatives are, what the
quality and consequences of these alternatives
are, and whether a delay in decision making
would be beneficial. Cost-benefit compromises
become necessary in test use, as they often are
in test development. It should be noted, how-
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ever, that in some contexts legal requirements
may place limits on the extent to which such
compromises can be made. As with standards
for the various phases of test development,
when relevant standards are not met in rest
use, the reasons should be persuasive. The
greater the potential impact on test takers, for
good or ill, the greater the need to identify and
satisfy the relevant standards.

In selecting a test and interpreting a test
score, the test user is expected to have a clear
understanding of the purposes of the testing
and its probable consequences. The knowl-
edgeable user has definite ideas on how to
achieve these purposes and how to avoid bias,
unfairness, and undesirable consequences. In
subscribing to these Standards, test publishers
and agencies mandating test use agree to pro-
vide information on the strengths and weak-
nesses of their instruments. They accept the
responsibility to warn against likely misincer-
pretations by unsophisticated interpreters of
individual scores or aggregated data. However,
the ultimate responsibility for appropriate test
use and interpretation lies predominantly with
the test user. In assuming this responsibility,
the user must become knowledgeable about a
test’s appropriate uses and the populations for
which it is suitable. The user must also become
adept, particularly in statewide and communi-
ty-wide assessment programs, in communicat-
ing the implications of test results to those
entitled to receive them.

In some instances, users may be obli-
gated to collect additional evidence about a
test’s technical quality. For example, if per-
formance assessments are locally scored, evi-
dence of the degree of inter-scorer agreement
may be required. Users also should be alert
to the probable local consequences of test
use, particularly in the case of large-scale
testing programs. If the same test material
is used in successive years, users should
actively monitor the program to ensure that
reuse has not compromised the integrity of
the results.
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Some of the standards that follow reiterate
ideas contained in other chapters, principally
chapter 5 “Test Administration, Scoring, and
Reporting,” chapter 7 “Fairness in Testing and
Test Use,” chapter 8 “Rights and Responsibili-
ties of Test Takers,” and chapter 13 “Educati-
onal Testing and Assessment.” This repetition
is intentional. It permits an enumeration in
one chapter of the major obligations that must
be assumed largely by the test administrator
and user, though these responsibilities may
refer to topics that are covered more fully in
other chaprers.

Standard 11.1

Prior to the adoption and use of a published
test, the test user should study and evaluate
the materials provided by the test developer.
Of particular importance are those that
summarize the test’s purposes, specify the
procedures for test administration, define
the intended populations of test takers, and
discuss the score interpretations for which

validity and reliability data are available.

Comment: A prerequisite to sound test use is
knowledge of the materjals accompanying the
instrument. As a minimum, these include man-
uals provided by the test developer. Ideally, the
user should be conversant with relevant studies
reported in the professional literature. The
degree of reliability and validity required for
sound score interpretations depends on the
test’s role in the assessment process and the
potential impact of the process on the people
involved. The test user should be aware of
legal restrictions that may constrain the use of
the test. On occasion, professional judgment
may lead to the use of instruments for which
there is little documentation of validity for the
intended purpose. In these situations, the user
should interpret scores cautiously and take care
not to imply that the decisions or inferences are
based on test results that are well-documented
with respect to reliability or validicy.

Standard 11.2

When a test is to be used for a purpose for
which little or no documentation is avail-
able, the user is responsible for obtaining
evidence of the test’s validity and reliability
for this purpose.

Comment: The individual who uses test scores
for purposes that are not specifically recom-
mended by the test developer is responsible

for collecting the necessary validity evidence.
Support for such uses may sometimes be found

in the professional literature. If previous evidence
is not sufficient, then additional data should be
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collected. The provisions of this standard should
not be construed to prohibit the generation of
hypotheses from test data. For example, though
some clinical tests have limited or contradic-
tory validity evidence for common uses, clini-
cians generate hypotheses based appropriately
on examinee responses to such tests. However,
these hypotheses should be clearly labeled as
tentative. Interested parties should be made
aware of the potential limitations of the test
scores in such situations.

Standard 11.3

Responsibility for test use should be assumed
by or delegated only to those individuals who
have the training, professional credentials,
and experience necessary to handle this
responsibility. Any special qualifications for
test administration or interpretation specified
in the test manual should be met.

Comment. Test users should not attempt to
interpret the scores of test takers whose special
needs or characteristics are outside the range of
the user’s qualifications. This standard has spe-
cial significance in areas such as clinical testing,
forensic testing, testing in special education,
testing people with disabilities or limited expo-
sure to the dominant culture, and in other such
situations where potential impact is great.
When the situation falls outside the user’s expe-
rience, assistance should be obrained. A num-
ber of professional organizations have codes of
ethics that specify the qualifications of those
who administer tests and interpret scores.

Standard 11.4

The test user should have a clear rationale
for the intended uses of a test or evaluation
procedure in terms of its validity and con-
tribution to the assessment and decision-
making process.

Comment: Justification for the role of each

instrument in selection, diagnosis, classifica-
tion, and decision making should be arrived
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at before test administration, not afterwards.
Preferably, the racionale should be available in
printed materials prepared by the test pub-
lisher or by the user.

Standard 11.5

Those who have a legitimate interest in an
assessment should be informed about the
purposes of testing, how tests will be admin-
istered, the factors considered in scoring
examinee responses, how the scores are typi-
cally used, how long the records will be
retained, and to whom and under what con-
ditions the records may be released.

Comment: This standard has greater relevance
and application to educational and clinical test-
ing than to employment testing. In most uses
of tests for screening job applicants and appli-
cants to educational programs, for licensing
professionals and awarding credentials, or for
measuring achievement, the purposes of testing
and the uses to be made of the test scores are
obvious to the examinee. Nevertheless, it is wise
to communicate this information at least briefly
even in these setrings. In some situations, how-
ever, the rationale for the testing may be clear
to relatively few test takers. In such settings, a
more detailed and explicit discussion may be
called for. Retention and release of records,
even when such release would clearly benefit
the examinee, are often governed by statutes
or institutional practices. As relevant, exam-
inees should be informed about these con-
straints and procedures.

Standard 11.6

Unless the circumstances clearly require
that the test results be withheld, the test
user is obligated to provide a timely report
of the results that is understandable to the
test taker and others entitled to receive
this information.

Comment: The nature of score reports is often
dictated by practical considerations. In some



PART 11l / THE RESPONSIBILITIES OF TEST USERS

cases only a terse printed report may be feasi-
ble. In others, it may be desirable to provide

both an oral and a written report. The inter-
pretation should vary according to the level

of sophistication of the recipient. When the
examinee is a young child, an explanation of
the test results is typically provided to parents
or guardians. Feedback in the form of a score
report or interpretation is not typically pro-
vided when tests are administered for person-
nel selection or promotion.

Standard 11.7

Test users have the responsibility to protect
the security of tests, to the extent that devel-
opers enjoin users to do so.

Comment: When tests are used for purposes of
selection, licensure, or educational accountabili-
ty, the need for rigorous protection of test
security is obvious. On the other hand, when
educational tests are not part of a high-stakes
program, some publishers consider teacher
review of test materials to be a legitimate tool
in clarifying teacher perceptions of the skills
measured by a test. Consistency and clarity in
the definition of acceptable and unacceptable
practices is critical in such situations. When
tests are involved in litigation, inspection of
the instruments should be restricted—to the
extent permitted by law—to those who are legal-
ly or ethically obligated to safeguard test security.

Standard 11.8

Test users have the responsibility to respect
test copyrights.

Comment: Legally and ethically, test users may

not reproduce copyrighted materials for rou-
tine test use without consent of the copyright

holder. These materials—in both paper and
electronic form—include test items, ancillary
forms such as answer sheets or profile forms,

scoring templates, conversion tables of raw

scores to derived scores, and tables of norms.

Standard 11.9

Test users should remind test takers and
others who have access to test materials that
the legal rights of test publishers, including
copyrights, and the legal obligations of other
participants in the testing process may pro-
hibit the disclosure of test items without
specific authorization.

Standard 11.10
Test users should be alert to the possibility

of scoring errors; they should arrange for
rescoring if individual scores or aggregated
data suggest the need for it.

Comment: The costs of scoring error are great,
particularly in high-stakes testing programs.
In some cases, rescoring may be requested by
the test taker. If such a test taker right is rec-
ognized in published materials, it should be
respected. In educational testing programs,
users should not depend entirely on test tak-
ers to alert them to the possibility of scoring
errors. Monitoring scoring accuracy should
be a routine responsibility of testing program
administrators wherever feasible.

Standard 11.11

If the integrity of a test taker’s scores is
challenged, local authorities, the test devel-
oper, or the test sponsor should inform the
test takers of their relevant rights, including
the possibility of appeal and representation
by counsel.

Comment: Proctors in entrance or licensure
testing programs may report irregularities
in the test process that result in challenges.
University admissions officers may raise chal-
lenges when test scores are grossly inconsis-
tent with other applicant information. Test
takers should be apprised of their rights in
such situations.
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Standard 11.12

Test users or the sponsoring agency should
explain to test takers their opportunities, if
any, to retake an examination; users should
also indicate whether the earlier as well as

later scores will be reported to those entitled
to receive the score reports.

Comment: Some testing programs permit test
takers to retake an examination several times,
to cancel scores, or to have scores withheld
from potential recipients. If test takers have
such privileges, they and score recipients

should be so informed.

Standard 11.13

When test-taking strategies that are unrelat-
ed to the domain being measured are found
to enhance or adversely affect test perform-
ance significantly, these strategies and their
implications should be explained to all test
takers before the test is administered. This
may be done either in an information booklet
or, if the explanation can be made briefly,
along with the test directions.

Comment: Test-taking strategies, such as
guessing, skipping time-consuming items, or
initially skipping and then returning to diffi-
cult items as time allows, can influence test
scores positively or negatively. The effects of
various strategies depend on the scoring sys-
tem used and aspects of item and test design
such as speededness or the number of
response alternatives provided in multiple-
choice items. Differential use of such strate-
gies by test takers can affect the validity and
reliability of test score interpretations. The
goal of test directions should be to convey
information on the possible effectiveness of
various strategies and, thus, to provide all test
takers an equal opportunity to perform opti-
mally. The use of such strategies by all test
takers should be encouraged if their effect
facilitates performance and discouraged if
their effect interferes with performance.
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Standard 11.14

Test users are obligated to protect the privacy
of examinees and institutions that are
involved in a measurement program, unless
a disclosure of private information is agreed
upon, or is specifically authorized by law.

Comment: Protection of the privacy of individ-
ual examinees is a well-established principle in
psychological and educational measurement.
In some instances, test takers and test admin-
istrators may formally agree to a lesser degree
of protection than the law appears to require.
In other circumstances, test users and testing
agencies may adopt more stringent restric-
tions on the communication and sharing of
test results than relevant law dictates. The
more rigorous standards sometimes arise
through the codes of ethics adopted by rele-
vant professional organizations. In some test-
ing programs the conditions for disclosure are
stated to the examinee prior to testing, and
taking the test can constitute agreement for
the disclosure of test score information as
specified. In other programs, the test raker or
his/her parents or guardians must formally
agree to any disclosure of test informarion to
individuals or agencies other than those speci-
fied in the test administrators published licer-
ature. It should be noted that the right of the
public and the media to examine the aggre-
gate test results of public school systems is
guaranteed in some states.

Standard 11.15

Test users should be alert to potential misin-
terpretations of test scores and to possible
unintended consequences of test use; users
should take steps to minimize or avoid fore-
seeable misinterpretations and unintended
negative consequences.

Comment: Well-meaning, but unsophisticated,
audiences may adopt simplistic interpreta-
tions of test results or may ateribute high or
low scores or averages to a single causal factor.
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Experienced test users can sometimes antici-
pate such misinterpretations and should try
to prevent them. Obviously, not every unin-
tended consequence can be anticipated. What
is required is a reasonable effort to prevent
negative consequences and to encourage
sound interpretations.

Standard 11.16

Test users should verify periodically that
their interpretations of test data continue to
be appropriate, given any significant changes
in their population of test takers, their
modes of test administration, and their
purposes in testing.

Comment: Over time, a gradual change in the
demographic characteristics of an examinee
population may significantly affect the infer-
ences drawn from group averages. The
accommodations made in test administration
in recognition of examinee disabilities or in
response to unforeseen circumstances may
also affect interpretations.

Standard 11.17

In situations where the public is entitled to
receive a summary of test results, test users
should formulate a policy regarding timely
release of the results and apply that policy
consistently over time.

Comment: In school testing programs, dis-

tricts commonly viewed as a coherent group
may avoid controversy by adopting the same
policies regarding the release of test results. If
one district routinely releases aggregated data

in much greater detail than another, ground-
less suspicions can develop that information

is being suppressed in the latter district.

Standard 11.18

When test results are released to the public
or to policymakers, those responsible for
the release should provide and explain any

supplemental information that will minimize
possible misinterpretations of the data.

Comment: Preliminary briefings prior to the

release of test results can give reporters for the
news media an opportunity to assimilate rele-
vant data. Misinterpretation can often be the
result of the limited time reporters have to

prepare media reports or inadequarte presenta-
tion of information that bears on test score

interpretation. It should be recognized, how-
ever, that the interests of the media are not

always consistent with the intended purposes

of measurement programs.

Standard 11.19

When a test user contemplates an approved
change in test format, mode of administra-
tion, instructions, or the language used in

administering the test, the user should have
a sound rationale for concluding that validi-
ty, reliability, and appropriateness of norms

will not be compromised.

Comment: In some instances, minor changes
in format or mode of administration may be
reasonably expected, without evidence, to
have little or no effect on validity, reliability,
and appropriateness of norms. In other
instances, however, changes in format or
administrative procedures can be assumed

a priori to have significant effects. When a
given modification becomes widespread, con-
sideration should be given to validation and
norming under the modified conditions.

Standard 11.20

In educational, clinical, and counseling
settings, a test taker’s score should not be
interpreted in isolation; collateral informa-
tion that may lead to alternative explana-
tions for the examinee’s test performance
should be considered.

Comment: It is neither necessary nor feasible to
make an intensive review of every test taker’s
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score. In some settings there may be little or
no collateral information of value. In counsel-
ing, clinical, and educational settings, however,
considerable relevant information is likely to
be available. Obvious alternative explanations
of low scores include low motivation, limited
fluency in the language of the test, unfamiliar-
ity with culeural concepts on which test items
are based, and perceptual or motor impair-
ments. In clinical and counseling settings, the
test user should not ignore how well the test
taker is functioning in daily life.

Standard 11.21

Test users should not rely on computer-gen-
erated interpretations of test results unless
they have the expertise to consider the
appropriateness of these interpretations in
individual cases.

Comment: The scoring agency has the respon-
sibility of documenting the basis for the
interpretations. The user of a computerized
scoring and reporting service has the obliga-
tion to be familiar with the principles on
which such interpretations were derived.
The user should have the ability to evaluate
a computer-based score interpretation in the
light of other relevant evidence on each test
taker. Automarted, narrative reports are not a
substitute for sound professional judgment.

Standard 11.22

When circumstances require that a test be
administered in the same language to all

examinees in a linguistically diverse popula-
tion, the test user should investigate the

validity of the score interpretations for test
takers believed to have limited proficiency
in the language of the test.

Comment: The achievement, abilities, and
traits of examinees who do not speak the lan-
guage of the test as their primary language
may be seriously mismeasured by the test.
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The scores of test takers with severe linguistic
limitations will probably be meaningless. If
language proficiency is not relevant to the
purposes of testing, the test user should con-
sider excusing these individuals, without pre-
judice, from taking the test and substituting
alternative evaluation methods. However, it
is recognized that such actions may be
impractical, unnecessary, or legally unaccept-
able in some settings.

Standard 11.23

If a test is mandated for persons of a given
age or all students in a particular grade,
users should identify individuals whose dis-
abilities or linguistic background indicates
the need for special accommodations in test
administration and ensure that these accom-
modations are employed.

Comment: Appropriate accommodations
depend upon the nature of the test and the
needs of the test taker. The mandating
authority has primary responsibility for defin-
ing the acceptable accommodations for vari-
ous categories of test takers. The user must
take responsibility for identifying those test
takers who fall within these categories and
implement the appropriate accommodations.

Standard 11.24

When a major purpose of testing is to

describe the status of a local, regional, or
particular examinee population, the program
criteria for inclusion or exclusion of indivi-

duals should be strictly adhered to.

Comment: In census-type programs, biased
results can arise from the exclusion of particu-
lar subgroups of students. Financial and other
advanrages may accrue either from exaggerat-
ing or from reducing the proportion of high-
achieving or low-achieving students. Clearly,
these are unprofessional practices.



Background

This chapter addresses issues important to
professionals who use psychological tests with
their clients. Topics include test selection and
administration, test interpretation, collateral
information used in psychological testing, types
of tests, and purposes of testing. The types of
psychological tests reviewed in this chapter
include cognitive and neuropsychological;
adaptive, social, and problem behavior; family
and couples; personality; and vocational. In
addition, the chapter includes an overview of
four common uses of psychological tests:
diagnosis; intervention planning and outcome
evaluation; legal and governmental decisions;
and personal awareness, growth, and action.

Employment testing is another context
in which psychological testing is used. The
standards in this chapter are applicable to those
employment settings in which individual in-
depth assessment is conducted (e.g., an evalu-
ation of a candidate for a senior executive
position). Employment settings in which tests
are designed to measure specific job-related
characteristics across multiple candidates are
treated in the text and standards of chapter 14.

For all professionals who use tests, knowl-
edge of cultural background and physical capabil-
ities that influence (a) a test taker’s development,
(b) the methods for obtaining and conveying
information, and (c) the planning and imple-
mentation of interventions is critical. Therefore,
readers are encouraged to review chapters 7,
8,9, and 10 that discuss fairness and bias in
testing, the rights and responsibilities of test
takers, testing individuals of diverse linguistic
backgrounds, and testing individuals with
disabilities. Readers will find important addi-
tional detail on validity; reliability; test devel-
opment; scaling; test administration, scoring,
and reporting; and general responsibilities
of test users in chapters 1, 2, 3, 4, 5, and 11,
respectively.

The use of tests provides one method of
collecting information wichin the larger frame-
work of a psychological assessment of an indi-
vidual. Typically, psychological assessments
involve an interaction between a professional
who is trained and experienced in testing and
a client. Clients may include patients, counse-
lees, parents, employees, employers, attorneys,
students, and other responsible parties who
are test takers or who use the test results con-
tained in psychological reports.

The results from tests and inventories, used
within the context of a psychological assessment,
may help the professional to understand the
client more fully and to develop more informed
and accurate hypotheses, inferences, and deci-
sions about a client’s situation. A psychological
assessment is a comprehensive examination
undertaken to answer specific questions about
a client’s psychological functioning during a
particular time interval or to predict a client’s
psychological functioning in the future. An
assessment may include administering and scor-
ing tests, and interpreting test scores, all within
the context of the individual’s personal history.
Inasmuch as test scores characteristically are
interpreted in the context of other information
about the client, an individual psychological
assessment usually also includes interviewing
the client; observing client behavior; reviewing
educational, psychological, and other relevant
records; and integrating these findings with
other information that may be provided by
third parties. The tasks of a psychological
assessment—collecting, evaluating, integrating,
and reporting salient information relevant to
those aspects of a client’s functioning that are
under examination—comprise a complex and
sophisticated set of professional activities.

The interpretation of tests and inventories
can be a valuable part of the intervention process
and, if used appropriately, can provide useful
information to clients as well as to other users
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of the test interpretation. For example, the results
of tests and inventories may be used to assess the
psychological functioning of an individual; to
assign diagnostic classifications; to detect neu-
ropsychological impairment; to assess cognitive
and personality strengths, vocational interests,
and values; to determine developmental stages;
and to evaluate treatment outcomes. Test results
also may provide information used to make deci-
sions that have a powerful and lasting impact on
people’s lives (e.g., vocational and educational
decision making; diagnosis; treatment planning;
selection decisions; intervention and outcome
evaluation; parole, sentencing, civil commit-
ment, child custody, and competency to stand
trial decisions; and personal injury litigation).

TEST SELECTION AND ADMINISTRATION

Prior to beginning the assessment process,
the rest taker should understand who will have
access to the test results and the written report,
how test results will be shared with the test
taker, and if and when decisions based on the
test results will be shared with the test taker
and/or a third party. The assessment process
begins by clarifying, as much as is possible,
the reasons for which a client is presented for
assessment. Guided by these reasons or other
relevant concerns, the tests, inventories, and
diagnostic procedures to be used are chosen,
and other sources of information needed to
evaluate the client and the referral issues are
identified. The professional reviews more than
the name of the test in choosing a test and is
guided by the validity and reliability evidence
and the applicability of the normative data
available in the test’s accumulated research
literature. In addition to being thoroughly
versed in proper administrative procedure, the
professional is responsible for being familiar
with the validity and reliability evidence for
the intended use and purposes of the tests and
inventories selected and for being prepared to
develop a logical analysis that supports the
various facets of the assessment and the infer-
ences made from the assessment.
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Validity and reliability considerations are
paramount, but the demographic characreris-
tics (e.g., gender, age, income, soctocultural
and language background, education and other
socioeconomic variables) of the group for which
the test was originally constructed and for
which initial and subsequent normative data
are available also are important test selection
issues. Selecting a test with demographically
appropriate normative groups relevant for the
client being tested is important to the gener-
alizability of the inferences that the professional
seeks to make. Sometimes the items or tasks
contained in a test are designed for a particular
group and are viewed as irrelevant for another
group. A test constructed for one group may
be applied to other groups with appropriate
qualifications that explain the test choice
based on the supporting research data and
on professional experience.

The selection of psychological tests and
inventories, for a particular client, often is
individualized. However, in some settings a
predetermined battery of tests may be taken by
all participants, and group interpretations may
be provided. The test taker may be a child, an
adolescent, or an adult. The settings in which
the tests or inventories are used include (but
are not limired to) preschool, elementary, mid-
dle, or secondary schools; colleges or universi-
ties; pre-employment or employment sectings;
mental health or outpatient clinics; hospitals;
prisons; or professionals’ offices.

Professionals who oversee testing and assess-
ment are responsible for ensuring that all persons
who administer and score tests have received
the appropriate education and training needed
to perform these tasks. In addicion, they are
responsible in group testing situations for ensur-
ing that the individuals who use the test results
are trained to interpret the scores properly.

When conducting psychological testing,
standardized test administration procedures
should be followed. When nonstandard
administration procedures are needed, they
are to be described and justified. Professionals
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also are responsible for ensuring that testing
conditions are appropriate. For example, the
examiner may need to determine if the client is
capable of reading at the level required, and if
clients with vision, hearing, or neurological dis-
abilities are adequately accommodated. Finally,
professionals are responsible for protecting the
confidentiality and security of the test results
and the testing materials.

One advantage of individually adminis-
tered measures is the opportunity to observe
and adjust testing conditions as needed. In
some circumstances, test administration may
provide the opportunity for skilled examiners
to carefully observe the performance of persons
under standardized conditions. For example,
their observations may allow them to more
accurately record behaviors being assessed, to
understand better the manner in which persons
arrive at their answers, to identify personal
strengths and weaknesses, and to make modi-
fications in the testing process. Thus, the
observations of trained professionals can be
important to all aspects of test use.

TEST SCORE INTERPRETATION

Test scores ideally are interpreted in light
of the available normative data, the psycho-
metric properties of the test, the temporal sta-
bility of the constructs being measured, and
the effect of moderator variables and demo-
graphic characteristics (e.g., gender, age,
income, sexual orientation, sociocultural and
language background, education, and other
socioeconomic variables) on test results. The
professional rarely has the resources available
to personally conduct the research or to
assemble representative norms needed to
make accurate inferences about each individ-
ual client’s current and future functioning.
Therefore, the professional may rely on the
research and the body of scientific knowledge
available for the test that warrants appropriate
inferences. Presentation and analyses of valid-
ity and reliability evidence often are not need-
ed in a written report, but the professional

strives to understand, and prepares to articu-
late, such evidence as the need arises.

Tests and inventories that meet high tech-
nical standards of quality are a necessary but not
a sufficient condition to ensure the responsi-
ble use and interpretation of test scores. The
level of competence of the professional who
interprets the scores and integrates the infer-
ences derived from psychological tests depends
upon the educational and experiential qualifi-
cations of the professional. With experience,
professionals learn that the challenges in psy-
chological test score interpretation increase in
magnitude along a continuum of professional
judgment with brief screening inventories at
one end of the continuum and comprehensive
multidimensional assessments at the other. For
example, the interpretations of achievement and
ability test scores, personality test scores, and
batteries of neuropsychological test scores rep-
resent points on a continuum that require
increasing levels of specialized knowledge,
judgment, and skill by an experienced profes-
sional regardless of the soundness of the techni-
cal characreristics of the tests being used. The
education and experience necessary to adminis-
ter group tests and/or proctor computer-admin-
istered tests generally are less stringent than are
the qualifications necessary to interpret individ-
ually administered tests. The use and inter-
pretation of individually administered tests
requires completion of rigorous educational and
applied training, a high degree of professional
judgment, appropriate credentialing, and adher-
ence to the professional’s ethical guidelines.

When making inferences about a client’s
past, present, and future behaviors and other
characteristics from test scores, the professional
reviews the literature to develop familiarity
with supporting evidence. When there is strong
evidence supporting the reliability and validity
of a test, including its applicability to the client
being assessed, the professional’s ability to draw
inferences increases. Nevertheless, the profes-
sional still corroborates results from testing with
additional information from a variety of sources
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such as interviews and results from other tests.
When an inference is based on a single study
or based on several studies whose samples are
not representative of the client, the professional

is more cautious about the inferences. Corrobora-
ting data from the assessment’s multiple sources
of information—including stylistic and test-taking
behaviors inferred from observations during

the test—will strengthen the confidence placed
in the inference. Importantly, data that are not
supportive of the inference are acknowledged

and either reconciled or noted as limits to the
confidence placed in the inference.

An interpretation of a test taker’s test scores
based upon existing research examines not only
the demonstrated relationship between the scores
and the criterion or criteria, but also the appro-
priateness of the latter. The criterion and the
chosen predictor test or tests are subjected to a
similar examination to understand the degree to
which their underlying constructs are congruent
with the inferences under consideration.

Threats to the interpretability of obtained
scores are minimized by clearly defining how
particular psychological tests are used. These
threats occur as a result of construct-irrelevant
variance (i.e., aspects of the test that are not
relevant to the purpose of the test scores) and
construct underrepresentation (i.e., important
facets relevant to the purpose of the testing, but
for which the test does not account). A client’s
response bias is another example of a construct-
irrelevant component that may significantly
skew the obtained scores, possibly rendering
the scores uninterpretable. In situations where
response bias is anticipated, the professional
may choose a test that has scales (e.g., faking
good, faking bad, social desirability, percent yes,
percent no) that clarify the threats to validity
from the test taker’s response bias. In so doing,
the professional may be able to assess the degree
to which test takers are acquiescing to the per-
ceived demands of the test administrator or
attempting to portray themselves as impaired
by “faking bad,” or well-functioning by “faking
good.” In interpreting the test taker’s obtained
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response bias score(s), the evidence of validity
for constructs underlying each response bias
scale, each scale’s internal consistency, its
interrelations with other scales, and evidence
of validity are considered.

For some purposes, including career coun-
seling and neuropsychological assessment, test
batteries frequently are used. Such batteries often
include tests of verbal ability, numerical abilicy,
nonverbal reasoning, mechanical reasoning,
clerical speed and accuracy, spatial ability, and
language usage. Some batteries also include
interest and personality inventories. When psy-
chological test batteries incorporate multiple
methods and scores, patterns of test results fre-
quently are interpreted to reflect a construct or
even an interaction among constructs underly-
ing test performances. Higher order interactions
among the constructs underlying configurations
of test outcomes may be postulated on the basis
of test score patterns. The literature reporting
evidence of reliability and validity that supports
the proposed interpretations should be identi-
fiable. If the literature is incomplete, the resulting
inferences may be presented with the qualifica-
tion that they are hypotheses for future verifi-
cation rather than probabilistic statements that
imply some known validity evidence.

CovLLaTERAL INFORMATION USED IN PSYCHOLOGICAL
TESTING AND PSYCHOLOGICAL ASSESSMENT

The quality of psychological testing and
psychological assessment is enhanced by
obtaining credible collateral information from
various third-party sources such as teachers,
personal physicians, family members, and
school or employment records. Psychological
testing also is enhanced by using various methods
to acquire information. Structured behavioral
observations, checklists and ratings, interviews,
and criterion- and norm-referenced measures
are but a few of the methods that may be used
to acquire information. The use of psychologi-
cal tests also can be enhanced by acquiring
information about multiple traits or attributes
to help characterize a person. For example, an
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evaluation of career goals may be enhanced by

obtaining a history of current and prior employ-
ment as well as by administering tests to assess

academic aptitude and achievement, vocational
interests, work values, and personality and tem-
perament characteristics. The availability of infor-
mation on multiple traits or attributes, when
acquired from various sources and through the
use of various methods, enables professionals to
assess more accurately an individual’s psychoso-
cial functioning and facilitates more effective
decision making.

Types of Psychological Tests

For purposes of this chapter, the types of psy-
chological tests have been divided into five
categories: cognitive and neuropsychological
tests; adaptive, social, and problem behavior
tests; family and couples tests; personality
tests; and vocational tests.

Cocimive AND NEUROPSYCHOLOGICAL TESTING

Tests often are used to assess various classes
of cognitive and neuropsychological functioning
including intelligence; broad ability domains
(e.g., verbal, quantitative, and spatial abilities);
and more focused domains (e.g., attention,
sensorimotor functions, perception, learning,
memory, reasoning, executive functions, and
language). Overlap may occur in the constructs
that are assessed by tests of differing functions
or domains. In common with other types of
tests, cognitive and neuropsychological tests
require a minimally sufficient level of test-taker
attentional capacity.

Cognitive Ability. Measures designed to
quantify cognitive abilities are among the most
widely administered tests. The interpretation of
cognitive ability tests is guided by the theoretical
constructs used to develop the test.

Many cognitive ability tests consist of mul-
tidimensional test bacteries that are designed
to assess a broad range of abilities and skills.
Individually administered test batteries also are
required for testing for purposes such as diag-

nosing a cognitive disorder. Test results are used
to draw inferences about a person’s overall level
of intellectual functioning as well as strengths
and weaknesses in various cognitive abilities.

Because each test in a battery examines a dif-
ferent function, ability, skill, or combination
thereof, the test taker’s performance can be

understood best when scores are not combined
or aggregated, but rather when each score is

interpreted within the context of all other

scores and other assessment data. For example,
low scores on timed tests alert the examiner to

slowed responding as a problem that may not

be apparent if scores on different kinds of tests
are combined.

Attention. Attention refers to that class
of functioning that encompasses arousal, estab-
lishment and deployment of sets, sustained
attention, and vigilance as constructs. Tests
may measute levels of alertness, orientation,
and localization; the ability to focus, shift, and
maintain attention and to track one or more
stimuli under various conditions; span of
attention; information processing speed and
choice reaction time; and short-term informa-
tion storage capacity. Scores for each aspect of
attention that has been examined should be
reported individually so that the nature of an
attention disorder can be clarified.

Motor, Sensorimotor Functions, and
Lateral Preferences.
sensory and other sensory sensitivity and dis-

isual, auditory, somato-

crimination can be measured by simple motor
or verbal responses to selective stimulation
upon command.

Perception and Perceptual Organiza-
tion/Integration. This class of functioning
involves reasoning and judgment as they relate
to the processing and elaboration of complex
sensory combinations and inputs. Tests of per-
ception may emphasize immediate perceptual
processing but also may require conceptualiza-
tions that involve some reasoning and judg-
mental processes. Some tests have a motor
component ranging from a simple motor
response to an elaborate construction. Also,
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some of these tests penalize the test taker for
slow performance that may be caused by some-
thing other than perceptual dysfunction.

Learning and Memory. This class of
functions involves the acquisition and retention
of information beyond the attentional require-
ments of immediate or short-term information
processing and storage. These tests may measure
acquisition of new information through various
sensory channels and by means of assorted test
formats (e.g., word lists, prose passages, geomet-
ric figures, formboards, digits, and musical
melodies). Memory tests also may require
retention and recall of old information (e.g.,
personal data as well as commonly learned
facts and skills).

Abstract Reasoning and Categorical
Thinking. Tests of reasoning and thinking
vary widely. They assess the examinee’s ability
to infer relationships or to respond to changing
environmental circumstances and to act in
goal-oriented situations.

Executive Functions. This class of func-
tions is involved in the organized performances
that are necessary for the independent, purpo-
sive and effective attainment of personal goals
in various cognitive processing, problem-solv-
ing and social situations. Some tests emphasize
reasoned plans of action that anticipate conse-
quences of alternative solutions, motor perform-
ance in problem-solving situations that require
goal-oriented intentions, and regulation of per-
formance for achieving a desired outcome.

Language. Language assessment typically
focuses on phonology, morphology, syntax,
semantics, and pragmatics. Receptive and
expressive language functions may be assessed,
including listening, reading, talking, and writ-
ten language skills and abilities. Assessment of
central language disorders focuses on function-
al speech and verbal comprehension measured
through oral, written, or gestural modes; lexi-
cal access and elaboration; repetition of spoken
language; and associative verbal fluency.

When assessing persons who are non-
native English speakers or who ate bilingual or
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muldlingual, language assessment often includes
an assessment of language competence and the
order of dominance among the different lan-
guages. If a multilingual person is assessed for
a possible language disorder, one issue for the
professional to consider is the degree to which
the disorder may be due more directly to lan-
guage-related qualities (e.g., phonological,
morphological, syntactic, semantic, pragmatic
delays; mental retardation; peripheral sensory
or central neurological impairment; psycholog-
ical conditions; hearing disorders) than to
dominance of a non-English language.

Academic Achievement. Academic
achievement tests are measures of academic
knowledge and skills that a person has acquired
in formal and informal learning opportunities.
Two major types of academic achievement
tests include general achievement batteries and
diagnostic achievement tests. General achieve-
ment batteries are designed to assess a person’s
level of learning in multiple areas (e.g., reading,
mathematics, spelling, social studies, science).
Diagnostic achievement tests, on the other
hand, typically focus on one particular subject
area (e.g., reading) and assess important aca-
demic skills in greater detail. Test results are
used to determine the test taker’s strengths as
well as specific difficulties and may help identi-
fy sources of the difficulties and ways to over-
come them. Chapter 13 provides additional
detail on academic achievement testing in
educational settings.

SociAL, ADAPTIVE, AND PROBLEM BEHAVIOR TESTING
Measures of social, adaptive, and problem
behaviors assess ability and motivation to care
for one’s self and to relate to others. Adaptive
behaviors include a repertoire of knowledge,
skills, and abilities that enable a person to meet
the daily demands and expectations of the
environment, such as eating, dressing, using
transportation, interacting with peers, com-
municating with others, making purchases,
managing money, maintaining a schedule,
remaining in school, and maintaining a job.
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Problem behaviors include behavioral adjust-
ment difficulties that interfere with a person’s
effective functioning in daily life situations.

FamiLy AND GOuPLES TESTING

Family testing addresses the issues of family
dynamics, cohesion, and interpersonal relations
among family members including partners, par-
ents, children, and extended family members.
Tests developed to assess families and couples
are distinguished by measuring the interaction
patterns of partial or whole families, requiring
simultaneous focus on two or more family
members in terms of their transactions. Testing
with couples may address personal factors such
as issues of intimacy, compatibility, shared
interests, trust, and spiritual beliefs.

PERSONALITY TESTING

Broadly considered, the assessment of per-
sonality requires a synthesis of aspects of an
individual’s functioning that contribute to the
formulation and expression of thoughts, atti-
tudes, emotions, and behaviors. In the assess-
ment of an individual, cognitive and emotional
functioning may be considered separately, but
their influences are interrelated. For example, a
person whose perceptions are highly accurate,
or who is relatively stable emotionally, may be
able to control suspiciousness better than can a
person whose perceptions are inaccurate or dis-
torted or who is emotionally unstable.

Scores on a personality test may be regard-
ed as reflecting the underlying theoretical con-
structs or empirically derived scales or factors
that guided the test’s construction. The stimu-
lus and response formarts of personality tests
vary widely. Some include a series of questions
(e.g., self-report inventories) to which the test
taker is required to choose from several well-
defined options; others involve being placed in a
novel situation in which the test takers response
is not completely structured (e.g., responding to
visual stimuli, telling stories, discussing pictures,
or responding to other projective stimuli). The
responses are scored and combined into either

logically or statistically derived dimensions
established by previous research.

Personality tests may be designed to focus
on the assessment of normal or abnormal atti-
tudes, feelings, traits, and related characteristics.
Tests intended to measure normal personality
characteristics are constructed to yield scores
reflecting the degree to which a person mani-
fests personality dimensions empirically iden-
tified and hypothesized to be present in the
behavior of most individuals. A person’s config-
uration of scores on these dimensions is then
used to infer how the person behaves presently
and how she/he may behave in new situations.
Test scores outside of the expected range may
be considered extreme expressions of normal
traits or indicative of psychopathology. Such
scores also may reflect normal functioning of
the person within a culture different from that
of the normative population sample.

Other personality tests are designed specif-
ically to measure constructs underlying abnormal
functioning and psychopathology. Developers
of some of these tests use previously diagnosed
individuals to construct their scales and base
their inferences on the association between the
test’s scale scores, within a given range, and the
behavioral correlates of persons who scored
within that range. If inferences made from
scores go beyond the theory that guided the
test’s construction, then the inferences must be
validated by collecting and analyzing additional

relevant data.

VocATioNAL TESTING

Vocational testing generally includes the
measurement of interests, work needs, and
values, as well as consideration and assessment
of related elements of career development,
maturity, and indecision. The results from
inventories that assess these constructs often
are used for enhancing personal growth and
understanding, career counseiing, outplace-
ment counseling, and vocational decision
making. These interventions frequently take
place in the context of educational settings.
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However, interest inventories and measures of
work values also may be used in workplace set-
tings as part of training and development pro-
grams, for career planning, or for selection,
placement, and advancement decisions.

Interest Inventories. The measurement of
interests is designed to identify a person’s pref-
erences for various activities. Self-report interest
inventories are widely used to assess personal
preferences including likes and dislikes for vari-
ous work and leisure activities, school subjects,
occupations, or types of people. The resulting
scores may provide insight into types and pat-
terns of differential interests in educational cur-
ricula (e.g., college majors), in different fields
of work (e.g., specific occupations), or in more
general or basic areas of interests refated to spe-
cific activities (e.g., sales, office practices, or
mechanical activities).

Work Values Inventories. The measure-
ment of work values identifies a person’s pref-
erences for the various reinforcements one may
obtain from work activities. Sometimes these
values are identified as needs that persons seck
to satisfy. Work values or needs may be catego-
rized as intrinsic and important for the pleasure
gained from the activity (e.g., independence,
ability utilization, achievement) or as extrinsic
and important for the rewards they bring (e.g.,
coworkers, supervisory relations, working
conditions). The format of work values tests
usually involves a self-rating of the impor-
tance of the value associated with qualities
described by the items.

Measures of Carcer Development,
Maturity, and Indecision. Additional areas of
vocational assessment include measures of
career development and maturity and measures
of career indecision. Inventories that measure
career development and maturity typically elic-
it client self-descriptions in response to items
that inquire about the individual’s knowledge
of the world of work; self-appraisal of one’s
decision-making skills; attitudes toward careers
and career choices; and the degree to which
the individual already has engaged in career
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planning. Measures of career indecision usual-
ly are constructed and standardized to assess
both the level of career indecision of a client
as well as the reasons for, or antecedents of,

indecision. Such carcer development, maturi-
ty, and indecision findings may be used with

individuals and groups to guide the design

and delivery of career services and to evaluate
the effectiveness of career interventions.

Purposes of Psychological Testing

For purposes of this chapter, psychological test
uses have been divided into four categories:
testing for diagnosis; intervention planning and
outcome evaluation; legal and governmental
decisions; and personal awareness, growth and
action. However, these categories are not always
mutually exclusive.

TesTiNG ForR DiaGnosis

Diagnosis refers to a process thart includes
the collection and integration of test results
with prior and current information abour a
person rogether with relevant contextual con-
ditions to identify characteristics of healthy
psychological functioning as well as psycholog-
ical disorders. Disorders may manifest them-
selves in information obtained during the
testing of an individual’s cognitive, emotional,
social, personality, neuropsychological, physi-
cal, perceptual, and motor attributes.

Psychodiagnosis. Psychological tests are
helpful to professionals involved in the psycho-
logical diagnosis of an individual. Testing may
be performed to confirm a hypothesized diagno-
sis or to rule out alternative diagnoses. Psycho-
diagnosis is complicated by the prevalence of
comorbidity between diagnostic categories. For
example, a client diagnosed as suffering from
schizophrenia simultaneously may be diagnosed
as suffering from depression. Or, a child diag-
nosed as having a learning disability also may
be diagnosed as suffering from an attention
deficit disorder. The goal of psychodiagnosis is
to assist each client in receiving the appropriate
interventions for the psychological or behavioral
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dysfunctions that the client, or a third parry,

views as impairing the client’s expected func-
tioning and/or enjoyment of life. In developing
treatment plans, professionals often use non-
categorical diagnostic descriptions of client
functioning along treatment-relevant dimen-
sions (e.g., degree of anxiety, amount of suspi-
ciousness, openness to interpretations, amount
of insight into behaviors, and level of intellec-

tual functioning).

The first step in evaluating a test’s suit-
ability to yield scores or information indicative
of a particular diagnostic syndrome is to com-
pare the construct that the test is intended to
measure with the symptomatology described in
the diagnostic criteria. This step is important
because different diagnostic systems may use
the same diagnostic term to describe different
symptoms; even within one diagnostic system
the symptoms described by the same term may
differ between editions of the manual identify-
ing the diagnostic criteria. Similarly, a test that
uses a diagnostic term in its title may differ sig-
nificantly from another test using a similar title
or from a subscale with the same term. For
example, some diagnostic systems may define
depression by behavioral symptomatology
(e.g., psychomotor retardation, disturbance in
appetite or sleep) or by affective symptomatol-
ogy (e.g., dysphoric feeling, emotional flatness)
or by cognitive symptomatology (e.g., thoughts
of hopelessness, morbidity) or some other
symptomatology. Further, rarely are the symp-
toms of diagnostic categories mutually exclu-
sive. Hence, it can be expected that a given
symptom may be shared by several diagnostic
categories. More knowledgeable and precisely
drawn inferences relating to a diagnosis may be
obtained from test scores if appropriate weight
is given to the symptoms included in the diag-
nostic category and to the suitability of each
test to assess the symptoms.

Different methods may be used to assess
particular diagnostic categories. Some methods
rely primarily on structured interviews using a
“yes” or “no” format in which the professional

is interested in the presence or absence of diag-
nosis-specific symptomatology. Other methods
often rely principally on tests of personality or
cognitive functioning and use configurations of
obtained scores. These configurations of scores
indicate the degree to which a client’s respons-

es are similar to those of individuals who have

been determined by prior research to belong to
a specific diagnostic group.

Diagnoses made with the help of test scores
typically are based on empirically demonstrat-
ed relationships between the test score and the
diagnostic category. Validity studies that demon-
strate relationships between test scores and
diagnostic categories currently are available for
some diagnostic categories. Sometimes tests that
do not have supporting validity studies also may
be useful to the professional in arriving at a
diagnosis. This also may occur, for example,
when the symptoms assessed by a test are a
subset of the criteria that comprise a particular
diagnostic category. While it often is not feasi-
ble for individual professionals to personally
conduct research into relationships between
obtained scores and inferences, their familiarity
with the body of the research literature that
examines these relationships is important.

The professional often can enhance the
diagnostic inferences derived from test scores
by integrating the test results with inferences
made from other sources of information regard-
ing the client’s functioning such as self-reported
history or information provided by significant
others or systematic observations in the natural
environment ot in the testing setting. In arriv-
ing at a diagnosis, a professional also looks for
information that does not corroborate the
diagnosis, and in those instances, places appro-
priate limits on the degree of confidence placed
in the diagnosis. When relevant to the referral
issue, the professional acknowledges alternative
diagnoses that may require consideration.
Particular attention is paid to all relevant avail-
able data before concluding that a client falls
into a diagnostic category. Cultural sensitivity
is paramount to avoid misdiagnosing and over
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pathologizing culturally appropriate behavior,
affect or cognition. Tests also are used to assess
the appropriateness of continuing the initial
diagnostic characterization, especially after a
course of treatment or if the client’s psycholog-
ical functioning has changed over time.

Neuropsychodiagnosis. Neuropsycho-
logical testing analyzes the current psychological
and behavioral status, including manifestations
of neurological, neuropathological, and neuro-
chemical changes that may arise during devel-
opment or from brain injury or illness. The
purposes of neuropsychological testing typically
include, but are not limited to, the following:
differential diagnoses between psychogenic and
neurogenic sources of cognitive, perceptual, and
personality dysfunction; differential diagnoses
between two or more suspected etiologies of
cerebral dysfunction; evaluation of impaired
functioning secondary to a cerebral, cortical, or
subcortical event; establishment of neuropsy-
chological baseline measurements for monitoring
progressive cerebral disease or recovery effects;
comparison of pre- and post-pharmacologic,
surgical, behavioral, or psychological interven-
tions; identification of patterns of higher cortical
function and dysfunction for the formulation
of rehabilitation strategies and for the design of
remedial procedures; and characterizing brain-
behavior functions to assist the trier of fact in
criminal and civil legal actions.

TESTING FOR INTERVENTION PLANNING AND QuTCOME
EvaLuATION

Professionals often rely on test results for
assistance in planning, executing, and evaluat-
ing interventions. Therefore, their awareness of
validity information that supports or does not
support the relationship between test results,
prescribed interventions, and desired outcome
is important. Interventions may be intended to
prevent the onset of one or more symptoms, to
stabilize or overcome them, to ameliorate their
effects, to minimize their impact, and to pro-
vide for a person’s basic physical, psychological,
and social needs. Intervention planning typical-
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ly occurs following an evaluation of the nature

and severity of a disorder and a review of person-
al and contextual conditions that may impact its
resolution. Subsequent evaluations may occur
in an effort to diagnose further the nature and

severity of the disorder, to review the effects of
interventions, to revise them as needed, and to
meet ethical and legal standards.

TESTING FOR JUDICIAL AND GOVERNMENTAL DECISIONS

Clients may voluntarily seek psychological
testing as part of psychological assessments to
assist in matrers before a court or other govern-
mental agencies. Conversely, courts or other
governmental agencies sometimes require a
client to submit involuntarily to a psychological
or neuropsychological assessment that may
involve a wide range of psychological tests. The
goal of these psychological assessments is to
provide important information to a third party,
client’s attorney, opposing attorney, judge, or
administrative board about the psychological
functioning of the client that has bearing on
the legal issues in question. At the outset of
evaluations for judicial and government deci-
sions, it is imperative to clarify the purpose of
the evaluation, who will have access to the test
results and the reports, and any rights that
the client may have to refuse to participate in
court-ordered evaluations.

The goals of psychological testing in judi-
cial and governmental settings are informed and
constrained by the legal issues to be addressed,
and a detailed understanding of their salient
aspects is essential. Legal issues may arise as
part of a civil proceeding (e.g., involuntary
commitment, testamentary capacity, compe-
tence to stand trial, parole, child custody, per-
sonal injury, discrimination issues), a criminal
proceeding (e.g., competence to stand trial, not
guilty by reason of insanity, mitigating circum-
stances in sentencing), determination of rea-
sonable accommodations for employees with
disabilities, or an administrative proceeding or
decision (e.g., license revocation, parole, work-
er's compensation). Each of these legal issues is
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defined in law applicable to a particular legisla-
tive jurisdiction. The definition of each legal
issue may be jurisdiction specific. For example,
the criteria by which a person can be involun-
tarily committed often differ between legisla-
tive jurisdictions. Furthermore, tests initially
administered for one purpose also may be used
for another purpose (e.g., initially used fora
civil case but later used in administrative or
criminal proceedings).

Legislatures, courts, and other adminstra-
tive bodies often define legal issues in common-
ly used language, not in diagnostic or other
technical psychological terms. The professional
is responsible for explaining the diagnostic frame
of reference, including test scores and inferences
made from them, in terms of the legal criteria
by which the jury, judge, or administrative board
will decide the legal issue. For example, a diag-
nosis of schizophrenia or neuropsychological
impairment, which does not also include a ref-
erence to the legal criteria, neither precludes an
examinee from obtaining sole custody of children
in a child custody dispute nor does it necessar-
ily acquit a person of criminal responsibility.

In instances involving legal or quasi-legal
issues, it is important to assess the examinee’s
test-taking orientation including response bias
to ensure that the legal proceedings have not
affected the responses given. For example, a
person seeking to obtain the greatest possible
monetary award for a personal injury may be
motivated to exaggerate cognitive and emotional
symptoms, while persons attempting to forestall
the loss of a professional license may attempt o
portray themselves in the best possible light by
minimizing symptoms or deficits. In forming
an assessment opinion, it is necessary to inter-
pret the test scores with informed knowledge
relating to the available validity and reliability
evidence. When forming such opinions, it also
is necessary to integrate a client’s test scores with
all other sources of information that bear on
current status including psychological, medical,
educational, occupational, legal, and other rel-
evant collateral records.

Some tests are intended to provide informa-
tion about a client’s funcrioning that helps clarify
a given legal issue (e.g., parental functioning in
a child custody case or ability to understand
charges against a defendant in competency to
stand trial matters). The manuals of some tests
also provide demographic and actuarial data
for normative groups that are representative of
persons involved in the legal system. However,
many tests measure constructs that are generally
relevant to the legal issues even though norms
specific to the judicial or governmental context
may not be available. Professionals are expected
to make every effort to be aware of evidence of
validity and reliability that supports or does not
support their inferences and to place appropri-
ate limits on the opinions rendered. Test users
who practice in judicial and government set-
tings are expected to be aware of conflicts of
interest that may lead to bias in the interpreta-
tion of test results.

Protecting the confidentiality of a client’s
test results and of the test instrument itself poses
particular challenges for professionals involved
with attorneys, judges, jurors, and other legal
and quasi-legal decision makers. The test taker
does have a right to expect that test resules will
be communicated only to persons who are
legally authorized to receive them and that
other information from the testing session that
is not relevant to the evaluation will not be
reported. It is important for the professional to
be apprised of possible threats to confidentiality
and test security (e.g., releasing the test questions,
the examinee’s responses, and raw and scaled
scores on tests to another qualified profession-
al) and to seek, if necessary, appropriate legal
and professional remedies.

TESTING FOR PERSONAL AWARENESS, GROWTH,
AND ACTION

Tests and inventories frequently are used
to provide information to help individuals to
understand themselves, to identify their own
strengths and weaknesses, and to otherwise
clarify issues important to their own decision
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making and development. For example, test
results from personality inventories may help
clients better understand themselves and also
understand their interactions with others.
Results from interest inventories and tests of
ability may be useful to individuals who are
making educational and career decisions.
Appropriate cognitive and neuropsychological
tests that have been normed and standardized
for children may facilitate the monitoring of
development and growth during the formative
years when relevant interventions may be more
efficacious for preventing potentially disabling
learning disabilities from being overlooked or
misdiagnosed.

Test results may be used for self-exploration,
self-growth, and decision making in several
ways. First, the results can provide individuals
with new information thar allows them to
compare themselves with others or to evaluate
themselves by focusing on self-descriptions and
characterizations. Test results also may serve to
stimulate discussions between a client and pro-
fessional, to facilitate client insights, to provide
directions for future considerations, to help
individuals identify strengths and assets, and to
provide the professional with a general frame-
work for organizing and integrating informa-
tion about an individual. Testing for personal
growth may take place in training and develop-
ment programs, within an educational curricu-
lum, during psychotherapy, in rehabilitation
programs as part of an educational or career
planning process, or in other situations.

Summary

The application of psychological tests continues
to expand in scope and depth on a course that
is characterized by an increasingly diverse set of
purposes, procedures, and assessment needs and
challenges. Therefore, the responsible use of
tests in practice requires a commitment by the
professional to develop and maintain the nec-
essary knowledge and competence to select,
administer, and interpret tests and inventories
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as crucial elements of the psychological testing
and assessment process. The standards in this
chapter provide a framework for guiding the
professional toward achieving relevance and
effectiveness in the use of psychological tests
within the boundaries or limits defined by the
professional’s educational, experiential and ethi-
cal foundations. Earlier chapters and standards
that are relevant to psychological testing and
assessment describe general aspects of test quali-
ty (chapters 1-6, chapter 11), test fairness
(chapters 7-10), and test use (chapter 11).
Chapter 13 discusses educational applications;
chaprer 14 discusses test use in the workplace,
including credentialing, and tne importance of
collecting data that provide evidence of a test’s
accuracy for predicting job performance; and
chaprer 15 discusses test use in program evalua-
tion and public policy.
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Standard 12.1

Those who use psychological tests should

confine their testing and related assess-

ment activities to their areas of compe-

tence, as demonstrated through education,
supervised training, experience, and appro-
priate credentialing.

Comment: The responsible use and interpreta-
tion of test scores require appropriate levels of
experience and sound professional judgment.
Competency also requires sufficient familiarity
with the population from which the test taker
comes to allow appropriate interaction, test
selection, test administration, and test inter-
pretation. For example, when personalicy tests
and neuropsychological tests are administered
as part of a psychological assessment of an
individual, the test scores must be understood
in the context of the individual’s physical and
emotional state, as well as the individual’s cul-
tural, educational, occupational, and medical
background, and must take into account other
evidence relevant to the tests used. Test inter-
pretation in this context requires professional-
ly responsible judgment that is exercised
within the boundaries of knowledge and
skill afforded by the professional’s education,
training, and supervised experience.

Standard 12.2

Those who select tests and interpret test
results should refrain from introducing bias-
es that accommodate individuals or groups
with a vested interest in decisions affected
by the test interpretation.

Comment: Individuals or groups with a vested
interest in the significance or meaning of the
findings from psychological testing include
many school personnel, attorneys, referring
health professionals, employers, professional
associates, and managed care organizations. In
some settings a professional may have a profes-
sional relationship with multiple clients (e.g.,

with both the test taker and the organization
requesting assessment). A professional engaged
in a professional relationship with multiple
clients takes care to ensure that the multiple
relationships do not become a conflict of inter-
est that would occur when che professional’s
judgment toward one client is unduly influ-
enced by his or her relationship with the other
client. Test selections and interpretations that
favor a special external expectation or perspec-
tive by deviating from established principles of
sound rtest interpretation are unprofessional
and unethical.

Standard 12.3

Tests selected for use in individual testing
should be suitable for the characteristics and
background of the test taker.

Comment: Considerations for test selection
should include culture, language and/or physi-
cal requirements of the test and the availabiliry
of norms and evidence of validity for a popula-
tion representative of the test taker. If no nor-
mative or validity studies are available for the
population at issue, test interpretations should
be qualified and presented as hypotheses rather
than conclusions.

Standard 12.4

If a publisher suggests that tests are to be used
in combination with one another, the profes-
sional should review the evidence on which the
procedures for combining tests is based and
determine the rationale for the specific combi-
nation of tests and the justification of the

interpretation based on the combined scores.

Comment: For example, if measures of developed
abilities (e.g., achievement or specific or general
abilities) or personality are packaged with inter-
est measures to suggest a requisite combination
of scores, or a neuropsychological battery is

being applied, then supporting validity data for
such combinations of scores should be available.
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Standard 12.5

The selection of a combination of tests to
address a complex diagnosis should be
appropriate for the purposes of the assessment
as determined by available evidence of validity.
The professional’s educational training and
supervised experience also should be com-
mensurate with the test user qualifications
required to administer and interpret the
selected tests.

Comment: For example, in a neuropsychologi-
cal assessment for evidence of an injury to a
particular area of the brain, it is necessary to
select a combination of tests of known diag-
nostic sensitivity and specificity to impair-
ments arising from trauma to various regions
of the cerebral hemispheres.

Standard 12.6
When differential diagnosis is needed, the

professional should choose, if possible, a test
for which there is evidence of the test’s ability
to distinguish between the two or more diag-
nostic groups of concern rather than merely
to distinguish abnormal cases from the gen-
eral population.

Comment: Professionals will find it particularly
helpful if evidence of validity is in a form that
enables them to determine how much confi-
dence can be placed in inferences regarding an
individual. Differences between group means
and their statistical significance provide inade-
quate information regarding validity for
individual diagnostic purposes. Additional
information might consist of confidence inter-
vals, effect sizes, or a table showing the degree
of overlap of predictor distributions among
different criterion groups.

Standard 12.7

When the validity of a diagnosis is appraised
by evaluating the level of agreement between
test-based inferences and the diagnosis, the
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diagnostic terms or categories employed

should be carefully defined or identified.

Standard 12.8

Professionals should ensure that persons

under their supervision, who administer and
score tests, are adequately trained in the set-
tings in which the testing occurs and with

the populations served.

Standard 12.9

Professionals responsible for supervising
group testing programs should ensure that
the individuals who interpret the test scores
are properly instructed in the appropriate
methods for interpreting them.

Comment: If, for example, interest inventories
are given to college students for use in aca-
demic advising, the professional who super-
vises the academic advisors is responsible for
ensuring that the advisors know how to pro-
vide an examinee an appropriate interpretarion
of the test results.

Standard 12.10

Prior to testing, professionals and test
administrators should provide the test taker
with appropriate introductory information
in language understandable to the test taker.
The test taker who inquires also should be
advised of opportunities and circumstances,
if any, for retesting.

Comment: The client should understand test-
ing time limits, who will have access to the
test results, if and when test results will be
shared with the test taker, and if and when
decisions based on the test results will be
shared with the test taker.

Standard 12.11

Professionals and others who have access to
test materials and test results should ensure
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the confidentiality of the test results and
testing materials consistent with legal and
professional ethics requirements.

Comment: Professionals should be knowledge-
able and conform to record-keeping and con-
fidentiality guidelines required by the state or
province in which they practice and the pro-
fessional organizations to which they belong.
Confidentiality has different meanings for the
test developer, the test user, the test taker, and
third parties (e.g., school, court, employer).

To the extent possible, the professional who
uses tests is responsible for managing the con-
fidentiality of test information across all par-
ties. It is important for the professional to be

aware of possible threats to confidentiality and
the legal and professional remedies available.
Professionals also are responsible for main-
taining the security of testing materials and

for protecting the copyrights of all tests to the
extent permitted by law.

Standard 12.12

The professional examines available norms
and follows administration instructions,
including calibration of technical equip-
ment, verification of scoring accuracy and
replicability, and provision of settings for
testing that facilitate optimal performance
of test takers. However, in those instances
where realistic rather than optimal test set-
tings will best satisfy the assessment purpose,
the professional should report the reason for
using such a setting and, when possible, also
conduct the testing under optimal conditions
to provide a comparison.

Comment: Because the normative data against
which a client’s performance will be evaluated
were collected under the reported standard
procedures, the professional needs to be aware
of and take into account the effect that non-
standard procedures may have on the client’s
obtained score. When the professional uses

tests that employ an unstructured response
formar, such as some projective techniques
and informal behavioral ratings, the profes-
sional should follow objective scoring criteria,
where available and appropriate, that are clear
and minimize the need for the scorer to rely
only on individual judgment. The testing may
be conducted in a realistic, less than optimal,
setting to determine how a client with an
attentional disorder, for example, performs in a
noisy or distracting environment rather than
in an optimal environment that typically
protects the test taker from such external
threats to performance efficiency.

Standard 12.13

Those who select tests and draw inferences
from test scores should be familiar with the
relevant evidence of validity and reliability

for tests and inventories used and should be
prepared to articulate a logical analysis that
supports all facets of the assessment and the
inferences made from the assessment.

Comment: A presentation and analysis of
validity and reliability evidence generally is
not needed in a written report, because it is
too cumbersome and of little interest to most
report readers. However, in situations in which
the selection of tests may be problematic (e.g.,
verbal subtests with deaf clients), a brief
description of the rationale for using or not
using particular measures is advisable.

When potential inferences derived from
psychological test data are not supported by
evidence of validity yet may hold promise for
future validation, they may be described by
the test developer and professional as hypothe-
ses for further validation in test interpretation.
Such interpretive remarks should be qualified
to communicate to the source of the referral
that such inferences do not as yet have ade-
quately demonstrated evidence of validity and
should not be the basis for a diagnostic deci-
sion or prognostic formulation.
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Standard 12.14

The interpretation of test results in the
assessment process should be informed
when possible by an analysis of stylistic and
other qualitative features of test-taking
behavior that are inferred from observations
during interviews and testing and from
historical information.

Comment: Such features of test-taking behavior
include manifestations of fatigue, momentary
fluctuations in emotional state, rapport with
the examiner, test taker’s level of motivation,
withholding or distortion of response as seen
in instances of deception and malingering or
in instances of pseudoneurological conditions,
and unusual response or general adaptation to
the testing environment.

Standard 12.15

Those who use computer-generated inter-
pretations of test data should evaluate the
quality of the interpretations and, when
possible, the relevance and appropriateness
of the norms upon which the interpretations
are based.

Comment: Efforts to reduce a complex set of
data into computer-generated interpretations
of a given construct may yield grossly mis-
leading or simplified analyses of meanings of
test scores, that in turn may lead to faulty
diagnostic and prognostic decisions as well
as mislead the trier of fact in judicial and
government settings.

Standard 12.16

Test interpretations should not imply that
empirical evidence exists for a relationship
among particular test results, prescribed

interventions, and desired outcomes, unless
empirical evidence is available for popula-

tions similar to those representative of the
examinee.
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Standard 12.17

Criterion-related evidence of validity should
be available when recommendations or deci-
sions are presented by the professional as

having an actuarial basis.

Standard 12.18

The interpretation of test or test battery
results generally should be based upon mul-
tiple sources of convergent test and collateral
data and an understanding of the normative,
empirical, and theoretical foundations as
well as the limitations of such tests.

Comment: A given pattern of test perform-
ances represents a cross-sectional view of the
individual being assessed within a particular
context (i.e., medical, psychosocial, educa-
tional, vocational, cultural, ethnic, gender,
familial, genetic, and behavioral). The inter-
pretation of findings derived from a complex
battery of tests in such contexts requires
appropriate education, supervised experience,
and an appreciation of procedural, theoreti-
cal, and empirical limitations of the tests.

Standard 12.19

The interpretation of test scores or patterns
of test battery results should take cognizance
of the many factors that may influence a
particular testing outcome. Where appropri-
ate, a description and analysis of the alterna-
tive hypotheses or explanations that may
have contributed to the pattern of results
should be included in the report.

Comment: Many factors (e.g., unusual testing
conditions, motivation, educational level,
employment status, lateral sensorimoror usage
preferences, health, or disability status) may
influence individual testing results. When
such factors are known to introduce con-
struct-irrelevant variance in component test
scores, those factors should be considered
during test score interpretations.
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Standard 12.20

Except for some judicial or governmental
referrals, or in some employment testing sit-
uations when the client is the employer, pro-
fessionals should share test results and
interpretations with the test taker. Such
information should be expressed in language
that the test taker, or when appropriate
the test taker’s legal representative, can
understand.

Comment: For example, in rehabilitation set-
tings, where clients typically are required to
participate actively in intervention programs,
sharing of such information, expressed in
terms that can be understood readily by the
client and family members, may facilitate the
effectiveness of intervention.
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Background

This chapter concerns testing in formal educa-
tional settings from kindergarten through post-
graduate training. Results of tests administered
to students are used to make judgments, for
example, about the status, progress, or accom-
plishments of individuals or groups. Tests that
provide information about individual perform-
ance are used to (a) evaluate a student’s overall
achievement and growth in a content domain,
(b) diagnose student strengths and weaknesses
in and across content domains, (c) plan educa-
tional interventions and to design individual-
ized instructional plans, (d) place students in
appropriate educational programs, (e) select
applicants into programs with limited enroll-
ment, and (f) certify individual achievement or
qualifications. Tests that provide information
abourt the status, progress, or accomplishments
of groups such as schools, school districts, or
states are used (a) to judge and monitor the
quality of educational programs for all or for
particular subsets of individuals, and (b) to
infer the success of policies and interventions
that have been selected for evaluation. These
testing purposes are typically mandated by
institutions such as schools and colleges and
by governing bodies of public and privately
administered educational programs.

In this chapter, three broad areas of edu-
cational testing are considered that encompass
one or more of the above purposes: (a) routine
school, district, state, or other system-wide
testing programs; (b) testing for selection in
higher education; and (c) individualized and
special needs testing. While the second and
third areas refer to relatively specific purposes
of testing, system-wide testing programs can
encompass multiple individual and group pur-
poses. For each of these areas, the chapter elab-
orates on the specific purposes and domains
encompassed and raises specific issues of tech-

nical quality and fairness in testing that may
not be addressed or emphasized in the preced-
ing chapters. This chapter does not explicitly
address issues related to tests constructed and
administered by teachers for their own class-
room use or provided by publishers of instruc-
tional materials. While many aspects of the
Standards, particularly those in the areas of
validity, reliability, test development, and fair-
ness, are relevant to such tests, this document
is not intended for tests used by teachers for
their own classroom purposes.

Issues in Educational Testing

This chapter first considers some cross-cutting
issues: the distinctions among types of tests, the
design or use of tests to serve multiple pur-
poses including the measurement of change,
and the “stakes” associated with different pur-
poses for testing in education.

DistincTions AMONG TYPES OF TESTS AND
ASSESSMENTS

Tests used in educational settings range
from tests consisting of traditional item formats
such as multiple-choice items to performance
assessments including scorable portfolios. Every
test, regardless of its format, measures test-taker
performance in a specified domain. Performance
assessments, however, attempt to emulate the
context or conditions in which the intended
knowledge or skills are actually applied. As dis-
cussed in chapter 3, they are diverse in nature
and can be product-based as well as behavior-
based. The execution of the tasks posed in these
tests often involves relatively extended time
periods, ranging from a few minutes to a class
period or more to several hours or days.
Examples of such performances might include
solving problems using manipulable materials,
making complex inferences after collecting
information, or explaining orally or in writing
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the rationale for a particular course of govern-
ment action under given economic conditions.
The performance task may be undertaken by
a single individual or a team of students.
Performance assessments may require increased
testing time to provide sufficient domain sam-
pling for reasonable estimates of individual
attainment and for making generalizations to
the broader domain. Extended time periods,
collaboration, and the use of ancillary materials
pose great challenges to the standardization of
administration and scoring of some perform-
ance assessments. This is particularly true when
test takers define their own tasks or when they
select their own work products for evaluation.
When this is the case, test takers need to be
aware of the basis for scoring as well as the na-
ture of the criteria that will be applied. Further,
performance assessments often require com-
plex procedures and training to increase the
accuracy of judgments made by those evaluat-
ing student performance (see chapter 3).

An individual portfolio may be used as
another type of performance assessment.
Scorable portfolios are systematic collections of
educational products typically collected over
time and possibly amended over time. The
particular purpose of the portfolio determines
whether it will include representative products,
the best work of the student, or indicators of
progress. The purpose also dictates who will be
responsible for compiling the contents of the
portfolio—the examiner, the student, or both
parties working together. The more standard-
ized the contents and procedures of administra-
tion, the easier it is to establish comparability of
portfolio-based scores. Establishing comparabil-
ity requires portfolios to be constructed accord-
ing to test specifications and standards, and the
development of objective procedures to judge
their quality. The test specifications for portfo-
lios may indicate that students are to make cer-
tain decisions about the nature of the work to be
included. For example, in constructing an art
portfolio, students may select the media that
best represent their work. Establishing compa-
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rability also requires specifications regarding the
kinds of assistance the student may have received
during portfolio preparation. It is particularly
difficult to compare the performance of students
whose portfolios may vary in content. All per-
formance assessments, including scorable portfo-
lios, are judged by the same standards of techni-
cal quality as traditional tests of achievement.
Electronic media are often used both to
present testing material and to record and score
test takers’ responses. These tests may be admin-
istered in schools, in special laboratory settings,
or in external testing centers. Examples include
simple enhancements of text by audio-taped
instructions to facilitate student understand-
ing, computer-based tests traditionally given in
paper-and-pencil format, computer-adaptive
tests, and newer, interactive multimedia testing
situations where attributes of performance
assessments are supported by computer. Some
computer-based tests also may have the capacity
to capture aspects of students’ processes as they
solve test items. They may, for example, monitor
time spent on items, solutions tried and rejected,
or editing sequences for texts. Electronic media
also make it possible to provide test adminis-
tration conditions designed to assist students
with particular needs, such as those with dif-
ferent language backgrounds, attention prob-
lems, or physical disabilities. Computers can
also help identify the conwributions of individ-
uals to a group task completed by a team or in
geographically remote locations on a nerwork.
Computer-based tests are evaluated by the
same technical quality standards as other tests
administered through more traditional means.
It is especially important that test takers be
familiarized with the media of the test so that
any unfamiliarity with computers or strategies
does not lead to inferences based on construct-
irrelevant variance. Furthermore, it is important
to describe scoring algorithms, expert models
upon which they may be based, and technical
data supporting their use in any documenta-
tion accompanying the testing system. It is
important, however, to assure that the docu-
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mentation does not jeopardize the security of
the items that could adversely affect the valid-
ity of score interpretations. Some computer-
based tests may also generate recommendations

for instructional practices based on test results.
Describing the basis for these recommenda-
tions assists the user in evaluating their appli-
cability in a given situation.

MuLtipLe PurPoSES AND MEASURING CHANGE

Many tests are designed or used to serve
multiple purposes in education. For example, a
test may be used to monitor individual student
achievement as well as to evaluate the quality
of educational programs at the school or dis-
trict level. As another example, a test may be
used to evaluate an individual’s performance
refative to the performance of one or more ref-
erence populations as well as to evaluate the
level of the individual’s competence in some
defined domain (see chapters 3 and 4). The
evidence needed for the technical quality of one
purpose, however, will differ from the evidence
needed for another purpose. Consequently, it
is important to evaluate the evidence of techni-
cal quality for each purpose of testing.

Test results may be used to infer the growth
or progress as well as the status of individuals
or groups of students, such as when tests are
expected to reveal the effects of instruction,
of changes in educational policy, or of other
interventions. In such cases, the test’s ability to
detect change is essential. If differences in scores
are reported, the technical quality of the dif-
ferences needs attention. More generally,
whenever inferences about growth or progress
are made, it is important to evaluate the validi-
ty of those inferences.

STAKES OF TESTING

The importance of the results of testing
programs for individuals, institutions, or groups
is often referred to as the stakes of the testing
program. At the individual level, when signifi-
cant educational paths or choices of an individual
are directly affected by test performance, such as

whether a student is promoted or retained at a
grade level, graduated, or admitted or placed
into a desired program, the test use is said to
have high stakes. A low-stakes test, on the other
hand, is one administered for informational
purposes or for highly tentative judgments such
as when test results provide feedback to students,
teachers, and parents on student progress dur-
ing an academic period. Testing programs for
institutions can have high stakes when aggre-
gate performance of a sample or of the entire
population of test takers is used to infer the
quality of service provided, and decisions are
made about institutional status, rewards, or
sanctions based on test results. For example,
the quality of reading curriculum and instruc-
tion may be judged on the basis of test results
because test scores can indicate the rate of stu-
dent progress or the levels of attainment reached
by groups of students. Even when test results
are reported in the aggregate and intended for
a low-stakes purpose such as monitoring the
educational system, the public release of data
can raise the stakes for particular schools or
districts. Judgments about program quality,
personnel, and educational programs might
be made and policy decisions might be affect-
ed, even though the tests were not intended
or designed for those purposes.

The higher the stakes associated with a
given test use, the more important it is that
test-based inferences are supported with strong
evidence of technical quality. In particular,
when the stakes for an individual are high, and
important decisions depend substandially on test
performance, the test needs to exhibit higher
standards of technical quality for its avowed
purposes than might be expected of tests used
for lower-stakes purposes (see chapters 1, 2, and
7 for a more thorough discussion on validity,
reliability, and bias in testing, respectively).
Although it is never possible to achieve perfect
accuracy in describing an individual’s perform-
ance, efforts need to be made to minimize errors
in estimating individual scores or in classifying
individuals in pass/fail or admit/reject categories.
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Further, enhancing validity for high-stakes
purposes, whether individual or institutional,
typically entails collecting sound collateral
information both to assist in understanding
the factors that contributed to test results and
to provide corroborating evidence that supports
inferences based on test results. These issues
will be addressed more fully as they relate to
the three areas of testing described below.

School, District, State, or Other
System-Wide Testing Programs

As indicated previously, system-wide testing
programs can span multiple purposes. At the
individual level, tests are used for low-stakes
purposes, such as monitoring and providing
feedback on student progress, and for more
high-stakes purposes, such as certifying stu-
dents’ acquisition of particular knowledge and
skills for promotion, placement into special
instructional programs, or graduation. At the
school, district, state, or other aggregate level,
a common purpose of tests is to evaluare the
progress made by groups of students or to
monitor the long-term effectiveness of the
overall educational system. Educational test-
ing programs may also permit comparisons
among the performance of various groups of
students in different programs or in diverse
settings for the purpose of making an evalua-
tion of those learning environments. Chapter
15 provides a more thorough discussion on
program evaluation.

In these contexts, educational tests are
designed to measure certain aspects of stu-
dents’ knowledge and skills as reflected in cur-
riculum goals and standards. There may be
considerable variation in the breadth and
depth of the knowledge and skills thar are
measured by such tests. Some educational
tests focus on the test takers” general ability or
knowledge in a particular content area, such as
their understanding of mathematics or science.
Other tests focus on test takers’ specific knowl-
edge of a rtopic in detail, such as trigonometry.
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Still others emphasize specific skills or proce-
dures, such as the ability to write persuasively
or to design, conduct, and interpret the results
of a scientific experiment. Tests may address
other cognitive aspects of test takers’ develop-
ment, such as their ability to work with others
to solve problems or their self-reported habits
and attitudes, as well as noncognitive aspects,
such as students’ ability to perform particular
physical tasks. In most cases, valid interpreta-
tion of the results requires that evidence of the
fit between the test domain and the relevant
curriculum goals or standards be ascertained.

Testing programs may involve the use of
tests designed to represent a set of general edu-
cational standards as determined for instance
by the state, district, or relevant educational
professional organization. Such tests are con-
ceptually similar to criterion-referenced tests,
in that a set of content standards is developed
that is intended to provide broad specifica-
tions for student performance by delimiting
the content and general skills to be measured.
Subsequently, descriptive or empirical targets
or levels of achievement are developed and
referred to as performance standards. These
performance standards are intended to define
further the knowledge and skills required of
students for each of the different categories
of proficiency.

This type of testing may involve the devel-
opment of a new test to assess the relevant
content and skills or the selection of an exist-
ing test that can be referenced to the standards.
Whether a test is designed or selected, valid
interpretation of the results in light of the stan-
dards entails assessment of the degree of fit
between the test domain and contents and the
descriptive statements of standards or goals.
This involves a process of mapping or referenc-
ing the content and skills of the test to those of
the standards to be sure that gaps or imbal-
ances do not occur. The curriculum goals or
standards may be sufficiently broad to encom-
pass many different ways for students ro
demonstrate their status, accomplishments, or
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progress. Moreover, some goals or standards
may not lend themselves to conventional test
formats. These are cases in which the test may
result in construct underrepresentation that
refers to the extent to which a test fails to cap-
ture important aspects of what it is intended to
measure. Chapter 1 provides a more thorough
discussion of construct underrepresentation.
In these cases, interpretation of test results in
light of goals or standards is enhanced by an
understanding of what is not covered as well
as what is covered by the test. Sometimes,
additional commercial or locally developed
tests are administered within a particular juris-
diction, and attempts are made to link these
existing tests to the proficiency levels reported
for the new test or to provide other evidence
of comparability. It is important to provide
logical and empirical validity evidence of any
reported links. For example, evidence can be
collected to determine the extent to which the
existing test can provide information about the
proficiency of individual students and groups
of students in the particular content areas and
skills addressed by the standards. The validity
of such links is problematic to the extent that
the tests measure different content (see chapter
4 for a discussion on issues in equating and
linking tests).

When inferences are to be drawn about the
performance of groups of students, practical
considerations and the format of the test (e.g.,
performance assessment) often dictate thar dif-
ferent subgroups of students within each unit
respond to different sets of tasks or items, a pro-
cedure referred to as matrix sampling. This
matrix sampling approach allows for a test to
better represent the breadth of the targer domain
without increasing the testing time for each test
taker. Group-level results are most useful when
testing programs and student populations
remain sufficiently stable to provide informa-
tion about trends over time. When a testing
program is designed for group-level reporting
and employs matrix sampling, reporting indi-
vidual scores generally is not appropriate.

When interpreting and using scores about
individuals or groups of students, considera-
tion of relevant collateral information can
enhance the validity of the interpretation, by
providing corroborating evidence or evidence
that helps explain student performance. Test
results can be influenced by multiple factors,
including institutional and individual factors
such as the quality of education provided,
students’ exposure to education (e.g., through
regular school attendance), and students’
motivation to perform well on the test.

As the stakes of testing increase for indi-
vidual students, the importance of considering
additional evidence to document the validity
of score interpretations and the fairness in test-
ing increases accordingly. The validity of indi-
vidual interpretations can be enhanced by
taking into account other relevant information
about individual students before making
important decisions. It is important to consider
the soundness and relevance of any collateral
information or evidence used in conjunction
with test scores for making educational decisions.
Further, fairness in testing can be enhanced
through careful consideration of conditions that
affect students’ opportunities to demonstrate
their capabilities. For example, when tests are
used for promotion and graduation, the fairness
of individual interpretations can be enhanced
by (a) providing students with multiple oppor-
tunities to demonstrate their capabilities
through repeated testing with alternate forms
or through other construct-equivalent means,
(b) ensuring students have had adequate notice of
skills and content to be tested along with other
appropriate test preparation material, (c) pro-
viding students with curriculum and instruc-
tion that affords them the opportunity to learn
the content and skills that are tested, and (d)
providing students with equal access to any
specific preparation for test taking (e.g., test-
taking strategies). Chapter 7 provides a more
thorough discussion on fairness in testing.

Collateral information can also enhance
interpretation and decisions at the institutional
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level. For instance, changes in test scores from
year to year may not only reflect changes in
the capabilities of students but also changes
in the student population (e.g., successive
cohorts of students). Differences in scores
across ethnic groups may be confounded with
differences in socioeconomic status of the
communities in which they live and, hence,
the educational resources to which students
have access. Differences in scores from school
to school may similarly reflect differences in
resources and activities such as the qualifica-
tion of teachers or the number of advanced
course offerings. While local empirical evi-
dence of the influence of these factors may not
be readily available, consideration of evidence
from similar contexts available in published
literature can enhance the quality of the inter-
pretation and use of current results.

Because public participation is an integral
part of educational governance, policymakers,
professional educators, and members of the
public are concerned with the nature of educa-
tional tests, the domains that the tests are
intended to measure, the choices in test design,
adoption, and implementation, and the issues
associated with valid interpretation and uses
of test results. It is important that test results
be reported in a way that all stakeholders can
understand, that enables sound interpretations,
and that decreases the chance of misinterpreta-
tions and inappropriate decisions.

Large-scale testing is increasingly viewed
as a tool of educational policy. From this per-
spective, tests used for program evaluation,
such as some state tests that are aligned to the
state’s own curriculum standards, are not used
solely as measures of school outcomes (see
chapter 15 for a more thorough discussion on
the use of tests for program evaluation). They
are also viewed as a means to influence cur-
riculum and instruction, to hold teachers and
school administrators accountable, to increase
student motivation, and to communicate per-
formance expectations to students, to teachers,
and to the public. If such goals are set forth as
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part of the rationale for a testing program, the
validity of the testing program needs to be
examined with respect to these goals. Beyond
any intended policy goals, it is important to
consider potential unintended effects that
may result from large-scale testing programs.
Concerns have been raised, for instance, about
narrowing the curriculum to focus only on
the objectives tested, restricting the range of
instructional approaches to correspond to
the testing format, increasing the number of
dropouts among students who do not pass the
test, and encouraging other instructional or
administrative practices that may raise test
scores without affecting the quality of educa-
tion. It is important for those who mandate
tests to consider and monitor their conse-
quences and to identify and minimize the
potential of negative consequences.

Selection in Higher Education

It is widely recognized that tests are used in the
selection of applicants for admission to partic-
ular educational programs, especially admis-
sions to colleges, universities, and professional
schools. Selection criteria may vary within
an institution by academic specialization. In
addition to scores from selection tests, many
other sources of evidence are used in making
selection decisions, including past academic
records, transcripts, and grade-point average
or rank in class. Scores on tests used to certify
students for high school graduation may be
used in the college admissions process. Other
measures used by some institutions are samples
of previous work by students, lists of academic
and service accomplishments, letters of rec-
ommendation, and student-composed stare-
ments evaluated for the appropriateness of
the goals and experience of the student or
for writing proficiency.

Two major points may be made about the
role of tests in the admissions process. Often,
scores are used in combination with other
sources of information. Some of these supple-
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mental sources of evidence may not be reliably
assessed or may lack comparability from appli-
cant to applicant. For this reason, it is impor-
tant that studies be conducted examining the
relationships among test scores, data from
other sources of information, and college per-
formance. Second, the public and policymak-
ers are to be cautious about the widespread
use of reports of college admission test scores
to infer the effectiveness of middle school and
high school as well as to compare schools or
states. Admissions tests, whether they are
intended to measure achievement or ability,
are not directly linked to a particular instruc-
tional curriculum and, therefore, are not
appropriate for detecting changes in middle
school or high school performance. Because
of differential motivational factors and other
demographic variables found across and within
pre-collegiate programs, self-selection precludes
general comparisons of test scores across demo-
graphic groups. Therefore, self-selection also
precludes comparisons of test scores among
the full ranges of pre-collegiate programs.

Individualized and Special Needs
Testing

Individually administered tests are used by
school psychologists and other professionals
in schools and other related settings to
facilitate the learning and development of
students who may have special educational
needs (see chapter 12). Some of these services
are reserved for those students who have gift-
ed capabilities as well as for those students
who may have relatively minor academic dif-
ficulties (e.g., such as those requiring reme-
dial reading). Other services are reserved for
students who display behavioral, emotional,
physical, and/or more severe learning diffi-
culties. Services may be provided to students
who are in regular classroom settings as well
as to students who need more specialized
instruction outside of the regular classroom.
The ultimate purpose of these services is to

assure all students are placed into appropriate
educational programs.

Individually administered tests can serve
a number of purposes, including screening,
diagnostic classification, intervention planning,
and program evaluation. For screening purpos-
es, tests are administered to identify students
who might differ significantly from their peers
and might require additional assessment. For
example, screening tests may be used to identi-
fy young children who show signs of develop-
mental disorders and to signal the need for
further evaluation. For diagnostic purposes,
tests may be used to clarify the types and
extent of an individual’s difficulties or prob-
lems in light of well-established criteria. Test
results provide an important basis for deter-
mining whether the student meets eligibility
requirements for special education and other
related services and, if so, the specific types
of services that the student needs. Test results
may be used for intervention purposes in
establishing behavior and learning goals and
objectives for the student, planning instruc-
tional strategies that should be used, and speci-
fying the appropriate setting in which the
special services are to be delivered (e.g., regular
classroom, resource room, full-time special
class, etc.). Subsequent to the students place-
ment in special services, tests may be adminis-
tered to monitor the progress of the student
roward prescribed learning goals and objec-
tives. Test results may be used also to evaluate
the effectiveness of instruction to determine
whether the special services need to be contin-
ued, modified, or discontinued.

Many types of tests are used in individual-
ized and special needs testing. These include
tests of cognitive abilities, academic achieve-
ment, learning processes, visual and auditory
memory, speech and language, vision and
hearing, and behavior and personality. These
tests are used typically in conjunction with
other assessment methods such as interviews,
behavioral observation, and review of records.
Each of these may provide useful data for mak-
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ing appropriate decisions about a student. In
addition, procedures that aim to link assess-
ment closely to intervention may be used,
including behavioral assessments, assessments
of learning environments, curriculum-based
tests, and portfolios. Regardless of the qualities
being assessed and types of data collection
methods employed, assessment data used in
making special education decisions are evaluat-
ed in terms of validity, reliability, and relevance
to the specific needs of the students. They
must also be judged in terms of their useful-
ness for designing appropriate educational pro-
grams for students who have special needs.

The amount and complexity of the assess-
ment data required for making various deci-
sions about a student will vary depending on
the purpose of testing, the needs of the stu-
dent, and other information already available
about the student (e.g., current scores on a rel-
evant test may be on file for some students but
not for others). In general, testing for screening
and program evaluation purposes typically
involves the use of one or two tests rather than
comprehensive test batteries. For determining
eligibility and designing intervention, testing
and assessment is more comprehensive and
may involve multiple procedures and sources.
Moreover, in-depth analyses and interpretation
of the data are necessary.

In special education, tests are selected,
administered, and interpreted by school psy-
chologists, school counselors, regular and spe-
cial educators, speech pathologists, and
physical therapists, among other professionals.
The validity of inferences will be enhanced if
test users possess adequate knowledge of the
principles of measurement and evaluation.
However, this diverse group of test users may
differ in their levels of technical expertise in
measurement and degree of professional train-
ing in assessment procedures. It is important
that professional evaluators administer and
interpret only those tests with which they
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have training and competence, in order to
prevent misuse of tests.

State and federal law generally requires
that students who are referred for possible
special education services be screened for eli-
gibility. The screening or initial assessment
may in turn call for a more comprehensive
evaluation. But the large numbers of students
to be tested, the high cost of special educa-
tion programs, and the limits of time create
pressures on special education assessment
practices. Assessment usually must be com-
pleted within a specific number of working
days after referral, and, in most instances, the
school district is responsible for funding spe-
cial services recommended by the child study
team. Occasionally, administrators might be
inclined to use less expensive, less time-con-
suming, or more readily available testing pro-
cedures than a professional evaluator believes
are warranted. An example would be the
inappropriate use of available, but less ade-
quately trained, staff to evaluate students.
There also might be pressures to minimize
or overlook problems that require expensive
services. These conditions are likely to
adversely affect the validity of the interpreta-
tion of test results. Adherence to professional
standards governing test use in conducting
special education assessments is important, in
the face of pressures to use more expedient
procedures. The responsible use of tests by
school personnel can improve the opportuni-
ties for promoting the development and

learning of all children.
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Standard 13.1

When educational testing programs are
mandated by school, district, state, or
other authorities, the ways in which test
results are intended to be used should be
clearly described. It is the responsibility
of those who mandate the use of tests to
monitor their impact and to identify and
minimize potential negative consequences.
Consequences resulting from the uses of
the test, both intended and unintended,
should also be examined by the test user.

Comment: Mandated testing programs are
often justified in terms of their potential
benefits for teaching and learning. Concerns
have been raised about the potential negative
impact of mandated testing programs, par-
ticularly when they result directly in impor-
tant decisions for individuals or institutions.
Frequent concerns include narrowing the
curriculum to focus only on the objectives
tested, increasing the number of dropouts
among students who do not pass the test,
or encouraging other instructional or
administrative practices simply designed

to raise test scores rather than to affect
the quality of education.

Standard 13.2

In educational settings, when a test is
designed or used to serve multiple purpos-
es, evidence of the test’s technical quality
should be provided for each purpose.

Comment: In educational testing, it has
become common practice to use the same
test for multiple purposes (e.g., monitoring
achievement of individual students, provid-
ing information to assist in instructional
planning for individuals or groups of stu-
dents, evaluating schools or districts). No
test will serve all purposes equally well.
Choices in test development and evaluation
that enhance validity for one purpose may

diminish validity for other purposes.
Different purposes require somewhat dif-
ferent kinds of technical evidence, and
appropriate evidence of technical quality for
each purpose should be provided by the test
developer. If the test user wishes to use the
test for a purpose not supported by the
available evidence, it is incumbent on the
user to provide the necessary additional
evidence (see chapter 1).

Standard 13.3

When a test is used as an indicator of
achievement in an instructional domain
or with respect to specified curriculum
standards, evidence of the extent to which
the test samples the range of knowledge
and elicits the processes reflected in the
target domain should be provided. Both
tested and target domains should be
described in sufficient detail so their rela-
tionship can be evaluated. The analyses
should make explicit those aspects of the
target domain that the test represents as well
as those aspects that it fails to represent.

Comment: Increasingly, tests are being devel-
oped to monitor progress of individuals and
groups toward local, state, or professional
curriculum standards. Rarely can a single
test cover the full range of performances
reflected in the curriculum standards. To
assure appropriate interpretations of test
scores as indicators of performance on these
standards, it is essential to document and
evaluate both the relevance of the test to the
standards and the extent to which the test
represents the standards. When existing tests
are selected by a school, district, or state to
represent local curricula, it is incumbent on
the user to provide the necessary evidence of
the congruency of the curriculum domain
and the test content. Further, conducting
studies of the cognitive strategies and skills
employed by test takers or studies of the
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relationships berween test scores and other
performance indicators relevant to the broad-
er domain enables evaluation of the extent to
which generalizations to the broader domain
are supported. This information should be
made available to all those who use the test
and interpret the test scores.

Standard 13.4

Local norms should be developed when
necessary to support test users’ intended
interpretations.

Comment: Comparison of examinees” scores
to local as well as more broadly representative
norm groups can be informative. Thus, sam-
ple size permitting, local norms are often use-
ful in conjunction with published norms,
especially if the local population differs
markedly from the population on which pub-
lished norms are based. In some cases, local
norms may be used exclusively.

Standard 13.5

When test results substantially contribute to
making decisions about student promotion
or graduation, there should be evidence that
the test adequately covers only the specific
or generalized content and skills that stu-
dents have had an opportunity to learn.

Comment: Students, parents, and educational
staff should be informed of the domains on
which the students will be tested, the nature
of the item types, and the standards for mas-
tery. Reasonable efforts should be made to
document the provision of instruction on
tested content and skills, even though it may
not be possible or feasible to determine the
specific content of instruction for every stu-
dent. Chapter 7 provides a more thorough
discussion of the difficulties that arise with
this conception of fairness in testing,
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Standard 13.6

Students who must demonstrate mastery
of certain skills or knowledge before being
promoted or granted a diploma should have
a reasonable number of opportunities to suc-
ceed on equivalent forms of the test or be
provided with construct-equivalent testing
alternatives of equal difficulty to demon-
strate the skills or knowledge. In most cir-
cumstances, when students are provided
with multiple opportunities to demonstrate
mastery, the time interval between the
opportunities should allow for students to
have the opportunity to obtain the relevant
instructional experiences.

Comment: The number of opportunities and
time between each testing opportunity will
vary with the specific circumstances-of the

setting. Furcher, some students may benefit
from a different testing approach to demon-
strate their achievement. Care must be taken
that evidence of construct equivalence of
alternative approaches is provided as well as

the equivalence of cut scores defining pass-
ing expectations.

Standard 13.7

In educational settings, a decision or charac-
terization that will have major impact on a
student should not be made on the basis of
a single test score. Other relevant informa-
tion should be taken into account if it will

enhance the overall validity of the decision.

Comment: As an example, when the purpose
of testing is to identify individuals with spe-
cial needs, including students who would
benefit from gifted and talented programs,
a screening for eligibility or an initial assess-
ment should be conducted. The screening or
initial assessment may in turn call for more
comprehensive evaluation. The comprehen-
sive assessment should involve the use of
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multiple measures, and data should be col-
lected from multiple sources. Any assessment
data used in making decisions are evaluated
in terms of validity, reliability, and relevance
to the specific needs of the students. It is
important that in addition to test scores,
other relevant information (e.g., school
record, classroom observation, parent report)
is taken into account by the professionals
making the decision.

Standard 13.8

When an individual student’s scores from
different tests are compared, any educational
decision based on this comparison should
take into account the extent of overlap
between the two constructs and the reliabili-
ty or standard error of the difference score.

Comment: When difference scores between
two tests are used to aid in making educa-
tional decisions, it is important that the two
tests are standardized and, if appropriate,
normed on the same population at about the
same time. In addition, the reliability and
standard error of the difference scores
between the two tests are affected by the
relationship between the constructs meas-
ured by the tests as well as the standard
errors of measurement of the scores of the
two tests. In the case of comparing ability
with achievement test scores, the overlapping
nature of the two constructs may render the
reliability of the difference scores lower than
test users normally would assume. If the abili-
ty and/or achievement tests involve a signifi-
cant amount of measurement error, this will
also reduce the confidence one may place on
the difference scores. All these factors affect
the reliability of difference scores between
tests and should be considered by professional
evaluarors in using difference scores as a basis
for making important decisions about a stu-
dent. This standard is also relevant when
comparing scores from different components

of the same test such as multiple aptitude test
batteries and selection tests.

Standard 13.9

When test scores are intended to be used as
part of the process for making decisions for
educational placement, promotion, or
implementation of prescribed educational
plans, empirical evidence documenting the
relationship among particular test scores, the
instructional programs, and desired student
outcomes should be provided. When ade-
quate empirical evidence is not available,
users should be cautioned to weigh the test
results accordingly in light of other relevant
information about the student.

Comment: The validity of test scores for
placement or promotion decisions rests, in
part, upon evidence about whether students,
in fact, benefit from the differential instruc-
tion. Similarly, in special education, when
test scores are used in the development of
specific educational objectives and instruc-
tional strategies, evidence is needed to show
that the prescribed instruction enhances stu-
dents’ learning. When there is limited evi-
dence about the relationship among test
results, instructional plans, and student
achievement outcomes, test developers and
users should stress the tentative nature of the
test-based recommendations and encourage
teachers and other decision makers to consider
the usefulness of test scores in light of other
relevant information about the students.

Standard 13.10

Those responsible for educational testing pro-
grams should ensure that the individuals who
administer and score the test(s) are proficient
in the appropriate test administration proce-
dures and scoring procedures and that they
understand the importance of adhering to the
directions provided by the test developer.
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Standard 13.11

In educational settings, test users should

ensure that any test preparation activities
and materials provided to students will not
adversely affect the validity of test score
inferences.

Comment: In most educational testing
contexts, the goal is to use a sample of test
items to make inferences to a broader
domain. When inappropriate test prepara-
tion activities occur, such as teaching items
that are equivalent to those on the test, the
validity of test score inferences is adversely
aftected. The appropriateness of test prepa-
ration activities and materials can be evalu-
ated, for example, by determining the
extent to which they reflect the specific test
items and the extent to which test scores are
artificially raised without actually increasing
students’ level of achievement.

Standard 13.12

In educational settings, those who super-
vise others in test selection, administration,
and interpretation should have received
education and training in testing necessary
to ensure familiarity with the evidence for
validity and reliability for tests used in the
educational setting and to be prepared to
articulate or to ensure that others articu-
late a logical explanation of the relation-
ship among the tests used, the purposes
they serve, and the interpretations of the
test scores.

Standard 13.13

Those responsible for educational testing
programs should ensure that the individuals
who interpret the test results to make deci-
sions within the school context are qualified
to do so or are assisted by and consult
with persons who are so qualified.

148

EDUCATIONAL TESTING AND ASSESSMENT / PART Il

Comment: When testing programs are used
as a strategy for guiding instruction, teach-
ers expected to make inferences about
instructional needs may need assistance in
interpreting test results for this purpose. If
the tests are normed locally, statewide, or
nationally, teachers and administrators need
to be proficient in interpreting the norm-
referenced test scores.

The interpretation of some test scoses
is sufficiently complex to require that the
user have relevant psychological training
and experience or be assisted by and consult
with persons who have such training and
experience. Examples of such tests include
individually administered intelligence tests,
personality inventories, projective techniques,
and neuropsychological tests.

Standard 13.14

In educational settings, score reports
should be accompanied by a clear state-
ment of the degree of measurement error
associated with each score or classification
level and information on how to interpret
the scores.

Comment: This information should be com-
municated in a way that is accessible to per-
sons receiving the score report. For instance,
the degree of uncertainty might be indicated
by a likely range of scores or by the proba-
bility of misclassification.

Standard 13.15

In educational settings, reports of group
differences in test scores should be accom-
panied by relevant contextual information,
where possible, to enable meaningful
interpretation of these differences. Where
appropriate contextual information is not
available, users should be cautioned
against misinterpretation.
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Comment: Observed differences in test scores
between groups (c.g., classified by gender, race/
ethnicity, school/district, geographical region)
can be influenced, for example, by differences
in course-taking patterns, in curriculum, in
teacher’s qualifications, or in parental educa-
tional level. Differences in performance of
cohorts of students across time may be influ-
enced by changes in the population of students
tested or changes in learning opportunities for
students. Users should be advised to consider
the appropriate contextual information and
cautioned against misinterpretation.

Standard 13.16

In educational settings, whenever a test
score is reported, the date of test adminis-
tration should be reported. This informa-
tion and the age of any norms used for
interpretation should be considered by test
users in making inferences.

Comment: When a test score is used for a
particular purpose, the date of the test score
should be taken into consideration in deter-
mining its worth or appropriateness for mak-
ing inferences about a student. Depending
on the particular domain measured, the
validity of score inferences may be question-
able as time progresses. For instance, a read-
ing score from a test administered 6 months
ago to an elementary school-aged student
may no longer reflect the student’s current
reading level. Thus, a test score should not
be used if it has been determined that undue
time has passed since the time of data collec-
tion and that the score no longer can be con-
sidered a valid indicator of a student’s current
level of proficiency.

Standard 13.17

‘When change or gain scores are used, such
scores should be defined and their technical
qualities should be reported.

Comment: The use of change or gain scores
presumes the same test or equivalent forms
of the test were used and that the test has
(or the forms have) not been materially
altered between administrations. The stan-
dard error of the difference between scores
on the pretest and posttest, the regression of
posttest scores on pretest scores, or relevant
data from other reliable methods for examin-
ing change, such as those based on structural
equation modeling, should be reported.

Standard 13.18

Documentation of design, models, scoring
algorithms, and methods for scoring and
classifying should be provided for tests
administered and scored using multimedia
or computers. Construct-irrelevant variance
pertinent to computer-based testing and
the use of other media in testing, such as
the test taker’s familiarity with technology
and the test format, should be addressed in
their design and use.

Commene: It is important to assure that the
documentation does not jeopardize the secu-
rity of the items that could adversely affect
the validity of score interpretations. Computer
and multimedia testing need to be held to
the same requirements of technical quality
as are other tests.

Standard 13.19

In educational settings, when average or
summary scores for groups of students are
reported, they should be supplemented
with additional information about the
sample size and shape or dispersion of
score distributions.

Comment: Score reports should be designed
to communicate clearly and effectively to
their intended audiences. In most cases,
reports that go beyond average score compar-
isons are helpful in furthering thoughtful use

149



and interpretation of test scores. Depending
on the intended purpose and audience of the
score report, additional information might
take the form of standard deviations or other
common measures of score variability, or of
selected percentile points for each distribu-
tion. Alternatively, benchmark score levels
might be established and then, for each group
or region, the proportions of test takers
attaining each specified level could be
reported. Such benchmarks might be defined,
for example, as selected percentiles of the
pooled distribution for all groups or regions.
Other distributional summaries of reporting
formats may also be useful. The goal of more
detailed reporting must be balanced against
goals of clarity and conciseness in commu-
nicating test scores.
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Background

Employment testing is carried out by organi-

zations for purposes of employee selection,
promotion, or placement. Selection generally
refers to decisions about which individuals will
enter the organization; placement refers to
decisions as to how to assign individuals to
positions within the work force; and promotion
refers to decisions about which individuals with-
in the organization will advance. What all three
have in common is a focus on the prediction of
future job behaviors, with the goal of influenc-
ing organizational outcomes such as efficiency,
growth, productivity, and employee motivation
and satisfaction.

Testing used in the processes of licensure
and certification, which will here generically
be called credentialing, focuses on the appli-
cant’s current skill or competency in a speci-
fied domain. In many occupations, individuals
must be licensed by governmental agencies in
order to engage in the particular occupation.
In other occupations, professional societies or
other organizations assume responsibility for
credentialing. Although licensure is typically
a credential for entry into an occupation, cre-
dentialing programs may exist at varying lev-
els, from novice to expert in a given field.
Certification is usually sought voluntarily,
although occupations differ in the degree to
which obtaining certification influences employ-
ability or advancement. Testing is commonly
only a part of a credentialing process, which
may also include other requirements, such as
education or supervised experiences. The
Standards apply to the use of tests in the broad-
er credentialing process.

Testing is also carried out in work organ-
izations for a variety of purposes other than
employment decision making and credentialing.
Testing to detect psychopathology can take
place, as in the case of an employee exhibiting

behavioral problems at work. Testing as a tool

for personal growth can be part of training
and development programs, in which instru-
ments measuring personality characteristics,
interests, values, preferences, and work styles
are commonly used with the goal of provid-
ing self-insight to employees. Testing can also
take place in the context of program evaluation,
as in the case of an experimental study of the

effectiveness of a training program, where tests
may be administered as pre- and post-measures.
The focus of this chapter, though, is on the use
of testing in employment and credentialing.
Many issues relevant to such testing are dis-
cussed in other chapters: technical matters in

chapters 1-6, fairness issues in chapters 7-10,

general issues of test use in chapter 11, and
individualized assessment of job candidates in
chapter 12.

Employment Testing

THE INFLUENCE OF CONTEXT ON TEST USE
Employment testing involves using test
information to aid in personnel decision making.
Both the content and the context of employ-
ment testing varies widely. Content may cover
various domains of knowledge, skills, abilities,
traits, dispositions, and values. The context in
which tests are used also varies widely. Some
contextual features represent choices made by
the employing organization; others represent
constraints that must be accommodated by the
employing organization. Decisions about the
design, evaluation, and implementation of a
testing system are specific to the context in
which the system is to be used. Important con-
textual features include the following:
Internal vs. external candidate pool.
In some instances, such as promotional set-
tings, the candidates to be tested are already
employed by the organization. In others,
applications are sought from outside the
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organization. In others, a mix of internal and
external candidates is sought.

Untrained vs. specialized jobs. In some
instances, untrained individuals are selected
either because the job does not require spe-
cialized knowledge or skill or because the organ-
ization plans to offer training after the point
of hire. In other instances, trained or experi-
enced workers are sought with the expecta-
tion that they can immediately step into a
specialized job. Thus, the same job may require
very different selection systems depending on
whether trained or untrained individuals will
be hired or promoted.

Short-term vs. long-term focus. In some
instances, the goal of the selection system is to
predict performance immediately upon or
shortly after hire. In other instances, the con-
cern is with longer-term performance, as in the
case of predictions as to whether candidates
will successfully complete a multiyear overseas
job assignment. Concerns about changing job
tasks and job requirements also can lead to a
focus on characteristics projected to be nec-
essary for performance on the target job in
the future, even if not a part of the job as
currently constituted.

Screen in vs. screen out. In some
instances, the goal of the selection system is
to screen in individuals who will perform well
on one set of behavioral or outcome criteria
of interest to the organization. In others, the
goal is to screen out individuals for whom the
risk of pathological, deviant, or criminal
behavior on the job is deemed too high. A
testing system well suited to one objective
may be completely inappropriate for another.
That an individual is evaluated as a low risk
for engaging in pathological behavior does not
imply a prediction that the individual will
exhibit high levels of job performance. That a
test is predictive of one criterion does not sup-
port the inference of linkages to other criteria
of interest as well.

Mechanical vs. judgmental decision
making. In some instances, test information
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is used in a mechanical, standardized fashion.
This is the case when scores on a test battery
are combined by formula and candidates are
selected in strict top-down rank order, or when
only candidates above specific cut scores are
eligible to continue to subsequent stages of a
selection system. In other instances, informa-
tion from a test is judgmentally integrated with
information from other tests and with nontest
information to form an overall assessment of
the candidate.

Ongoing vs. one-time use of a test.
In some instances, a test may be used for an
extended period of time in an organization,
permitting the accumulation of data and expe-
rience about the test in that context. In other
instances, concerns about test security are such
that repeated use is infeasible, and a new test
is required for each test administration. For
example, a work-sample test for lifeguards,
requiring retrieving a mannequin from the
bottom of a pool, is not compromised if candi-
dates possess detailed knowledge of the test in
advance. In contrast, a written job knowledge
test may be severely compromised if some can-
didates have access to the test in advance. The
key question is whether advance knowledge of
test content changes the constructs measured

by the test.

Fixed applicant pool vs. continuous flow.
In some instances, an applicant pool can be
assembled prior to beginning the selection
process, as in the case of a policy that all can-
didates applying before a specific date will be
considered. In other cases, there is a continuous
flow of applicants about whom employment
decisions need to be made on an ongoing basis.
A ranking of candidates is possible in the case
of the fixed pool; in the case of a continuous
flow, a decision may need to be made about
each candidate independent of information
about other candidates.

Small vs. large sample size. Large sample
sizes are sometimes available for jobs with
many incumbents, in situations in which mul-
tiple similar jobs can be pooled, or in situa-
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tions in which organizations with similar jobs
collaborate in selection system development.
In other situations, sample sizes are small; at the
extreme is the case of the single-incumbent
job. Sample size affects the degree to which
different lines of evidence can be drawn on in
examining validity for the intended inference
to be drawn from the test. For example, rely-
ing on the local setting for empirical linkages
between test and criterion scores is not techni-
cally feasible with small sample sizes.

Size of applicant pool, relative to the
number of job openings. The size of an
applicant pool can constrain the type of testing
system that is feasible. For desirable jobs, very
large numbers of candidates may vie for a small
number of jobs. Under such scenarios, short
screening tests may be used to reduce the pool
to a size for which the administration of more
time-consuming and expensive tests is practi-
cable. Large applicant pools may also pose test
security concerns, limiting the organization to
testing methods that permit simultaneous test
administration to all candidates.

Thus, test use by employers is conditioned
by contextual features such as those in the fore-
going list. Knowledge of these features plays an
important part in the professional judgment
that will influence both the type of testing sys-
tem that will be developed and the strategy that
will be used to evaluare critically the validity of
the inference(s) drawn using the testing system.

THe VaLIDATION PROCESS IN EMPLOYMENT TESTING
The fundamental inference to be drawn
from test scores in most applications of test-
ing in employment settings is one of predic-
tion: the test user wishes to make an inference
from test results to some future job behavior
or job outcome. Even when the validation strat-
egy used does not involve empirical predictor-
criterion linkages, as in the case of reliance on
validity evidence based on test content, there
is an implied criterion. Thus, while different
strategies of gathering evidence may be used,
the inference to be supported is that scores on

the test can be used to predict subsequent job
behavior. The validation process in employment
settings involves the gathering and evaluation
of evidence relevant to sustaining or challeng-
ing this inference. As detailed below, a variety
of validation strategies can be used to support
this inference.

It thus follows that establishing this pre-
dictive inference requires that attention be
paid to two domains: that of the test (the
predictor) and that of the job behavior or out-
come of interest (the criterion). Evaluating the
use of a test for an employment decision can
be viewed as testing the hypothesis of a link-
age between these domains. Operationally, there
are many ways of testing this hypothesis. This
is illustrated by the following diagram:

predictor 1 criterion
measure measure
2 5 4
predicror criterion
construct 3 construct
domain domain

The diagram differentiates between a pre-
dictor construct domain and a predictor meas-
ure and between a criterion construct domain
and a criterion measure. A predictor construct
domain is defined by specifying the set of
behaviors that will be included under a partic-
ular construct label (e.g., verbal reasoning,
typing speed, conscientiousness). Similarly, a
eriterion construct domain specifies the set of job
behaviors or job outcomes that will be included
under a particular construct label (e.g., per-
formance of core job tasks, teamwork, atten-
dance, sales volume, overall job performance).
Predictor and criterion measures are attempts
at operationalizing these domains.
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The diagram enumerates a number of
inferences commonly of interest. The first is
the inference that scores on a predictor measure
are related to scores on a criterion measure.
This inference is tested through empirical
examination of relationships between the two
measures. The second and fourth are conceptu-
ally similar: both examine the inference that an
operational measure can be interpreted as rep-
resenting an individual’s standing on the con-
struct domain of interest. Logical analysis,
expert judgment, and convergence with or
divergence from conceptually similar or differ-
ent measures are among the forms of evidence
that can be examined in testing these linkages.
The third is the inference of a relationship
between the predictor construct domain and
the criterion construct domain. This linkage is
established on the basis of theoretical and logi-
cal analysis. [t commonly draws on systematic
evaluation of job content and expert judgment
as to the individual characteristics linked to
successful job performance. The fifth represents
the linkage between the predictor measure and
the criterion construct domain.

Some predictor measures are designed
explicitly as samples of the criterion construct
domain of interest, and, thus, isomorphism
berween the measure and the construct domain
constitutes direct evidence for linkage 5.
Establishing linkage 5 in this fashion is the hall-
mark of approaches that rely heavily on what
these Standards refer to as “validity evidence
based on test content,” referred to as content
validity in prior conceptualizations of the valida-
tion process. Tests in which candidates for life-
guard positions perform rescue operations or in
which candidates for word processor positions
type and edit text exemplify this approach.

A prerequisite to the use of a predictor
measure for personnel selection is that the
linkage between the predictor measure and
the criterion construct domain be established.
As the diagram illustrates, there are multiple
strategies for establishing this crucial linkage.
One strategy is direct, via linkage 5; a second
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involves pairing linkage 1 and linkage 4;and a
third involves pairing linkage 2 and linkage 3.

When the test is designed as a sample of
the criterion construct domain, this linkage can
be established directly via linkage 5. Another
strategy for linking a predicror measure and the
criterion construct domain focuses on linkages
1 and 4: pairing an empirical link between the
predictor and criterion measures with evidence
of the adequacy with which the criterion meas-
ure represents the criterion construct domain.
The empirical link between the predictor meas-
ure and the criterion measure is part of what
these Standards refer to as “validity evidence
based on relationships to other variables,”
referred to as criterion-related validity in prior
conceptualizations of the validation process.
The empirical link of the test and the criterion
measure must be supplemented by evidence of
the relevance of the criterion measure to the
criterion construct domain to complete the
linkage between the test and the criterion con-
struct domain. Evidence of the relevance of the
criterion measure to the criterion construct
domain is commonly based on job analysis,
though in some cases the link berween the
domain and the measure is so direct that rele-
vance is apparent without job analysis (e.g.,
when the criterion construct of interest is
absenteeism or turnover). Note that this strate-
gy does not necessarily rely on a well-developed
predictor construct domain. Predictor measures
such as empirically keyed biodata measures are
constructed on the basis of empirical links
between test item responses and the criterion
measure of interest. Such measures may, in
some instances, be developed without a fully
established a priori conception of the predictor
construct domain; the basis for their use is the
direct empirical link berween test responses and
a relevant criterion measure.

Yet another strategy for linking predictor
scores and the criterion construct domain
focuses on pairing evidence of the adequacy
with which the predictor measure represents
the predictor construct domain (linkage 2)
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with evidence of the linkage between the pre-
dictor construct domain and the criterion con-
struct domain (linkage 3). As noted above,
there is no single direct route to establishing
these linkages. They involve lines of evidence
subsumed under “construct validity” in prior
conceptualizations of the validation process. A
combination of lines of evidence, such as
expert judgment of the characteristics predic-
tive of job success, inferences drawn from an
analysis of critical incidents of effective and
ineffective job performance, and interview and
observation methods, may support inferences
about the predictor constructs linked to the
criterion construct domain. Measures of these
predictor constructs may then be selected or
developed, and the linkage between the predic-
tor measure and the predictor construct domain
can be established with various lines of evidence
for linkage 2 discussed above.

Thus multiple sources of data and multi-
ple lines of evidence can be drawn on to evalu-
ate the linkage between a predictor measure
and the criterion construct domain of interest.
There is not a single correct or even a preferred
method of inquiry for establishing this linkage.
Rather, the test user must consider the specifics
of the testing situation and apply professional
judgment in developing a strategy for testing
the hypothesis of a linkage between the predic-
tor measure and the criterion domain.

For many testing applications, there is a
considerable cumulative body of research that
speaks to some, if not all, of the inferences dis-
cussed above. A meta-analytic integration of
this research can form an integral part of the
strategy for linking test information to the
construct domain of interest. The value of col-
lecting local validation data varies with the
magnitude, relevance, and consistency of
research findings using similar predictor meas-
ures and similar criterion construct domains
for similar jobs. In some cases, a small and
inconsistent cumulative research record may
lead to a validation strategy that relies heavily
on local data; in others, a large, consistent

research base may make investing resources in
additional Jocal data collection unnecessary.

Bases ror EvaLuamn Test Use

While a primary goal of employment test-
ing is the accurate prediction of subsequent
job behaviors or job outcomes, it is important
to recognize that there are limits to the degree
to which such criteria can be predicted. Perfect
prediction is an unattainable goal. First, behav-
ior in work settings is also influenced by a wide
variety of organizational and extra-organiza-
tional factors, including supervisor and peer
coaching, formal and informal training, changes
in job design, changes in organizational struc-
tures and systerns, and changing family respon-
sibilities, among others. Second, behavior in
work settings is influenced by a wide variety of
individual characteristics, including knowledge,
skills, abilities, personality, and work attitudes,
among others. Thus any single characteristic
will be only an imperfect predictor, and even
complex selection systems focus on the set of
constructs deemed most critical for the job,
rather than on all characteristics that can influ-
ence job behavior. Third, some measurement
error always occurs even in well-developed test
and criterion measures.

Thus, testing systems cannot be judged
against a standard of perfect prediction but
rather in terms of comparisons with available
alternative selection methods. Professional
judgment, informed by knowledge of the
research literature about the degree of predic-
tive accuracy relative to available alternatives,
influences decisions about test use.

Decisions about test use are often influ-
enced by additional considerations including
utility (i.e., cost-benefit) evaluation, value
judgments about the relative importance of
selecting for one criterion domain vs. others,
concerns about applicant reactions to test con-
tent and process, the availability and appro-
priateness of alternative selection methods,
statutory or regulatory requirements governing
test use, and social issues such as workforce
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diversity. Organizational values necessarily
come into play in making decisions about test
use; organizations with comparable evidence
supporting an intended inference drawn from
test scores may thus reach different conclusions
about whether to use any particular test.

Testing in Professional and
Occupational Credentialing

Tests are widely used in the credentialing of
persons for many occupations and profes-
sions. Licensing requirements are imposed by
state and local governments to ensure that
those licensed possess knowledge and skills in
sufficient degree to perform important occu-
pational activities safely and effectively.
Certification plays a similar role in many
occupations not regulated by governments and
is often a necessary precursor to advancement
in many occupations. Certification has also
become widely used to indicate that a person
has certain specific skills (e.g., operation of
specialized auto repair equipment) or knowl-
edge (e.g., estate planning), which may be only
a part of their occupational dudes. Licensure
and certification, as well as registry and other
warrants of expertise, will here generically be
called credentialing.

Tests used in credentialing are intended
to provide the public, including employers
and government agencies, with a dependable
mechanism for identifying practitioners who
have met particular standards. The standards
are strict, but not so stringent as to unduly
restrain the right of qualified individuals to
offer their services to the public. Credentialing
also serves to protect the profession by
excluding persons who are deemed to be not
qualified to do the work of the occupation.
Qualifications for credentials typically include
educational requirements, some amount of
supervised experience, and other specific crite-
ria, as well as attainment of a passing score on
one or more examinations. Tests are used in
credentialing in a broad spectrum of profes-
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sions and occupations, including medicine,

law, psychology, teaching, architecture, real

estate, and cosmetology. In some of these,

such as actuarial science, clinical neuropsy-
chology, and medical specialties, tests are also
used to certify advanced levels of expertise.

Relicensure or recertification is also required

in some occupations and professions.

Tests used in credentialing are designed
to determine whether the essential knowledge
and skills of a specified domain have been
mastered by the candidate. The focus of per-
formance standards is on levels of knowledge
and performance necessary for safe and appro-
priate practice. Test design generally starts with
an adequate definition of the occupation or
specialty, so that persons can be clearly identi-
fied as engaging in the activity. Then, the
nature and requirements of the occupation, in
its current form, are delineated. Often, a
thorough analysis is conducted of the work
performed by people in the profession or
occupation to document the tasks and abilities
that are essential to practice. A wide variety of
empirical approaches is used, including delin-
eation, critical incidence techniques, job analy-
sis, training needs assessments, or practice
studies and surveys of practicing professionals.
Panels of respected experts in the field often
work in collaboration with qualified specialists
in testing to define test specifications, includ-
ing the knowledge and skills needed for safe,
effective performance, and an appropriate way
of assessing that performance. Forms of testing
may include traditional multiple-choice tests,
written essays, and oral examinations. More
elaborate performance tasks, sometimes using
computer-based simulation, are also used in
assessing such practice components as, for
example, patient diagnosis or treatment plan-
ning. Hands-on performance tasks may also
be used (e.g., operating a boom crane or fill-
ing a tooth) while being observed by one or
more examiners.

Credentialing tests may cover a number of
related but distinct areas. Designing the testing
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program includes deciding what areas are to be
covered, whether one or a series of tests is to
be used, and how multiple test scores are to be
combined to reach an overall decision. In some
cases high scores on some tests are permitred

to offset low scores on other tests, so that addi-
tive combination is appropriate. In other cases,
an acceptable performance level is required on

each test in an examination series.

Validation of credentialing tests depends
mainly on content-related evidence, often in
the form of judgments that the test adequarely
represents the content domain of the occupa-
tion or specialty being considered. Such evi-
dence may be supplemented with other forms
of evidence external to the test. Criterion-relat-
ed evidence is of limited applicability in licen-
sure settings because criterion measures are
generally not available for those who are not
granted a license.

Defining the minimum level of knowl-
edge and skill required for licensure or certifi-
cation is one of the most important and
difficult tasks facing those responsible for cre-
dentialing. Verifying the appropriateness of
the cut score or scores on the tests is a critical
element in validity. The validity of the infer-
ence drawn from the test depends on whether
the standard for passing makes a valid distinc-
tion between adequate and inadequate per-
formance. Often, panels of experts are used to
specify the level of performance that should be
required. Standards must be high enough to
protect the public, as well as the practitioner,
but not so high as to be unreasonably limiting,
Verifying the appropriateness of the cut score
or scores on a test used for licensure or certifi-
cation is a critical element of the validity of
test results.

Legislative bodies sometimes attempt to
legislate a cut score, such as a score of 70%.
Arbitrary numerical specifications of cut scores
are unhelpful for two reasons. First, without
detailed information about the test, job
requirements, and their relationship, sound
standard setting is impossible. Second, without

detailed information about the format of the
test and the difficulty of items, such numerical
specifications have little meaning.

Tests for credentialing need to be precise
in the vicinity of the passing, or cut, score.
They may not need to be precise for those
who clearly pass or clearly fail. Sometimes a
test used in credentialing is designed to be pre-
cise only in the vicinity of the cut score.
Computer-based mastery tests may include a
procedure to end the testing when a decision
about the candidate’s performance can be
clearly made or when a maximum time limir
is reached. This may result in a shorter test for
candidates whose performance cleatly exceeds
or falls far below the minimum performance
required for a passing score. The test taker
may be told only whether the decision was
pass or fail. Because such mastery tests are not
designed to indicate how badly the candidate
failed, or how well the candidate passed, provid-
ing scores that are much higher or lower than
the cut score could be misleading. Nevertheless,
candidates who fail are likely to profit from
information about the areas in which their per-
formance was especially weak. When feedback
to candidates about how well or how poorly
they performed is intended, precision through-
out the score range is needed.

Practice in professions and occupations
often changes over time. Evolving legal restric-
tions, progress in scientific fields, and refine-
ments in techniques can result in a need for
changes in test content. When change is sub-
stantial, it becomes necessary to revise the defi-
nition of the job, and the test content, to
reflect changing circumstances. When major
revisions are made in the test, the cut score
that identifies required test performance is
also reestablished.

Because credentialing is an ongoing
process, with tests given on a regular sched-
ule, new versions of the test are often needed.
From a technical perspective, all versions of a
test should be prepared to the same specifi-
cations and represent the same content.
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Alternate test forms should have comparable
score scales so that scores can retain their
meaning. Various methods of jointly calibrat-
ing alternate forms can be used to assure that
the standard for passing represents the same
level of performance on all forms. It may be
noted that release of past test forms may com-
promise the quality of test form comparabilicy.

Some credentialing groups consider it
necessary, as a practical matter, to adjust their
criteria yearly in order to regulate the number
of accredited candidates entering the profes-
sion. This questionable procedure raises seri-
ous problems for the technical quality of the
test scores. Adjusting the cut score annually
implies higher standards in some years than in
others, which, although open and straight-
forward, is difficult to justify on the grounds
of quality of performance. Adjusting the score
scale so that a certain number or proportion
reach the passing score, while less obvious to the
candidates, is technically inappropriate because
it changes the meaning of the scores from
year to year. Passing a credentialing examina-
tion should signify that the candidate meets
the knowledge and skill standards set by the
credentialing body, independent of the avail-
ability of work.

Issues of cheating and test security are of
special importance for testing practices in cre-
dentialing. Issues of test security are covered
in chapters 5 and 11. Issues of cheating by
test takers are covered in chapter 8. Issues con-
cerning the technical quality of tests are found
in chapters 1-6, and issues of fairness in chap-
ters 7-10.
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Standard 14.1

Prior to development and implementation
of an employment test, a clear statement
of the objective of testing should be made.
The subsequent validation effort should be
designed to determine how well the objec-
tive has been achieved.

Comment: The objectives of employment
tests can vary considerably. Some aim to
screen out those least suited for the job in
question, while others are designed to iden-
tify those best suited for the job. Tests also
vary in the aspects of job behavior they are
intended to predict, which may include
quantity or quality of work output, tenure,
counterproductive behavior, and teamwork,
among others.

Standard 14.2

When a test is used to predict a criterion,
the decision to conduct local empirical
studies of predictor-criterion relationships
and interpretation of the results of local
studies of predictor-criterion relationships
should be grounded in knowledge of rele-

vant research.

Comment: The cumulative literature on the
relationship between a particular type of
predictor and type of criterion may be suffi-
ciently large and consistent to support the
predictor-criterion relationship without addi-
tional research. In some settings, the cumula-
tive research literature may be so substantial
and so consistent that a dissimilar finding in
a local study should be viewed with caution
unless the local study is exceptionally sound.
Local studies are of greatest value in settings
where the cumulative research literature is
sparse (e.g., due to the novelty of the predic-
tor and/or criterion used), where the cumula-
tive record is inconsistent, or where the
cumulative literature does not include studies
similar to the local setting (e.g., a test with a
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large cumulative literature dealing exclusively
with production jobs, and a local setting
involving managerial jobs).

Standard 14.3

Reliance on local evidence of empirically
determined predictor-criterion relationships
as a validation strategy is contingent on a
determination of technical feasibility.

Comment: Meaningful evidence of predictor-
criterion relationships is conditional on a
number of features, including (a) the job
being relatively stable, rather than in a period
of rapid evolution; (b) the availability of a rel-
evant and reliable criterion measure; (c) the
availability of a sample reasonably represen-
tative of the population of interest; and (d)
an adequate sample size for estimating the
strength of the predictor-criterion relationship.

Standard 14.4

When empirical evidence of predictor-crite-
rion relationships is part of the pattern of
evidence used to support test use, the criteri-
on measure(s) used should reflect the criteri-
on construct domain of interest to the
organization. All criteria used should repre-
sent important work behaviors or work out-
puts, on the job or in job-relevant training,
as indicated by an appropriate review of
information about the job.

Comment: When criteria are constructed to
represent job activities or behaviors (e.g.,
supervisory ratings of subordinates on impor-
tant job dimensions), systematic collection of
information about the job informs the devel-
opment of the criterion measures, though
there is no clear choice among the many
available job analysis methods. There is not
a clear need for job analysis to support criteri-
on use when measures such as absenteeism or
turnover are the criteria of interest.

Standard 14.5

Individuals conducting and interpreting
empirical studies of predictor-criterion rela-
tionships should identify contaminants and
artifacts that may have influenced study
findings, such as error of measurement,
range restriction, and the effects of missing
data. Evidence of the presence or absence
of such features, and of actions taken to
remove or control their influence, should be
retained and made available as needed.

Comment: Error of measurement in the criteri-
on and restriction in the variability of predic-
tor or criterion scores systematically reduce
estimates of the relationship between predic-
tor measures and the criterion construct
domain, and procedures for correction for the
effects of these artifacts are available. When
these procedures are applied, both corrected
and uncorrected values should be presented,
along with the rationale for the correction pro-
cedures chosen. Statistical significance tests for
uncorrected correlations should not be used
with corrected correlations. Other features to
be considered include issues such as missing
data for some variables for some individuals,
decisions about the retention or removal of
extreme data points, the effects of capitaliza-
tion on chance in selecting predictors from a
larger set on the basis of strength of predictor-
criterion relationships, and the possibility of
spurious predictor-criterion relationships, as
in the case of collecting criterion ratings from
supervisors who know selection test scores.

Standard 14.6

Evidence of predictor-criterion relationships in
a current local situation should not be inferred
from a single previous validation study unless
the previous study of the predictor-criterion
relationship was done under favorable condi-
tions (i.e., with a large sample size and a rele-
vant criterion) and if the current situation
corresponds closely to the previous situation.
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Comment: Close correspondence means that
the job requirements or underlying psycho-
logical constructs are substantially the same
(as is determined by a job analysis), and that
the predictor is substantially the same.

Standard 14.7

If tests are to be used to make job classifica-
tion decisions (e.g., the pattern of predictor
scores will be used to make differential job
assignments), evidence that scores are linked
to different levels or likelihoods of success
among jobs or job groups is needed.

Standard 14.8

Evidence of validity based on test content
requires a thorough and explicit definition
of the content domain of interest. For selec-
tion, classification, and promotion, the char-
acterization of the domain should be based
on job analysis.

Comment: In general, the job content
domain should be described in terms of job
tasks or worker knowledge, skills, abilities,
and other personal characteristics that are
clearly operationally defined so that they can
be linked to test content, and for which job
demands are not expected to change substan-
tially over a specified period of time.
Knowledge, skills, and abilities included
in the content domain should be those the
applicant should already possess when being
considered for the job in question.

Standard 14.9

When evidence of validity based on test con-
tent is a primary source of validity evidence
in support of the use of a test in selection or
promotion, a close link between test content
and job content should be demonstrated.

Comment: For example, if the test content
samples job tasks with considerable fidelity
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(e.g., actual job samples such as machine
operation) or, in the judgment of experts,
correctly simulates job task content (e.g., cer-
tain assessment center exercises), or samples
specific job knowledge required for successful
job performance (e.g., information necessary
to exhibit certain skills), then content-related
evidence can be offered as the principal form
of evidence of validity. If the link between the
test content and the job content is nor clear
and direct, other lines of validity evidence
take on greater importance.

Standard 14.10

‘When evidence of validity based on test con-
tent is presented, the rationale for defining

and describing a specific job content domain
in a particular way (e.g., in terms of tasks to

be performed or knowledge, skills, abilities,
or other personal characteristics) should be

stated clearly.

Comment: When evidence of validity based
on test content is presented for a job or class
of jobs, the evidence should include a
description of the major job characteristics
that a test is meant to sample, including
the relative frequency, importance, or criti-
cality of the elements,

Standard 14.11

If evidence based on test content is a pri-
mary source of validity evidence supporting
the use of a test for selection into a particu-
lar job, a similar inference should be made
about the test in a new situation only if the
critical job content factors are substantially
the same (as is determined by a job analy-
sis), the reading level of the test material
does not exceed that appropriate for the
new job, and there are no discernible fea-
tures of the new situation that would sub-
stantially change the original meaning of
the test material.
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Standard 14.12

When the use of a given test for personnel
selection relies on relationships between a
predictor construct domain that the test rep-
resents and a criterion construct domain,
two links need to be established. First, there
should be evidence for the relationship
between the test and the predictor construct
domain, and second, there should be evi-
dence for the relationship between the pre-
dictor construct domain and major factors
of the criterion construct domain.

Comment: There should be a clear conceptual
rationale for these linkages. Both the predic-
tor construct domain and the criterion con-
struct domain to which it is to be linked
should be defined carefully. There is no sin-
gle route to establishing these linkages.
Evidence in support of linkages between the
two construct domains can include patterns
of findings in the research literature and sys-
tematic evaluation of job content to identify
predictor constructs linked to the criterion
domain. The bases for judgments linking the
predictor and criterion construct domains
should be articulated.

Standard 14.13

When decision makers integrate informa-
tion from multiple tests or integrate test
and nontest information, the role played by
each test in the decision process should be
clearly explicated, and the use of each test
or test composite should be supported by
validity evidence.

Comment: A decision maker may integrate

test scores with interview dara, reference

checks, and many other sources of informa-
tion in making employment decisions. The
inferences drawn from test scores should be
limited to those for which validity evidence
is available. For example, viewing a high test
score as indicating overall job suitability, and

thus precluding the need for reference checks,
would be an inappropriate inference from a
test measuring a single narrow, albeit relevant,
domain, such as job knowledge. In other cir-
cumstances, decision makers integrate scores
across multiple tests, or across multiple scales
within a given test.

Standard 14.14

The content domain to be covered by a cre-
dentialing test should be defined clearly and
justified in terms of the importance of the
content for credential-worthy performance
in an occupation or profession. A rationale
should be provided to support a claim that
the knowledge or skills being assessed are
required for credential-worthy performance
in an occupation and are consistent with the
purpose for which the licensing or certifica-
tion program was instituted.

Comment: Some form of job or practice
analysis provides the primary basis for defin-
ing the content domain. If the same examina-
tion is used in the licensure or certification of
people employed in a variety of settings and
specialties, a number of different job setrings
may need to be analyzed. Although the job
analysis techniques may be similar to those
used in employment testing, the emphasis for
licensure is limited appropriately to knowl-
edge and skills necessary for effective practice.
The knowledge and skills contained in a core
curriculum designed to train people for the
job or occupation may be relevant, especially
if the curriculum has been designed to be
consistent with empirical job or practice
analyses. In tests used for licensure, skills
that may be important to success but are not
directly related to the purpose of licensure
(e.g., protecting the public) should not be
included. For example, in real estate, market-
ing skills may be important for success as a
broker, and assessment of these skills might
have utility for agencies selecting brokers for
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employment. However, lack of these skills
may not present a threat to the public and
would appropriately be excluded from con-
sideration for a licensing examination. The
fact that successful practitioners possess cer-
rain knowledge or skills is relevant bur not
persuasive. Such information needs to be
coupled with an analysis of the purpose of
a licensing program and the reasons that
the knowledge or skill is required in an
occupation or profession.

Standard 14.15

Estimates of the reliability of test-based cre-
dentialing decisions should be provided.

Comment: The standards for decision reliabili-
ty described in chapter 2 are applicable to

tests used for licensure and certification.
Other types of reliability estimates and asso-
ciated standard errors of measurement may

also be useful, but the reliability of the deci-

sion of whether or not to certify is of pri-

mary importance.

Standard 14.16

Rules and procedures used to combine
scores on multiple assessments to determine
the overall outcome of a credentialing test
should be reported to test takers, preferably
before the test is administered.

Comment: In some cases, candidates may be
required to score above a specified minimum
on each of several tests. In other cases, the
pass-fail decision may be based solely on a
total composite score. While candidates may
be told that tests will be combined into a
composite, the specific weights given to
various components may not be known in
advance (e.g., to achieve equal effective
weights, nominal weights will depend on
the variance of the components).
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Standard 14.17

The level of performance required for pass-
ing a credentialing test should depend on
the knowledge and skills necessary for
acceptable performance in the occupation
or profession and should not be adjusted
to regulate the number or proportion of
persons passing the test.

Comment: The number or proportion of
persons granted credentials should be adjust-
ed, if necessary, on some basis other than
modifications to either the passing score or
the passing level. The cut score should be
determined by a careful analysis and judg-
ment of acceptable performance. When
there are alternate forms of the test, the cut
score should be carefully equated so that it
has the same meaning for all forms.



Background

Tests are widely used in program evaluation
and in public policy decision making. Program
evaluation is the set of procedures used to make
judgments about the client’s need for a program,
the way it is implemented, its effectiveness,
and its value. Policy studies are somewhat
broader than program evaluations and refer to
studies that contribute to judgments about
plans, principles, or procedures enacted to
achieve broad public goals. There is no sharp
distinction between policy studies and program
evaluations, and in many instances there is
substantial overlap between the two types of
investigations. Test results are often one impor-
tant source of evidence for the initiation,
continuation, modification, termination, or
expansion of various programs and policies.
Interpretation of test scores in program
evaluation and policy studies usually entails the
complex analysis of a number of variables. For
example, some programs are mandated for a
broad population; others target only certain
subgroups. Some are designed to affect atti-
tudes, while others are intended to have a
more direct impact on behavior. It is important
that the participants included in any study at
least meet the specified criteria for the program
or policy under review so that appropriate
interpretation of test results will be possible.
Test results will reflect not only the effects of
rules for participant selection and the impact
of participation in different programs or treat-
ments, but also the characteristics of those test-
ed. Relevant background information about
clients or students may be obtained in order to
strengthen the inferences derived from the test
results. Valid interpretations may depend upon
additional considerations that have nothing
to do with the appropriateness of the test or
its technical quality, including study design,
administrative feasibility, and the quality of

other available data. It is not the intent of this
chapter to deal with these varied considerations
in any substantial way. In order to develop
defensible conclusions, however, investigators
conducting program evaluations and policy
studies are encouraged to supplement test

results with data from other sources. These
include information about program charac-
teristics, delivery, costs, client backgrounds,
degree of participation, and evidence of side
effects. Because test results lend important
weight to evaluation and policy studies, it is
critical that any tests used in these investiga-
tions be sensitive to the questions of the study
and appropriate for the test takers.

It is important to evaluate any proposed
test in terms of its relevance to the goals of the
program or policy and/or to the particular
question its use will address. It is relatively rare
for a test to be designed specifically for pro-
gram evaluation or policy study purposes.
Typically, the instruments used in such studies
were originally developed for purposes other
than program or policy evaluation. In addi-
tion, because of cost or convenience, certain
tests may be adopted for use in a program
evaluation or policy study even though they
may have been developed for a somewhat dif-
ferent population of respondents. Some tests
may be selected for use in program evaluation
or policy studies because the tests are well
known and thought to be especially credible
to the clients or the public consumer. Even
though certain tests may be more familiar to
the public or may be less time-consuming or
less expensive to use than an instrument devel-
oped specifically for the evaluation, they may
be nonetheless inappropriate for use as criteri-
on measures to determine the need for or to
evaluate the effects of particular interventions.

As government agencies and other institu-
tions move to improve their own routine data
collection capability, fewer special studies are
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conducted to evaluate programs and policies.
Instead, evaluations and policy studies may
depend upon a special analysis of data previous-
ly collected for other purposes. In these cases,
the investigators may reanalyze test data already
obtained and analyzed for another purpose in
order to make inferences about program or
policy effectiveness. This procedure is called
secondary data analysis. In some circumstances,
it may be difficult to assure a good match
between the existing test and the intervention
or the policy under examination. Moreover, it
may be difficult to reconstruct in detail the
conditions under which the data were originally
collected. Secondary data analysis also requires
consideration of whether adequate informed
consent was obtained from subjects in the
original data collection to allow secondary
analysis to occur without obtaining additional
consent. In selecting (or developing) a test or
in deciding to use existing data in evaluation
and policy studies, careful investigators attempt
to balance the purpose of the test, its likeli-
hood to be sensitive to the intervention under
study, the credibility of the test to interested
parties, and the costs of its administration.
Otherwise, test results may lead to inappropri-
ate interpretations about the progress, impact,
and overall value of programs and policies
under review.

Program Evaluation

Tests may be used in program evaluations to
provide information on the status of clients or
students before, during, or following an inter-
vention, as well as to provide information on
appropriate comparison groups. Whereas
understanding the performance of an individ-
ual scudent or client is often the goal of many
testing activities, program evaluation targets
the performance of, or impact on, groups.
Tests are used in program evaluations in a vari-
ety of fields, such as social services, education,
health services, and military and employment
training. The term program, broadly interpret-
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ed, describes interventions that range from
large-scale state or national programs with pro-
visions for local flexibility ro small-scale, more
experimental projects. In many cases, evaluation
is mandated by the agency or funding source
for the program, and the intervention is evalu-
ated by judging its effectiveness in meeting
stated goals. Some examples of programs that
might use test results as part of their evaluation
data include psychotherapeutic services, military
training programs and job placement programs,
school curricula, or services for individuals with
special needs.

Test results, along with other information,
may be used to compare competing interven-
tions, such as alternative reading curricula or
different psychotherapeutic interventions, or to
describe the long-term pattern of effects for
one or more groups. It is often important to
assess a program for its differential effectiveness
in meeting the needs of subgroups (such as dif-
ferent ethnic or gender groups within the tar-
get population). Even though the performance
of groups is of primary interest in program
evaluation, the analysis of individuals’ histories
and test performances may provide additional
useful information to aid in the interpretation
of test results.

Because of administrarive realities, such as
cost constraints and response burden, method-
ological refinements may be adopted to
increase the efficiency of testing. One strategy
is to obtain a sample of participants to be eval-
uated from the larger set of those exposed to a
program or policy. When there is a sufficient
number of clients affected by the program or
policy to be evaluated, and when there is a
desire to limit the time spent on testing, evalu-
ators can create multiple forms of shorter tests
from a larger pool of items. By constructing a
number of different test forms consisting of
relatively few items and assigning these test
forms to different subsamples of test takers (a
procedure known as matrix sampling), a larger
number of items can be included in the study
than could reasonably be administered to any
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single test taker. When it is desirable to repre-
sent a domain with a large number of test
items, this approach is often used. However,
individual scores are not usually created or
interpreted when matrix sampling is employed.
Because procedures for sampling individuals or
test items may vary in a number of ways, ade-
quate analysis and interpretation of test results
for any study depend upon a clear description
of how samples were formed and the manner
in which test results were aggregated.

Policy Uses of Tests

As noted previously, tests are also used in poli-
cy analyses, and the distinction berween pro-
gram evaluation and policy uses of tests is
often a matter of degree. Programs are expect-
ed to share particular goals, procedures, and
resources. Policy is a broader term, applying
to plans, principles, procedures, or programs
enacted to achieve particular goals in different
settings. Programs provide direct services or
interventions. Policies may be constructed to
achieve their goals by direct or indirect means.
Indeed, one direct approach used to achieve a
policy goal might include the funding of spe-
cific programs. Other examples of direct policy
approaches might involve the provision of
training resources to improve performance in
particular health-service occupations, or the
enactment of new recertification requirements
for accountants. Studies of the need for or
impact of both of these policies could in part
depend upon the analyses of test results. To
illustrate in more depth, to meet the general
policy objective of containing the costs of
health care, direct policies might include giv-
ing incentives to clients to participate in fitness
programs and the development of patient
education programs. Tests could measure the
understandings and atticudes of participants
about the relationship of fitness to the preven-
tion of illness. Another policy example, using
a more indirect approach, is to encourage edu-
cators to create more effective programs for

children from low-income families. As an
approach, a state’s educational auchorities
might require the separate reporting of test
scores for children in high-poverty areas.
Large differences in group performance would
be expected to attract the attention of the pub-
lic and to place greater pressure on the schools
to improve the performance of particular
groups of children.

In decentralized governments, policy
implementation may be left to local authorities
and may be interpreted in a number of differ-
ent ways. As a result, it may be difficult to
select or develop a single test or outcome
measure that will be sensitive to the range of
different activities or tactics used to implement
a given policy. For that reason, policy studies
may often use more than one test or outcome
measure to provide a more adequate picture
of the range of effects.

Issues in Program and Policy
Evaluation

Test results are sometimes used as one way to
inspire program administrators as well as to
infer institutional effectiveness. This use of
tests, including the public reporting of results,
is thought to encourage an institution to
improve its services for its clients. For example,
consistently poor achievement test results may
trigger special management attention for pub-
lic schools in some locales. The interpretation
of test results is especially complex when tests
are used both as an institutional policy mecha-
nism and as a measure of effectiveness. For
example, a policy or program may be based on
the assumption that providing clear goals and
general specifications of test content (such as
the type of topics, constructs and cognitive
domains, and responses included in the test)
may be a reasonable strategy to communicate
new expectations to educators. Yet, the desire
to influence test or evaluation results to show
acceptable institutional performance could lead
to inappropriate testing practices, such as
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teaching the test items in advance, modifying
test administration procedures, discouraging
certain students or clients from participating
in the testing sessions, or focusing exclusively
on test-taking procedures. These practices
might occur instead of those aimed at helping
the test taker learn the domains measured by
the test. Because results derived from such
practices might lead to spuriously high esti-
mates of impact and might reflect the negative
side effects of this particular policy, diligent
investigators may estimate the impact of such
consequences in order to interpret the test
results appropriately. Looking at possible inap-
propriate consequences of tests as well as their
benefits will better assess policy claims that
particular types of testing programs lead to
improved performance.

On the other hand, policy studies and
program evaluations often do not make avail-
able reports of results to the test takers and
may give no clear reasons to the test taker for
participating in the testing procedure. For
example, when matrix sampling is used for
program evaluation, it may not be feasible to
provide such reports. If lictle effort is made to
motivate the test taker to regard the test seri-
ously (for instance, if the purpose of the test is
not explained to the test taker), it is possible
that test takers might have little reason to try
to perform well on the test. Obrained test
results then might well underrepresent the
impact of the program, institution, or policy
because of poor motivation on the part of the
test taker. When there is a suspicion that the
test might not have been taken seriously, moti-
vation of test takers may be explored by
collecting additional information, using
observation or interview methods. The issues
of inappropriate preparation or unmotivated
performance are examples that raise basic ques-
tions about the validity of interpretations of
test results. In every case, it is important to
consider the potential impact of the testing
process itself, including test administration
and reporting practices, on the test taker.
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Public policy decisions are rarely based
solely on the results of empirical studies, even
when the studies have been well done. The
more expansive and indirect the policy, the
more likely will it be that other considerations
will come into play, such as the political and
economic impact of abandoning, changing, or
retaining the policy, or the reaction to offering
rewards or sanctions to institutions. In a politi-
cal climate, tests used in policy settings may be
subjected to intense and detailed scrutiny.
When results do not support a favored posi-
tion, attempts may be made to discount the
appropriateness of the testing procedure, con-
struct, or interpretation.

It is important that all tests used in pub-
lic evaluation or policy contexts meet the
standards described in earlier chaprers. As
described in chapter 8, tests are to be adminis-
tered by trained personnel. It is also essential
that assistance be provided to those responsible
for interpreting study results to practitioners,
to the lay public, and to the media. Careful
communication of the study’s goals, proce-
dures, findings, and limitations increases the
chances that the public’s interpretations will
be accurate and useful.

Additional Considerations

This chapter and its associated standards are
directed to users of tests in program evaluation
and policy studies and to the conditions under
which those studies are usually conducted.
Other standards documents that are relevant to
this chapter include The Program Evaluation
Standards: How to Assess Evaluations of
FEducational Programs, prepared by the Joint
Committee on Standards for Educational
Evaluation (2nd ed., Thousand Oaks, CA:
Sage Publications, 1994), and the Code of Fair
Testing Practices in Education, prepared by the
Joint Committee on Testing Practices
(Washington, DC: Joint Committee on
Testing Practices, 1988).
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Standard 15.1

When the same test is designed or used
to serve multiple purposes, evidence of
technical quality for each purpose should
be provided.

Comment: In educational testing, for example,
it has become common practice to use the
same test for multiple purposes (e.g., moni-
toring achievement of individual students,
providing information to assist in instruction-
al planning for individuals or groups of stu-
dents, evaluating schools or districts). No test
will serve all purposes equally well. Choices in
test development and evaluation that enhance
validity for one purpose may diminish validi-
ty for other purposes. Different purposes
require somewhat different kinds of technical
evidence, and appropriate evidence of techni-
cal quality for each purpose should be provid-
ed by the test developer. If the test user
wishes to use the test for a purpose not sup-
ported by the available evidence, it is incum-
bent on the user to provide the necessary
additional evidence.

Standard 15.2

Evidence should be provided of the suitabili-
ty of a test for use in evaluation or policy

studies, including the relevance of the test to
the goals of the program or policy under

study and the suitability of the test for the

populations involved.

Comment: Faulty inferences may be made
when test scores are not sensitive to the
features of a particular intervention. For
instance, a test designed for selection may be
ineffective as a measure of the effects of an
intervention. It is also important to employ
tests that are appropriate for the age and
background of test takers.

Standard 15.3

When change or gain scores are used, the
definition of such scores should be made
explicit, and their technical qualities should
be reported.

Commens: The use of change or gain scores
presumes that the same test or equivalent
forms of the test were used and that the test
(or forms) have not been materially altered
between administrations. The standard error
of the difference between scores on pretests
and posttests, the regression of posttest
scores on pretest scores, or relevant data
from other reliable methods for examining
change, such as those based on structural
equation modeling, should be reported.

Standard 15.4

In program evaluation or policy studies,
investigators should complement test
results with information from other
sources to generate defensible conclu-
sions based on the interpretation of test
results.

Comment: Descriptions or analyses of such
variables as client selection criteria, services,
clients, setting, and resources are often
needed to provide a comprehensive picture
of the program or policy under review and
to aid in the interpretation of test results.
Performance on indicators other than tests
is almost always useful and in many cases
is essential. Examples of other information
include attrition rates or patterns of partici-
pation. Another source of information
might be to determine the degree of mori-
vation of the test takers. When individual
scores are not reported to test takers, it is
important to determine whether the exam-
inees took the test experience seriously.
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Standard 15.5

Agencies using tests to conduct program
evaluations or policy studies, or to monitor
outcomes, should clearly describe the popu-
lation the program or policy is intended to
serve and should document the extent to
which the sample of test takers is represen-
tative of that population.

Comment: For example, a clinic with a diverse
client population using testing to assess the
outcome of a particular treatment may rou-
tinely report the extent of participation by
subgroups of clients, for instance, those of
diverse ethnic backgrounds or for whom
English is a second language.

Standard 15.6

When matrix sampling procedures are used
for program evaluation or population
descriptions, rules for sampling items and
test takers should be provided, and reliabili-
ty analyses must take the sampling scheme
into account.

Standard 15.7

When educational testing programs are
mandated by school, district, state, or other
authorities, the ways in which test results
are intended to be used should be clearly
described. It is the responsibility of those
who mandate the use of tests to identify
and monitor their impact and to mini-
mize potential negative consequences.
Consequences resulting from the uses of
the test, both intended and unintended,
should also be examined by the test user.

Comment: Mandated testing programs are
often justified in terms of their potential
benefits for teaching and learning. Concerns
have been raised about the potential negative
impact of mandated testing programs, par-
ticularly when they affect important deci-
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sions for individuals or institutions. To the
extent possible, students, parents, and staff
should be informed of the domains on
which the students will be tested, the nature
of the item types, and the standards for mas-
tery. Effort should be made to document the
provision of instruction in tested content
and skills, even though it may not be possi-
ble or feasible to determine the specific con-
tent of instruction for every student. An
example of negative impact is the use of
strategies to raise performance artificially.

Standard 15.8

When it is clearly stated or implied that a
recommended test use will result in a specif-
ic outcome, the basis for expecting that out-
come should be presented, together with
relevant evidence.

Comment: A given claim for the benefits of
test use, such as improving students’ achieve-
ment, may be supported by logical or theoreti-
cal argument as well as empirical data. Due
weight should be given to findings in the sci-
entific literature that may be inconsistent
with the stated claim.

Standard 15.9

The integrity of test results should be main-
tained by eliminating practices designed to
raise test scores without improving perform-
ance on the construct or domain measured
by the test.

Comment: Such practices may include teach-
ing test items in advance, modifying test
administration procedures, and discouraging
or excluding certain test takers from taking
the test. These practices can lead to spuri-
ously high scores that do not reflect per-
formance on the underlying construct or
domain of interest.
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Standard 15.10

Those who have a legitimate interest in an
assessment should be informed about the
purposes of testing, how tests will be admin-
istered and scored, how long records will be
retained, and to whom and under what con-
ditions the records may be released.

Comment: Those with a legitimate interest
may include the test takers, their parents or
guardians, or personnel who may be affected
by results (teachers, program staff).

Standard 15.11

When test results are released to the public
or to policymakers, those responsible for
the release should provide and explain any
supplemental information that will mini-
mize possible misinterpretations of the data.

Comment: The context and limitations of
the study should be described, with parti-
cular attention given to methods of causal
inferences.

Standard 15.12

Reports of group differences in average test
scores should be accompanied by relevant

contextual information, where possible, to
enable meaningful interpretation of these

differences. Where appropriate contextual
information is not available, users should
be cautioned against misinterpretation.

Comment: Observed differences in average
test scores between groups (e.g., classified by
gender, race/ethnicity, or geographical region)
can be influenced, for example, by differences
in life experiences, training experience, effort,
instructor quality, or level and type of

parental support. In education, differences in
group performance across time may be influ-
enced by changes in the population of those
tested or changes in their experiences. Users

should be advised to consider the appropriate
contextual information and be cautioned
against misinterpretation.

Standard 15.13

Those who mandate testing programs
should ensure that the individuals who
interpret the test results to make decisions
within the school or program context are
qualified to assume this responsibility and
proficient in the appropriate methods for
interpreting test results.

Comment: When testing programs are used
as a strategy for guiding interventions or
instruction, professionals expected to make
inferences leading to program improvement
may need assistance in interpreting test
results for this purpose.

The interpretation of some test scores is
sufficiently complex to require that the user
have relevant psychological training and expe-
rience. Examples of such tests include indi-
vidually administered intelligence tests,
personality inventories, projective techniques,
and neuropsychological tests.
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This glossary provides definitions of terms as
used in this text. For many of the terms, mul-
tiple definitions can be found in the litera-
ture; also, technical usage may differ from
common usage.

ability/trait parameter In item response
theory (IRT), a theoretical value indicating
the level of a test taker on the ability or trait
measured by the test; analogous to the con-
cept of true score in classical test theory.

ability testing The use of srandardized tests
to evaluate the current performance of a
person in some defined domain of cognitive,
psychomotor, or physical functioning.

absolute score interpretation The meaning
of a test score for an individual or an average
score for a defined group, indicating an indi-
vidual’s or group’s level of performance in
some defined criterion domain. By contrast,
see relative score interpretation.

accommodation Sce test modification.

acculturation The process whereby individ-
uals from one culture adopt the characteris-
tics and values of another culture with which
they have come in contact.

achievement levels/proficiency levels
Descriptions of a test taker’s competency in a
particular area of knowledge or skill, usually
defined as ordered categories on a continu-
um, often labeled from “basic” to “advanced,”
or “novice” to “expert,” that constitute broad
ranges for classifying performance. See cut score.

achievement testing A test to evaluate the
extent of knowledge or skill attained by a test
taker in a content domain in which the test
taker had received instruction.

adaptive testing A sequential form of indi-
vidual testing in which successive items, or
sets of items, in the test are chosen based
primarily on their psychometric properties
and content, in relation to the test taker’s
responses to previous items.

adjusted validity/reliability coefficient A
validity or reliability coefficient—most often,
a product-moment correlation—that has been
adjusted to offset the effects of differences in
score variability, criterion variability, or the
unreliability of test and/or criterion. See
restriction of range or variability.

age equivalent The chronological age in a
defined population for which a given score is
the median (middle) score. Thus, if children
10 years and 6 months of age have a median
score of 17 on a test, the score 17 is said to
have an age equivalent of 10-6 for that
population. See grade equivalen.

alternate forms Two or more versions of a
test that are considered interchangeable, in
that they measure the same constructs in the
same ways, are intended for the same purpos-
es, and are administered using the same direc-
tions. Alternate forms is a generic term used to
refer to any of three categories. Parallel forms
have equal raw score means, equal standard
deviations, equal error structures, and equal
correlations with other measures for any given
population. Equivalent forms do not have the
statistical similarity of parallel forms, but the
dissimilarities in raw score statistics are com-
pensated for in the conversions to derived
scores or in form-specific norm tables.
Comparable forms are highly similar in con-
tent, but the degree of statistical similarity
has not been demonstrated. See linkage.

analytic scoring A method of scoring in
which each critical dimension of performance
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is judged and scored separately, and the result-
ant values are combined for an overall score. In
some instances, scotes on the separate dimen-
sions may also be used in interpreting perform-
ance. See holistic scoring.

anchor test A common set of items adminis-
tered with each of two or more different

forms of a test for the purpose of equating
the scores obtained on these forms.

assessment Any systematic method of
obtaining information from tests and other
sources, used to draw inferences about char-
acteristics of people, objects, or programs.

attention assessment The process of collect-
ing data and making an appraisal of a person’s
ability to focus on the relevant stimuli in a
situation. The assessment may be directed at
mechanisms involved in arousal, sustained
atrention, selective attention and vigilance,
or limitation in the capacity to attend to

incoming information.

automated narrative report See computer-
prepared test interpretation.

back translation A translation of a test,

which is itself a translation from an original
test, back into the language of the original

test. The degree to which a back translation
matches the original test indicates the accura-
cy of the original translation.

battery A set of tests usually administered as
a unit. The scores on the several tests usually
are scaled so that they can readily be compared
or used in combination for decision making.

bias In a statistical context, a systematic
error in a test score. In discussing test fair-
ness, bias may refer to construct underrepre-
sentation or construct-irrelevant components
of test scores that differentially affect the per-
formance of different groups of test takers.
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See predictive bias, construct underrepresenta-
tion, construct irrelevance.

bilingual The characteristic of being relative-
ly proficient in two languages.

calibration 1. In linking test score scales, the
process of setting the test score scale, includ-
ing mean, standard deviation, and possibly
shape of score distribution, so that scores on a
scale have the same relative meaning as scores
on a related scale. 2. In item response theory,
the process of determining the parameters of
the response function for an item.

certification A voluntary process, often
national in scope, by which individuals who
have been certified have demonstrated some
level of knowledge and skill in an occuparion.
See licensing, credentialing.

classical test theory A psychometric theory
based on the view that an individual’s
observed score on a test is the sum of a true
score component for the test taker, plus an
independent measurement error component.

classification accuracy The degree to which
neither false positive nor false negative cate-
gorizations and diagnoses occur when a test
is used to classify an individual or event.
See sensitivity and specificity.

coaching Planned short-term instructional
activities in which prospective test takers par-
ticipate prior to the test administration for
the primary purpose of improving their test
scores. Coaching typically includes simple
practice, instruction on test-taking strategies,
and related activities. Activities that approxi-

mate the instruction provided by regular

school curricula or training programs are
not typically referred to as coaching.

coefficient alpha An internal consistency
reliability coefficient based on the number
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of parts into which the test is partitioned

(e.g., items, subtests, or raters), the interrela-
tionships of the parts, and the total test score
variance. Also called Cronbachs alpha and,
for dichotomous items, KR 20.

cognitive assessment The process of system-
atically gathering test scores and related data
in order to make judgments about an individ-
ual’s ability to perform various mental activi-
ties involved in the processing, acquisition,
retention, conceptualization, and organization
of sensory, perceptual, verbal, spatial, and
psychomotor information.

composite score A score that combines sev-
eral scores according to a specified formula.

computer-administered test A rest adminis-
tered by a computer. Questions appear on a
computer-produced display, and the test
taker answers by using a keyboard, “mouse”
or other similar response device.

computer-based mastery test An adaptive
test administered by computer that indicates
whether or not the test taker has mastered a
certain domain. The test is not designed to
provide scores indicating degree of mastery,
but only whether the test performance was
above or below some specified level. Thus
a computer-based mastery test is not simply
a mastery test given by computer. See mas-
tery test.

computer-based test See compuser-adminis-
tered test.

computer-generated test interpretation
See computer-prepared test interpretation.

computer—prepared test interpretation A
programmed, computer-prepared interpreta-
tion of an examinee’s test results, based on
empirical data and/or expert judgment.

computerized adaptive test An adaptive test
administered by computer. See adaptive testing.

conditional measurement error variance

The variance of measurement errors that

affect the scores of examinees at a specified
test score level; the square of the conditional
standard error of measurement.

conditional standard error of measurement
The standard deviation of measurement
errors that affect the scores of examinees at
a specified test score level.

confidence interval An interval between two
values on a score scale within which, with spec-
ified probability, a score or parameter of interest
lies. The term is also used in these standards to
designate Bayesian credibility intervals that
define the probability that the unknown
parameter falls in the specified interval.

configural scoring rule A rule for scoring a
set of two or more elements (such as items or
subtests) in which the score depends on a par-
ticular pattern of responses to the elements.

construct The concept or the characteristic
that a test is designed to measure.

construct domain The set of interrelated
attributes (e.g;, behaviors, attitudes, values) that
are included under a construct’s label. A test
typically samples from this construct domain.

construct equivalence 1. The extent to which
the construct measured by one test is essentially
the same as the construct measured by another
test. 2. The degree to which a construct measured
by a test in one cultural or linguistic group is
comparable to the construct measured by the
same test in a different culcural or linguistic group.

construct irrelevance The extent to which

test scores are influenced by factors thar are
irrelevant to the construct that the test is
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intended to measure. Such extraneous factors
distort the meaning of test scores from what
is implied in the proposed interpretation.

construct underrepresentation The extent
to which a test fails to capture important
aspects of the construct that the test is
intended to measure. In this situation, the
meaning of test scores is narrower than the
proposed interpretation implies.

construct validity A term used to indicate

that the test scores are to be interpreted as

indicating the test taker’s standing on the

psychological construct measured by the test.
A construct is a theoretical variable inferred

from multiple types of evidence, which might
include the interrelations of the test scores

with other variables, internal test structure,
observations of response processes, as well as
the content of the test. In the current stan-
dards, all test scores are viewed as measures
of some construct, so the phrase is redundant
with validity. The validity argument establish-
es the construct validity of a test. See con-

struct, validity argument.

constructed response item An exercise
for which examinees must create their own
responses or products rather than choose a
response from an enumerated sec. Short-
answer items require a few words or a num-
ber as an answer, whereas extended-response
items require at least a few sentences.

content domain The set of behaviors,
knowledge, skills, abilities, attitudes or other
characteristics to be measured by a test, repre-
sented in a detailed specification, and often
organized into categories by which items are
classified.

content standard A statement of a broad
goal describing expectations for students in
a subject matter at a particular grade or at
the completion of a level of schooling.
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content validity A term used in the 1974
Standards o refer to a kind or aspect of validi-
ty that was “required when the test user wish-
es to estimate how an individual performs in
the universe of situations the test is intended
to represent” (p. 28). In the 1985 Standards,
the term was changed to content-related
evidence emphasizing that it referred to one
type of evidence within a unitary conception
of validity. In the current Standards, this type
of evidence is characterized as “evidence based
on test content.”

convergent evidence Evidence based on the
relationship between test scores and other
measures of the same construct.

credentialing Granting to a person, by some
authority, a credential, such as a certificate,
license, or diploma, that signifies an accept-
able level of performance in some domain of
knowledge or activity.

criterion domain The construct domain of
a variable used as a criterion. See construct
domain.

criterion-referenced score interpretation
See criterion-referenced test.

criterion-referenced test A test that allows
its users to make score interpretations in rela-
tion to a functional performance level, as dis-
tinguished from those interpretations that are
made in relation to the performance of oth-
ers. Examples of criterion-referenced interpre-
tations include comparison to cut scores,

interpretations based on expectancy tables,
and domain-referenced score interpretations.

cross-validation A procedure in which a
scoring system or set of weights for predicting
performance, derived from one sample, is
applied to a second sample in order to inves-
tigate the stability of prediction of the scoring
system or weights.
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cut score A specified point on a score scale,
such that scores at or above that point are
interpreted or acted upon differently from
scores below that point. See performance
standard.

derived score A score to which raw scores
are converted by numerical transformation
(e.g., conversion of raw scores to percentile
ranks or standard scores).

diagnostic and intervention decisions
Decisions based upon inferences derived from
psychological test scores as part of an assess-
ment of an individual that lead to placing the
individual in one or more categories. See also
intervention planning.

differential item functioning A statistical
property of a test item in which different
groups of test takers who have the same total
test scote have different average item scores
or, in some cases, different rates of choosing
various item options. Also known as DIE

discriminant evidence Fvidence based on
the relationship between test scores and
measures of different constructs.

documentation The body of literature (e.g.,
test manuals, manual supplements, research
reports, publications, user’s guides, etc.)
made available by publishers and test authors
to SUppOTT test use.

domain sampling The process of selecting
test items to represent a specified universe of
petformance.

empirical evidence Evidence based on some
form of data, as opposed to that based on logic
or theory. As used here, the term does not
specify the type of evidence; this is in contrast
to some settings where the term is equated
with criterion-related evidence of validity.

equated forms Two or more test forms con-
structed to cover the same explicit content, to
conform to the same statistical specifications,
and to be administered under idencical proce-
dures (alternate forms); through statistical
adjustments, the scores on the alternate forms
share a common scale.

equating Purtting two or more essentially par-
allel tests on a common scale. See alternate forms.

equivalent forms Sce alternate forms.

error of measurement The difference
between an observed score and the corre-
sponding true score or proficiency. See stan-
dard error of measurement and true score.

factor 1. Any variable, real or hypothetical,
that is an aspect of a concept or construct. 2.
In measurement theory, a statistical dimension
defined by a factor analysis. See factor analysis.

factor analysis Any of several statistical
methods of describing the interrelationships
of a set of variables by statistically deriving
new variables, called factors, that are fewer in
number than the original set of variables.

factorial structure 1. The set of factors

obtained in a factor analysis. 2. Technically, the
correlation of each factor with each of the origi-
nal variables from which the factors are derived.

fairness In testing, the principle that every
test taker should be assessed in an equitable
way. See chapter 7.

false negative In classification, diagnosis, or
selection, an error in which an individual is
assessed or predicted not to meet the criteria
for inclusion in a particular group but in
truth does (or would) meet these criteria. See

sensitivity and specificity.
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false positive In classification, diagnosis, or
selection, an error in which an individual is
assessed or predicted to meert the criteria for
inclusion in a particular group but in truth
does not (or would not) meet these criteria.

See sensitivity and specificity.

field test A rest administration used to check
the adequacy of testing procedures, generally
including test administration, test respond-
ing, test scoring, and test reporting. A field
test is generally more extensive than a pilot
test. See pilor rest.

flag An indicator attached to a test score, a
test item, or other entity to indicate a special
status. A flagged test score generally signifies
a score obtained in a modified, nonstandard
test administration. A flagged test item gen-
erally signifies an item with undesirable
characteristics, such as excessive differential
item functioning.

functional equivalence In evaluating test
translations, the degree to which similar activi-
ties or behaviors have the same functions in
different cultural or linguistic groups.

gain score In testing, the difference between
two scores obtained by a test raker on the same
test or two equated tests taken on different
occasions, often before and after some treatment.

generalizability coefficient A reliability
index encompassing one or more independ-
ent sources of error. It is formed as the ratio
of (a) the sum of variances that are considered
components of test score variance in the set-
ting under study to (b) the foregoing sum
plus the weighted sum of variances attributa-
ble to various error sources in this setting.
Such indices, which arise from the applica-
tion of generalizability theory, are typically
interpreted in the same manner as reliabilicy
coefficients. See generalizability theory.
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generalizability theory An extension of clas-
sical reliability theory and methodology in
which the magnitudes of errors from specified
sources are estimated through the use of one
or another experimental design, and the
application of the staristical techniques of the
analysis of variance. The analysis indicates the
generalizability of scores beyond the specific
sample of items, persons, and observational
conditions that were studied.

grade equivalent The school grade level for
a given population for which a given score is
the median score in that population. See age
equivalent.

high-stakes test A test used to provide results
that have important, direct consequences for
examinees, programs, or institutions involved
in the testing.

holistic scoring A method of obtaining a
score on a test, or a test item, based on a
judgment of overall performance using speci-
fied criteria. See analytic scoring.

informed consent The agreement of a per-
son, or that person’s legal representative, for
some procedure to be performed on or by the
individual, such as taking a test or completing
a questionnaire. The agreement, which is usu-
ally written, is made after the nature, possible
effects, and use of the procedure has been
explained.

intelligence test A psychological or educa-
tional test designed to measure an individual’s
level of cognitive functioning in accord with
some recognized theory of intelligence.

internal consistency coefficient An index
of the reliability of test scores derived from
the statistical interrelationships of responses
among item responses or scores on separate
parts of a test.
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internal structure In test analysis, the facto-
rial structure of item responses or subscales
of a test. See factorial structure.

inter-rater agreement The consistency with
which two or more judges rate the work or
performance of test takers; sometimes referred
to as inter-rater reliability.

intervention planning The activity of a
practitioner that involves the development
of a treatment protocol.

inventory A questionnaire or checklist, usu-
ally in the form of a self-report, that elicits

information about an individual’s personal

opinions, interests, attitudes, preferences, per-
sonality characteristics, motivations, and typi-
cal reactions to situations and problems.

item A statement, question, exercise, or task
on a test for which the test taker is to select
or construct a response, or perform a task.
See item prompt.

item characteristic curve A mathematical
function relating the probability of a certain
item response, usually a correct response, to
the level of the attribute measured by the
item. Also called item response curve, or
item response function, or icc.

item pool The aggregate of items from
which a test or test scale’s items are selected
during test development, or the total set of
items from which a particular test is selected
for a test taker during adaptive testing.

item prompt The question, stimulus, or
instructions that direct the efforts of exami-
nees in formulating their responses to a con-
structed-response exercise.

item response theory (IRT) A mathematical
model of the relationship between perform-
ance on a test item and the test taker’s level of

performance on a scale of the ability, trait, or
proficiency being measured, usually denoted
as 0. In the case of items scored 0 / 1 (incor-
rect/correct response) the model describes the
relationship between 0 and the item mean score
(P) for test takers at level 0, over the range of
permissible values of 6. In most applications,
the mathematical function relating P to 8 is
assumed to be a logistic funcdon that closely
resembles the cumulative normal distribution.

job analysis A gencral term referring to the
investigation of positions or job classes to

obtain descriptive information about job

duties and tasks, responsibilities, necessary

worker characteristics (e.g. knowledge, skills,
and abilities), working conditions, and/or

other aspects of the work.

job performance measurement The measure-
ment of an incumbent’s performance of a job.
This may include a job sample test, an assess-

ment of job knowledge, and possibly ratings of
the incumbent’s actual performance on the job.

job sample test A test of the ability of an
individual to perform the tasks of which the
job is comprised.

licensing The granting, usually by a govern-
ment agency, of an authorization or legal
permission to practice an occupation or pro-
fession. See also certification, credentialing.

linkage The result of placing two or more
tests on the same scale, so that scores can be
used interchangeably. Several linking methods
are used: See equating, calibration, modera-
tion, and projection, and alternate Jforms.

literatare In this document, a term denoting
accessible reports of research, such as books,
articles published in professional journals,
technical reports, and accessible versions of
papers presented at professional meetings.
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local evidence Evidence (usually related ro
reliability or validity) collected for a specific
set of test takers in a single institution or at
a specific location.

local norms Norms by which test scores are
referred to a specific, limited reference popula-
tion of particular interest to the test user
(e.g., locale, organization, or institution);
local norms are not intended as representative
of populations beyond that setting.

local setting The organization or institution
where a test is used.

low-stakes test A test used to provide results
that have only minor or indirect consequences
for examinees, programs, or institutions
involved in the testing.

mandated tests Tests chat are administered
because of a mandate from an external authority.

mastery test 1. A criterion-referenced test
designed to indicate the extent to which the
test taker has mastered some domain of knowl-
edge or skill. Mastery is generally indicated by
attaining a passing score or cut score. 2. In
some technical use, a test designed to indicate
whether a test taker has or has not attained a
prescribed level of mastery of a domain. See
cut score, computer-based mastery test.

matrix sampling A measurement format in
which a large set of test items is organized
into a number of relatively short item sets,
each of which is randomly assigned to a sub-
sample of test takers, thereby avoiding the
need to administer all items to all examinees
in a program evaluation.

meta-analysis A statistical method of research
in which the results from several independent,

comparable studies are combined to determine
the size of an overall effect or the degree of

relationship between two variables.
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moderation In test linking, the term moder-
ation, used without a modifier, usually signifies
statistical moderation, which is the adjustment

of the score scale of one test, usually by setting
the mean and standard deviation of one set of
test scores to be equal to the mean and standard
deviation of another distribution of test scores.

moderator variable In regression analysis, a
variable that serves to explain, at least in part,
the correlation of two other variables.

modification See test modification.

neuropsychodiagnosis Classification or
description of inferred central nervous sys-
tem status on the basis of neuropsychological
assessment.

neuropsychological assessment A specialized
type of psychological assessment of normal or
pathological processes affecting the central
nervous system and the resulting psychological
and behavioral functions or dysfunctions.

norm-referenced test interpretation A score
interpretation based on a comparison of a test
taker’s performance to the performance of
other people in a specified reference popula-
tion. See criterion-referenced test.

normalized standard score A derived test
score in which a numerical transformation
has been chosen so that the score distribution
closely approximates a normal distribution,
for some specific population.

norms Statistics or tabular data that summa-
rize the distribution of test performance for

one or more specified groups, such as test tak-

ers of various ages or grades. Norms are usually
designed to represent some larger population,

such as test takers throughout the country. The

group of examinees represented by the norms is

referred to as the reference population.
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operational use The actual use of a test,
after initial test development has been com-
pleted, to inform an interpretation, decision,
or action based, in part, upon test scores.

outcome evaluation An evaluation of the
efficacy of an intervention.

parallel forms See alternate forms.

percentile The score on a test below which a
given percentage of scores fall.

percentile rank Most commonly, the per-
centage of scores in a specified distribution
that fall below the point at which a given
score lies. Sometimes the percentage is defined
to include scores that fall at the point; some-
times the percentage is defined to include half
of the scores at the point.

performance assessments Product- and
behavior-based measurements based on set-
tings designed to emulate real-life contexts
or conditions in which specific knowledge
or skills are actually applied.

performance standard 1. An objective defi-
nition of a certain level of performance in
some domain in terms of a cut score or a
range of scores on the score scale of a test
measuring proficiency in that domain. 2. A
statement or description of a set of opera-
tional tasks exemplifying a level of perform-
ance associated with a more general content
standard; the statement may be used to guide
judgments about the location of a cut score
on a score scale. The term often implies a
desired level of performance. See cut score.

personality inventory An inventory that
measures one or more characteristics that are
regarded generally as psychological attributes
or interpersonal proclivities or skills.

pilot test A test administered to a sample of
test takers to try out some aspects of the test
or test items, such as instructions, time limits,
item response formats, or item response
options. See field rest.

policy The principles, plan, or procedures
established by an agency, institution, organi-
zation, or goi/ernment, generally with the
intent of reaching a long-term goal.

portfolio In assessment, a systematic collec-
tion of educational or work products that
have been compiled or accumulated over

time, according to a specific set of principles.

precision of measurement A general term
that refers to a measure’s sensitivity to meas-
urement error. See standard error of measure-
ment, error of measurement.

practice analysis A general term referring to
the investigation of a certain work position, or
profession, to obtain descriptive information
about the activities and responsibilities of the
position and about the knowledge, skills, and
abilities needed to engage in the work of the
position. The concept is essentially the same as
a job analysis but is generally preferred for pro-
fessional occupations involving a great deal of
individual decision making. See job analysis.

predictive bias The systematic under- or over-
prediction of criterion performance for people
belonging to groups differentiated by character-
istics not relevant to criterion performance.

predictive validity A term used in the 1974

Standards to refer to a type of “criterion-related
validity” that applies “when one wishes to infer
from a test score an individual’s most probable
standing on some other variable called a crite-
rion” (p. 26). In the 1985 Swmndards, the term
criterion-related validity was changed to criteri-
on-related evidence, emphasizing that it referred
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to one type of evidence within a unitary con-
ception of validity. The current document refers
to “evidence based on relations to other vari-
ables” that include “test-criterion relationships.”
Predictive evidence indicates how accurately
test data can predict criterion scores thar are

obtained at a later time.

program evaluation The collection and syn-
thesis of systematic evidence about the use,
operation, and effects of some planned set of
procedures.

program norms See wuser norms.

projection In test scaling, a method of linking
in which scores on one test (X) are used to pre-
dict scores on another test (Y). The projected Y
score is the average Y score for all persons with
a given X score. Like regression, the projection
of test Y onto test X is different from the pro-
jection of test X onto test Y. See linkage.

proposed interpretation A summary, or a
set of illustrations, of the intended meaning
of test scores, based on the construct(s) or
concept(s) the test is designed to measure.

protocol A record of events. A test protocol
will usually consist of the test record and test
scores.

psychodiagnesis Formalization or classification
of functional mental health status based on psy-
chological assessment. See newropsychodiagnosss.

psychological assessment A comprehensive
examination of psychological functioning that
involves collecting, evaluating, and integrating
test results and collateral information, and report-
ing information about an individual. Various
methods may be used to acquire information
during a psychological assessment: administer-
ing, scoring and interpreting tests and invento-
ries; behavioral observation; client and third-party
interviews; analysis of prior educational, occu-
pational, medical, and psychological records.
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psychological testing Any procedure that
involves the use of tests or inventories to

assess particular psychological characteristics

of an individual.

random error An unsystematic error; a quan-
tity (often observed indirectly) that appears to
have no relationship to any other variable.

random sample See sample.

raw score The unadjusted score on a test,
often determined by counting the number of
correct answers, but more generally a sum or
other combination of item scores. In item
response theory, the estimate of rest taker
proficiency, usually symbolized 6, is analogous
to a raw score although, unlike a raw score,
its scaling is not arbitrary.

reference population The population of test
takers represented by test norms. The sample
on which the test norms are based must per-
mit accurate estimation of the test score dis-
tribution for the reference population. The
reference population may be defined in terms
of examinee age, grade, or clinical status at
time of testing, or other characteristics.

relative score interpretation The meaning
of the test score for an individual, or the aver-
age score for a definable group, derived from
the rank of the score or average within one or
more reference distributions of scores. See
absolute score interpretation.

reliability The degree to which test scores
for a group of test takers are consistent over
repeated applications of a measurement pro-
cedure and hence are inferred to be depend-
able, and repeatable for an individual test
taker; the degree to which scores are free of
errors of measurement for a given group.
See generalizability theory.
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reliability coefficient A unit-free indicator
that reflects the degree to which scores are
free of measurement error. The indicator
resembles (or is) a product-moment correla-
tion. In classical test theory, the term repre-
sents the ratio of true score variance to
observed score variance for a particular exam-
inee population. The conditions under which
the coefficient is estimated may involve varia-
tion in test forms, measurement occasions,
raters, scorers, or clinicians, and may entail
multiple examinee products or performances.
These and other variations in conditions give
rise to qualifying adjectives, such as alter-
nate-form reliability, internal consistency
reliability, test-retest reliability, etc. See
generalizability theory.

response bias A test taker’s tendency to
respond in a particular way or style to items
on a test {i.e., acquiescence, social desirability,
the tendency to choose ‘true’ on a true-false
test) that yields systematic, construct-irrele-
vant error in test scores.

response process A component, usually
hypothetical, of a cognitive account of some
behavior, such as making an item response.

response protocol A record of the responses
given by a test taker to a particular test.

restriction of range or variability Reduction
in the observed score variance of an examinee
sample, compared to the variance of the entire
examinee population, as a consequence of con-
straints on the process of sampling examinees.

See adjusted validitylreliability coefficient.
rubric See scoring rubric.
sample A selection of a specified number of

entities called sampling units (test takers, items,
etc.) from a larger specified set of possible

entities, called the population. A random
sample is a selection according to a random
process, with the selection of each entity in no
way dependent on the selection of other enti-
ties. A stratified random sample is a set of ran-
dom samples, each of a specified size, from
several different sets, which are viewed as stra-
ta of the population.

scale 1. The system of numbers, and their
units, by which a value is reported on some
dimension of measurement. Length can be
reported in the English system of feet and
inches or in the metric system of meters and
centimeters. 2. In testing, scale sometimes
refers to the set of items or subtests used in
the measurement and is distinguished from a
test in the type of characteristic being meas-
ured. One speaks of a test of verbal abiliry,
but a scale of extroversion-introversion.

scale score See derived score.

scaling The process of creating a scale or a
scale score. Scaling may enhance test score
interpretation by placing scores from different
tests or test forms onto a common scale or by
producing scale scores designed to support
criterion-referenced or norm-referenced score
interpretations. See scale.

score Any specific number resulting from
the assessment of an individual; a generic
term applied for convenience to such diverse
measures as test scores, estimates of latent
variables, production counts, absence records,
course grades, ratings, and so forth.

scoring formula The formula by which the
raw score on a test is obtained. The simplest
scoring formula is “raw score equals number
correct.” Other formulas differentially weight
item responses. For example, in an attempt to
correct for guessing or nonresponse, zero
weights may be assigned to nonresponses and
negative weights to incorrect responses.
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scoring rubric The established criteria,
including rules, principles, and illustrations,
used in scoring responses to individual items
and clusters of items. The term usually refers
to the scoring procedures for assessment tasks
that do not provide enumerated responses
from which test takers make a choice. Scoring
rubrics vary in the degree of judgment
entailed, in the number of distinct score levels
defined, in the laticude given scorers for assign-
ing intermediate or fractional score values,
and in other ways.

screening test A test that is used to make
broad categorizations of examinees as a first step
in selection decisions or diagnostic processes.

security (of a test) See test security.

selection A purpose for testing that results
in the acceptance or rejection of applicants
for a particular educational or employment
opportunity.

sensitivity In classification of disorders, the
proportion of cases in which a disorder is
detected when it is in fact present.

Spearman-Brown formula A formula
derived within classical test theory that proj-
ects the reliability of a shortened or length-
ened test from the reliability of a test of

specified length.

specificity In classification of disorders, the
proportion of cases for which a diagnosis of
disorder is rejected when rejection is warrant-

ed.

speededness A test characteristic, dictated
by the test’s time limits, that results in a test
taker’s score being dependent on the rate at
which work is performed as well as the cor-
rectness of the responses. The term is not
used to describe tests of speed. Speededness
is often an undesirable characteristic.
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split-halves reliability coefficient An inter-
nal consistency coefficient obtained by using
half the items on the test to yield one score
and the other half of the items to yield a sec-
ond, independent score. The correlation
between the scores on these two half-tests,
adjusted via the Spearman-Brown formula,
provides an estimate of the alternate-form
reliability of the total test.

stability The extent to which scores on a test
are essentially invariant over time. Stability is
an aspect of reliability and is assessed by corre-
lating the test scores of a group of individuals
with scores on the same test, or an equated
test, taken by the same group at a later time.

standard error of measurement The stan-
dard deviation of an individual’s observed
scores from repeated administrations of a test
(or parallel forms of a test) under identical
conditions. Because such data cannot general-
ly be collected, the standard error of measure-
ment is usually estimated from group data.
See error of measurement.

standard score A type of derived score such
that the distribution of these scores for a
specified population has convenient, known
values for the mean and standard deviation.
The term is sometimes used to signify a mean
of 0.0 and a standard deviation of 1.0. See
derived score.

standardization 1. In test administration,
maintaining a constant testing environment
and conducting the test according to detailed
rules and specifications, so that testing condi-
tions are the same for all test takers. 2. In test
development, establishing scoring norms
based on the test performance of a representa-
tive sample of individuals with which the test
is intended to be used. 3. In statistical analy-
sis, transforming a variable so that its stan-
dard deviation is 1.0 for some specified
population or sample. See standard score.
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standards-based assessment Assessments
intended to represent systematically described
content and petformance standards.

stratified coefficient alpha A modification
of coefficient alpha that renders it appropriate
for a multi-factor test by defining the total
score as the composite of scores on single-fac-
tor part-tests.

stratified sample See sample.

systematic error A consistent score compo-
nent (often observed indirectly), not related
to the test performance. See bias.

technical manual A publication prepared by
test authors and publishers to provide techni-
cal and psychometric information on a rest.

test An evaluative device or procedure in which
a sample of an examinee’s behavior in a specified
domain is obtained and subsequently evaluated
and scored using a standardized process.

test developer The person(s) or agency
responsible for the construction of a test and
for the documentation regarding its technical
quality for an intended purpose.

test development The process through which
a test is planned, constructed, evaluated, and
modified, including consideration of content,
format, administration, scoring, item proper-
ties, scaling, and technical quality for its
intended purpose.

test documents Publications such as test
manuals, technical manuals, user’s guides,
specimen sets, and directions for test adminis-
trators and scorers that provide information for
evaluating the appropriateness and technical
adequacy of a test for its intended purpose.

test information function A mathematical

function relating each level of an ability or
latent trait, as defined under item response the-
ory (IRT), to the reciprocal of the correspon-
ding conditional measurement error variance.

test manual A publication prepared by test
developers and publishers to provide informa-
tion on test administration, scoring, and
interpretation and to provide technical data
on test characteristics. See users guide.

test modification Changes made in the con-

tent, format, and/or administration procedure

of a test in order to accommodate test takers

who are unable to take the original test under
standard test conditions.

test security Limiting access to the specific
content of a test to those who need to know
it for test development, test scoring, and test
evaluation. In particular, test items on secure
tests are not published; unauthorized copying
is forbidden by any test taker or anyone other-
wise associated with the test. A secure test is
not for publication in any form, in any venue.

test specifications A detailed description for
a test, often called a test blueprint, that speci-
fies the number or proportion of items that
assess each content and process/skill area;
the format of items, responses, and scoring
rubrics and procedures; and the desired psy-

chometric properties of the items and test

such as the distribution of item difficulty

and discrimination indices.

test user The person(s) or agency responsible
for the choice and administration of a test,
for the interpretation of test scores produced
in a given context, and for any decisions or
actions that are based, in part, on test scores.

test-retest reliability A reliability coefficient
obtained by administering the same test a sec-
ond time to the same group after a time

interval and correlating the two sets of scores.
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timed tests A test administered to a test
taker who is allotted a strictly prescribed
amount of time to respond to the test.

top-down A method of selecting the best

P g

applicants according to some numerical scale
pp g

of suitability. Often, “best” is taken to mean

“highest scoring on some test.”

translational equivalence The degree to
which the translated version of a test is equiv-
alent to the original test. Translational equiva-
lence is typically examined in terms of the
language used, the scores produced, and the
constructs measured by the translated version
and the original test. See back translation.

true score In classical test theory, the average
of the scores that would be earned by an indi-
vidual on an unlimited number of perfectly
parallel forms of the same test. In item
response theory, the error-free value of test
taker proficiency, usually symbolized by 6.

unidimensional Having only one dimension,
or only one latent variable.

user norms Descriptive statistics (including
percentile ranks) for a sample of test takers
that does not represent a well-defined refer-
ence population, for example, all persons test-
ed during a certain period of time, or a set of
self-selected test takers. Also called program
norms. See norms.

user’s guide A publication prepared by the
test authors and publishers to provide infor-
mation on a test’s purpose, appropriate uses,
proper administration, scoring procedures,
normative data, interpretation of results, and
case studies. See test manual.

validation The process through which the

validity of the proposed interpretation of test
scores is investigated.
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validity The degree to which accumulated
evidence and theory support specific interpre-
tations of test scores entailed by proposed
uses of a test.

validity argument An explicit scientific justi-
fication of the degree to which accumulared
evidence and theory support the proposed
interpretation(s) of test scores.

validity generalization Applying validity
evidence obtained in one or more situations
to other similar situations on the basis of
simultaneous estimation, meta-analysis, or
synthetic validation arguments.

variance components [n testing, variances
accruing from the separate constituent
sources that are assumed to contribute to the
overall variance of observed scores. Such vari-
ances, estimated by methods of the analysis
of variance, often reflect situation, location,
time, test form, rater, and related effects.

vocational assessment A specialized type of
psychological assessment designed to generate
hypotheses and inferences about interests,
work needs and values, career development,
vocational maturity, and indecision.

weighted scoring A method of scoring a test
in which the number of points awarded for a
correct (or diagnostically relevant) response is
not the same for all items in the test. In some
cases, the scoring formula awards more points
for one response to an item than for another.



Numbers in this index refer to specific standard(s).

Acceptable performance on credentialing test, 14.17
Based on knowledge and skills only, 14.17
Accommodation, see “Test modifications”
Achievement in instructional domain, 13.3
Actuarial basis for recommendations and decisions, 12.17
Adaptive testing procedures, 2.16
Adequacy of fir, 3.9
Adequacy of item or test performance, 4.21
Adjusted validity/reliability coefficient, 1.18
Administration, 2.18, 3.6, 3.9, 3.20-3.21, 5.1-5.7, 6.7-
6.8,06.11, 6.15, 8.1-8.3, 9.3, 9.5, 9.11, 10.1, 10.5-
10.6,10.8, 11.1, 11.3, 11.5, 11.9, 11.13, 11.16,
11,19, 11.22, 12.5, 12.8, 12.10-12.12, 13.6, 13.10-
13.12, 13.16, 13.18, 15.10
Accommodations for examinees with disabilities,
2.18,10.1, 10.8, 11.16
Adequate training of administrator, 12.8, 13.10,
13.12
Advance information, 8.2, 12.10, 15.10
Alternate methods, 6.11, 13.6
Clarity of directions, 3.20
Computer-administered tests, 2.8, 8.3, 13.18
Computer-scored tests, 13.18
Conditions, 3.9, 5.4, 8.1, 12.12
Consent forms, 6.15
Disruptions, 5.2
Examinee’s most proficient language, 9.3
Guessing, 3.20
How to make responses, 5.5
Interpreters, 9.11
Minimize possibility of breaches in test security,
5.6
Modifications of standard procedures, 2.18, 5.2-
5.3,9.5,11.19, 12.12
Monitoring, 5.4-5.5
Opportunity to practice using equipment, 5.5
Paper-and-pencil administration, 2.8, 8.3
Permissible variation in conditions, 3.21
Practice materials, 3.20, 8.1, 13.11
Protect security of test materials, 5.7, 11.9, 12.11
Questions from test takers, 3.20
Self-scored tests, 6.8
Special qualificacions, 11.3
Standard administration instructions, 3.20, 12.8,
12,12, 13.10
Standardized instructions to test takers, 5.5
Standardized procedures, 5.1-5.2
Test taking strategies, 11.13
Time limits, 3.20, 10.6
User qualifications, 6.7, 13.12
Advance information, 8.2, 8.4, 11.5, 11.13, 12.10, 14.16,
15.10

Conlfidentiality protection, 8.2
Consequences of misconduct, 8.2
Rules and procedures to determine overall outcome
of credentialing tests, 14.16
Scoring criteria, 8.2
Test taking strategies, 8.2, 11.13
Testing policy, 8.2, 12.10, 15.10
Time limits, 8.2, 12.10
To test takers, 8.2, 8.4, 12.10
Use of test scores, 8.2, 12.10, 15.10
Advancement, 9.8
Alternate forms, see “Test forms”
Anchor test, 4.11, 4.13
Psychometric characteristics, 4.13
Representativeness, 4.13
Arbitration of disputes, 8.11
Attenuation, correction for, 1.18, 2.6
Attrition rates, 15.4

Benchmarks, 13.19
Bias, 7.3-7.4, 7.12, 11.24, 12.2

Calibration, 4.15, 5.12, 12.12

Case studies, 6.10, 10.12

Categorical decisions, 2.15

Census-type testing programs, 11.24

Change scores, 13.17, 15.3

Characteristics of job, 14.10, 14.12

Cheating, 8.2, 8.7, 8.10-8.11, 11.11,

Classification, 2.14, 3.7, 3.22, 4.9, 4.19, 14.7, 14.8
Employment, 14.7, 14.8
Of constructed responses, 3.22
Of examinees, 4.9, 4.19

Classification consistency, 2.15

Clinical and counseling settings, 11.20

Coaching, 1.9

Coding, 3.22

Collateral information, 12.18

Combining tests, 12.4-12.5
Addressing complex diagnoses, 12.5
Justification for interpretation, 12.4
Rationale, 12.4

Comparability, 4.10, 7.8, 9.4, 9.9, 10.4, 10.11, 13.8, 14.11
Across groups, 7.8
Job content factors, 14.11
Modifications for individuals with disabilicies, 10.4
Multiple-language versions of test, 9.9
Score, 4.10, 9.4, 10.11, 13.8

Computer-administered tests, 2.8, 5.5, 6.11, 8.2-8.3, 13.18
Documentation of design, 13.18
Documentation of scoring algorithms, 13.18
Methods for scoring and classifying, 13.18
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Computer-based testing, 13.18
Construct-irrelevant variance, 13.18
Computer-generated interpretations, 5.11, 6.12, 11.21,
12.15
Cut scores, 6.12
Empirical basis, 5.11
Limitations, 5.11, 11.21, 12.15
Norms, 12.15
Quality, 12.15
Rationale, 5.11
Sources, 5.11
Computerized adaptive tests, 3.12, 4.10, 8.3
Documentation, 3.12
Rationale, 3.12, 4.10
Supporting evidence, 3.12
Concordance tables, 4.14
Conditional standard errors of measurement, 2.14
Confidence interval, 2.2
Confidentiality protection, 8.2, 8.6, 12.11
Conflict of interest, 12.2
Consequences of misconduct, 8.2
Consequences of test use, 1.24
Consistency of scores, 2.4
Construct description, 1.2
Construct equivalent tests, 7.2, 13.6
Construct-irrelevant variance, 7.2, 7.10, 12.19, 13.18
Construct overlap, 13.8
Construct representation, 7.11
Construct underrepresentation, 7.10
Content domain, 1.6, 3.11, 7.3, 13.5, 14.8, 14.10, 14.14
Job, 14.10
Content specifications, 1.6
Context effects, 2.17, 4.15, 13.15
Controlling item exposure, 3.12
Convergent evidence, 12.18
Converted scores, 4.16
Possible nonequivalence in revisions, 4.16
Copyright, 8.7, 11.8-11.9, 12.11
Infringement, 8.7
Protection, 11.8-11.9, 12,11
Copyright date, 6.14
Credentialing testing, 9.8, 14.14-14.17
Credential-worthy performance in an occupation,
14.14
Level of performance required for passing, 14.17
Licensure and certification, 14.15
Criterion construct domain, 14.12
Criterion-referenced interpretation, 4.1, 4.9
Empirical basis, 4.9
Rationale, 4.9
Criterion-referenced testing programs, 3.4, 14.2
Cross-validarion studies, 3.10
Cultural differences, 9.1-9.11
Curriculum standards, 13.3
Cut scores, 2.14-2.15, 4.4, 4.11, 4.19-4.21, 6.5, 6.12,
13.6, 14.17
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Expert judgment, 4.21

Legal requirements, 4.19

Pass/fail, 4.21

Procedures for establishing, 4.19

Proficiency categories, 4.21

Rationale, 4.19

Relation of test performance to relevant criteria,

4.20

Decision making, 11.4, 12.17, 13.5, 13.7-13.9, 13.13,
14.7, 14.13, 14.15-14.16
Actuarial basis, 12.17
Certification, 14.15
Classification, 11.4, 13.7
Construct overlap, 13.8
Desired student outcomes, 13.9
Diagnosis, 11.4
Educational placement, 13.9
Graduation, 13.5
Integrating information from multiple tests and
sources, 14.13
Job classifications, 14.7
Pass/fail, 14.16
Promotion, 13.5, 13.9
School context, 13.13
Selection, 11.4
Validity, 11.4, 13.7
Defined domain, 3.11
Derived score scales, 4.1
Intended interpretation, 4.1
Limitations, 4.1
Meanings, 4.1
Derived scores, 2.2, 3.22, 4.2, 4.7, 6.5
Descriptive statistics, 2.4
Difference scores, 13.8
Standardized tests, 13.8
Differential diagnosis, 12.6
Ability to distinguish between multiple groups
of concern, 12.6
Differential item functioning (DIF), 7.3
Differential prediction hypothesis, 7.6
Disabilities (testing individuals with), see “Testing indi-
viduals with disabilities”
Diversity, 6.10, 9.1-9.8, 9.10-9.11, 10.1-10.12, 11.22-11.23
Individuals with disabilities, 10.1-10.12, 11.23
Linguistic, 9.1-9.8, 9.10-9.11, 11.22-11.23

Documentation, see “Publisher materials/responsibilities”

Educational testing programs, 8.10-8.13, 9.3, 11.20,
13.1-13.19, 15.7, 15.12-15.13
Average of summary scores for groups, 13.19,
15.12
Educational placement, 13.9
Graduation, 13.5-13.6
Group differences in test scores, 13.15
Guiding instructions, 13.13, 15.13



INDEX

Mandated tests, 15.7, 15.13
Promotion, 13.5-13.6, 13.9
Qualifications of administrators, 13.10
Qualifications of scorers, 13.10
Score reports, 13.14
Special needs identification, 13.7
Standards for mastery, 13.5-13.6
Validity of score inferences as time passes, 13.16
Effects of disabilities on test performance, 10.2
Empirical evidence, 4.20, 7.6, 9.7, 10.5, 12.16, 13.9,
14.4-14.5, 15.8
Contaminants and artifacts, 14.5
Supporting basis for expecting specific out-
comes, 15.8
Employment testing, 9.8, 14.1-14.13
Classification, 14.8
Job analysis, 14.4, 14.6
Job classification decisions, 14.7
Objectives, 14.1
Personnel selection, 14.12
Prediction, 14.1, 14.4
Predictor-criterion relationships, 14.2-14.6
Promotion, 14.8-14.9
Screening, 14.1
Selection, 14.8-14.9
Equated forms, 4.11
Equating procedures, 4.11
Equating studies, 4.11-4.13
Anchor test design, 4.13
Characteristics of anchor tests or linking items,
4.11
Classical, 4.13
Design, 4.11
Examinee samples, 4.11
IRT-based, 4.13
Statistical equivalence of examinee groups, 4.12
Statistical methods used, 4.11
Error of measurement, 14.5
Error variances, 2.5
Ethics, 12.2, 12.10
Evaluation, 15.2
Relevance of test to program goals, 15.2
Examinee performance, 2.8-2.9
Examinee subgroups, 7.1-7.4, 7.6, 7.10-7.12, 11.24
Expert judgment, 1.7, 3.5-3.7, 3.11, 3.13, 4.19, 4.21, 14.9
Cut scores, 4.21
Demographic characteristics of judges, 3.5-3.6
Job task content, 14.9
Qualification of judges, 3.5-3.6
Relevant experiences of judges, 3.5-3.6
Standard sctting, 4.19
Expert review, 3.5
Process, 3.5
Purpose, 3.5
Results, 3.5

Extended response items, 3.14

Fairness, 7.1-7.12, 8.1, 8.11, 9.5, 10.11, 13.5-13.6
Absence of bias, 7.3-7.4, 7.12
Equality of testing outcomes for examinee sub-
groups, 7.8, 7.10-7.11
Equitable treatment of all examinees, 7.1-7.4,
7.8,7.12, 8.1, 9.5, 10.11
Opportunity to learn, 7.10, 13.5-13.6
Fatigue, 10.6
Field tests, 3.8-3.9
Flagged test score, 9.5, 10.11
Forms, see “Test forms”

Gain scores, 13.17, 15.3
Report of technical qualities, 13.17, 15.3
Generalizability, 2.5, 2.10, 3.11, 12.16, 13.3
Group-level information, 5.12, 11.24, 13.15, 15.12
Aggregating results, 5.12
Cautions against misrepresentations, 15.12
Differences, 13.15, 15.12
Group means, 4.8
Group performance measure, 2.20
Group testing programs, 12.9
Professional supervisor responsibilities, 12.9

Individual testing, 12.3, 12.18-12.19, 13.13
Informed choice, 8.3
Informed consent, 8.4-8.5
Exceptions, 8.4
Integrity of test resuls, 15.9
Inter-item correlation, 3.3
Interpretation of individual item responses, 1.10
Interpretation of test scores, see “Score interpretation”
Interpreters, 9.11
Qualifications, 9.11
Interpretive material for local release, 5.10, 15.13
Common misinterpretations, 5.10
How scores will be used, 5.10
Precision of scores, 5.10
Simple language, 5.10
What scores mean, 5.10
What test covers, 5.10
Inter-rater agreement, 3.23
Investigation of test taker misconduct, 8.10-8.12
Trrelevant variance, 3.17
Ttem development, 3.7
Ttem evaluation, 3.9
Psychometric properties, 3.9
Sample description, 3.9
Ttem pool, 4.17, 6.4
Ttem response theory (IRT), 2.16, 3.9
Ability or trait parameter, 2.16
Item parameter estimates, 2.16, 3.9
Item review, 3.7
Item selection, 3.7, 3.9-3.10, 3.12
Empirical relationships, 3.10
[tem difficulty, 3.9
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Item discrimination, 3.9

[tem information, 3.9

Procedures, 3.12

Subsets of items, 3.12

Tendency to select by chance, 3.10
Irem cryouts, 3.7-3.8
Item weights, 3.13

Based on empirical data, 3.13

Based on expert judgment, 3.13

Job analysis, 14.6, 14.8, 14.11, 14.14
Job content domain, 14.10

Abilities, 14.10

Knowledge, 14.10

Skills, 14.10

Tasks, 14.10

Labels, 8.8
Least stigmatizing, 8.8
Language differences (testing individuals with), 9.1-9.11,
11.22
Appropriateness of tests, 9.1, 11.22
Language proficiency, 9.3, 9.8, 9.10, 11.22
Bilingual, 9.3
Communicative abilities, 9.10
Examinees, 9.3, 9.10
Multiple languages, 9.3
Required level for occuparions, 9.8
Large-scale testing programs, 5.3, 5.6, 5.12
Learning opportunity changes, 13.15
Legally mandared testing, 8.4
Licensure and certification, 8.7, 8.10-8.13, 9.8, 14.14-
14.17
Knowledge and skills necessary, 14.14
Purpose of program, 14.14
Limirtations of test scores, 11.2
Linguistic ability, 7.7, 11.23
Linguistic characreristics of examinees, 9.1-9.3, 9.5-9.6,
11.22
Linguistic subgroups, 9.2
Linkage, 4.15, 14.12
Local scorers, see “Scorers”
Logical evidence, 9.7

Mandated testing programs, 13.1, 15.7, 15.13
Description of ways results will be used, 13.1,
15.7,15.13
Negative consequences, 13.1, 15.7, 15.13
Mastery of skills, 13.6
Matrix sampling, 2.20, 5.12, 15.6
Measurement error, 13.8, 13.14
Meta-analysis, 1.20, 1.21
Moderator variables, 7.6
Modifications, see “Test modifications”
Monitoring, 5.4-5.5, 5.9, 12.8-12.9
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Administration, 5.4-5.5, 12.8
Scoring, 5.9, 12.8-12.9
Motivation of test takers, 15.4
Multidisciplinary evaluation, 10.12
Multimedia testing, 13.18
Documentation of design, 13.18
Documentation of scoring algorithms, 13.18
Methods of scoring and classifying, 13.18
Multiple-aptitude test batteries, 13.8
Comparing scores from test components, 13.8
Multiple-language tests, 8.3
Multiple-purpose tests, 13.2, 15.1
Appropriate technical evidence for each purpose,
13.2, 15.1

Normative data, 6.4-6.5, 13.16
Norming population, 6.4
Years of data collection, 6.4, 13.16
Norming studies, 4.6
Dates of testing, 4.6
Descriptive statistics, 4.6
Participation rates, 4.6
Population, 4.6
Sampling procedures, 4.6
Weighting of sample, 4.6
Norm-referenced interpretation, 4.1, 4.9, 13.13, 13.16
Norm-referenced testing programs, 3.4
Norms, 2.12, 3.19, 4.2, 4.5-4.8, 4.15, 4.18, 10.9, 11.19,
12.3,12.12, 12,18, 13.4, 13.8, 13.13
Group means, 4.8
Individuals with disabilities, 10.9
Local, 4.7, 13.4
Precision, 4.6

Outcome monitoring, 15.5, 15.8
Basis for expecting outcome, 15.8
Outcome of credentialing tests, 14.16

Pass/fail, 14.16-14.17
Level of performance required, 14.16-14.17
Performance assessments, 3.14
Pilor testing, 10.3
Policy studies, 15.2, 15.4-15.5, 15.11-15.12
Release of test results, 15.11-15.12
Suitability of test, 15.2
Policy makers, 7.9, 15.11
Educational, 7.9
Public, 7.9
Social, 7.9
Populations, 1.2, 1.5, 3.6, 3.8, 4.5-4.7, 6.4, 7.1, 7.3,
11.1, 11.16, 11.24, 12.3, 12.8, 12.16, 13.4, 13.8,
13.15, 15.5-15.6
Background of test taker, 12.3
Census-type testing programs, 11.24
Characteristics of test taker, 12.3



INDEX

Cultural differences, 13.15
Descriptions, 2.20, 15.6
Gradual changes in demographic characteristics,
11.16
Representativeness, 1.5, 12.16, 13.4, 15.5
Subgroup differences, 7.1, 7.3, 13.15
Practice effects, 1.9
Precision of scores, 2.4
Prediction, 14.1, 14.4, 14.6-14.7
Absenteeism, 14.4
Job behavior, 14.1
Job-relevant training, 14.4
Job success, 14.7
Turnover, 14.4
Work behaviors, 14.4
Work output, 14.4
Predictor construct domain, 14.12
Predictor-criterion relationships, 14.2-14.6
Grounded in research, 14.2
Pretest/posttest scores, 13.17, 15.3
Change scores, 13.17, 15.3
Gain scores, 13.17, 15.3
Privacy protection, 11.14
Procedural protections, 8.12-8.13
Procrors, 11.11
Professional competence, 12.1, 12.5, 12.8, 12.10-12.11,
13.12-13.13
Credentialing, 12.1
Educational, 12.1
Experience, 12.1
Supervised training, 12.1
Program evaluation, 2.18, 2.20, 15.1-15.13
Eliminate practices designed to raise test scores,
15.9
Interpretation and release of results, 15.13
Suitability of test to program goals, 15.2
Program goals, 15.2
Program monitoring, 2.16
Promotion, 14.8-14.9
Employment, 14.8-14.9
Psychological testing, 12.1-12.20
Complex diagnoses, 12.5
Diagnosis, 12.6-12.7
Diagnostic sensitivity and specificity, 12.5
Individual testing, 12.3
Interpretive remarks, 12.13
Potential inferences described as hypotheses,
12.13
Using tests in combination, 12.4-12.5
Publisher materials/responsibilities, 1.1-1.3, 2.11-2.12,
3.1-3.5, 3.9-3.13, 3.15, 3.19-3.27, 4.1-4.6, 4.11,
4.14-4.16, 4.18-4.19, 5.1, 5.10, 5.14, 6.1-6.15, 7.3-
7.4,7.9-7.10, 8.1-8.2, 9.4, 9.6-9.7, 10.4-10.5, 10.7-
10.8, 11.1, 11.3-11.4, 11.7-11.9, 11.13, 12.4
Administration procedures, 5.1

Amending, revising, or withdrawing test, 3.25,
6.13

Applicability of test to non-native speakers, 9.6

Case studies, 6.10

Cautions against misuses, 6.3, 11.7, 11.8

Computer-generated interpretations, 6.12

Consent forms, 6.15

Copyright date, 6.14

Corrected score report, 5.14

Criteria for scoring, 3.20

Directions for administration, 3.19

Directions to test takers, 3.3, 8.1

Documentation of procedures used to modify
test, 10.5

Documentation without compromising security,
3.12,11.18

Expected level of scorer agreement and accuracy,
3.24

Foreign language translation or adaptation pro-
cedures, 6.4

General information, 6.15

Identification of related course or curriculum,
6.6

Information to policy makers, 7.9, 11.18

Instructions for using rating scales, 3.22

Instructions to test takers, 3.20

Interpretation of scores, 1.9, 1.12

Interpretive material, 5.10, 6.8, 6.10

Linguistic modifications, 9.4

Modified forms, 10.8

Norming studies, 4.6, 6.4

Norms, 4.2, 4.5

Practice or sample questions or tests, 3.20, 8.1

Procedures for test administration and scoring,
3.3

Qualifications to administer and score test, 6.7

Rationale, 11.4

Rationale for modifications, 10.4

Recommendations and cautions regarding modi-
fications, 10.4

Reliability data, 2.11-2.12, 6.5

Renorming with sufficient frequency, 4.18

Research to avoid bias, 7.3

Revisions and implications on test score inter-
pretation, 3.26, 6.13

Sample material, 3.20

Score reports, 1.10

Scoring criteria, 3.22

Scoring procedures, 5.1

Security, 11.8-11.9

Sensitivity reviews, 7.4

Statements regarding research-use-only tests, 3.27

Statistical descriptions and analyses

Suggestions to use tests in combination, 12.4

Summaries of cited studies, 6.9
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Supplemental material, 6.1
Technical documentation, 4.2, 4.6, 4.19
Technical manual, 6.1, 10.5
Test bulletin (advance information), 8.2
Test directions, 3.15
Test manual, 1.10, 3.1, 4.16, 6.1-6.2, 6.4, 9.4,
10.4-10.5, 11.3
Test taking strategies, 11.13
Training materials for scorers, 3.23-3.24
Translation information, 9.7
User’s guides, 6.1
Validity information, 6.5
Purpose of test, 3.2, 3.6, 8.1, 11.1-11.2, 11.5, 11.16,
11.24, 13.2-13.3, 13.7, 13.12, 14.14

Range restriction, 14.5
Rationale, 1.1, 6.3, 9.4
Raw scores, 4.4, 6.5
Intended interpretations, 4.4
Limitations, 4.4
Meanings, 4.4
Reading ability, 7.7
Relationship between test scores, 13.8-13.9, 13.12
Release of summary test results to public, 11.17-11.18,
15.11
Policy for timely release, 11.17
Provision of supplemental explanations, 11.18,
15.11
Reliability, 2.1-2.20, 3.3, 3.19, 3.23, 5.12, 9.1, 9.7, 9.9,
11.1-11.2, 11.19, 12.13, 13.8, 13.12, 14.15, 15.6
Alternate-form reliability estimate, 2.9
Analyses for scores produced under major varia-
tions, 2.18
Data for major populations, 2.11
Data for separate grades and age groups, 2.12
Dara for subpopulations, 2.11
Decision reliability, 14.15
Difference scores, 13.8
Error variance estimates, 2.10
Estimates, 2.1, 2.9
Generalizability coefficient, 2.5
Inrer-rater consistency, 2.10
Language differences, 9.1
Local reliability data, 2.12
Long and short versions of a test, 2.17
Rate of work, 2.8-2.9
Reliability estimation procedures, 2.7
Reported for level of aggregation, 5.12
Sampling procedures, 15.6
Scorer, 3.23
Sources of measurement error, 2.10
Speededness, see “Rate of work”
Systematic variance, 2.8
Test comparability, 9.9
Test-retest reliability estimate, 2.9
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Translations of a test, 9.7
Within-examinee consistency, 2.10
Reliability coefficients, 2.5-2.6, 2.11-2.12
Alternate-form coefficients, 2.5
Internal consistency coefficients, 2.5
Restriction of range or variability adjusement, 2.6
Test-retest or stability coefficients, 2.5
Replicabilicy, 12.12
Research use only tests, 3.27
Response format, 2.8, 3.6, 3.14, 3.22, 4.21, 5.1, 5.5,
11.13, 12.12
Constructed, 2.8, 3.22, 4.21
Extended-response, 3.14
Unstructured, 12.12
Restriction of range or variability, 1.18, 2.6
Retention policy, 5.15-5.16, 8.6, 11.5, 15.10
Confidentiality, 8.6
Dara transmission security, 8.6
Protection from improper disclosure, 8.6
Valid use of informarion, 5.16, 15.10
Retest opportunity, 11.12, 12.10, 13.6
Rights of test taker, 8.10-8.13, 11.10-11.12, 12.20, 13.6
Appeal and representation by counsel, 11.11
Retest opportunity, 11.12, 13.6
Rubric, see “Scoring rubric”

Sample representativeness, 3.8
Sampling procedures, 2.4, 3.8, 3.10, 14.6, 15.6
Scale development procedures, 6.4
Scale stability, 4.17
Over time, 4.17
Scales, 4.2
Scaling, 3.22
Score comparability, 4.10, 9.4, 10.11, 13.4
Score conversions, 4.14
Limitations, 4.14
Score differences, 2.3
Score equivalence, 4.10-4.11
Direct evidence, 4.10
Equating procedures, 4.11
Intended uses, 4.10
Score integrity, 5.6
Score interpretation, 1.1-1.2, 1.9, 1.12, 1.23, 2.11, 3.4,
3.14, 3.16, 3.18, 3.25-3.26, 4.1, 4.3-4.4, 4.6-4.7,
4.10, 4.16, 4.18-4.20, 5.1, 5.10-5.11, 5.14, 6.3, 6.5,
6.7-6.8, 6.10-6.12,7.1-7.5, 7.8, 8.7, 8.9, 9.2, 9.5-
9.7, 9.9, 10.4-10.5, 10.7, 10.9, 10.11, 11.1, 11.3,
11.5-11.6, 11.15, 11.17-11.18, 11.20, 11.22, 12.9,
12.13,12.19, 13.3, 13.7-13.9, 13.12-13.15, 14.13,
14.16, 15.11-15.13
Absolute, 3.4
Aftected by revisions, 3.26, 4.16
Alternate explanations for test taker’s perform-
ance, 7.5, 11.20, 12,19, 13.7
Case studies, 6.10



INDEX

Computer-generated interpretations, 5.11, 6.12
Contextual information, 13.15, 15.12
Cut scores, 4.19-4.20, 6.5
Difference scores, 13.8
Effects of modifications for individuals with dis-
abilities, 10.7
Flagged scores, 9.5, 10.11
Inferences within subpopulations, 2.11, 7.3-7.4
Interpretive material for local release, 5.10,
11.17-11.18,13.12-13.14, 15.11
{tem level information, 6.5
Linguistically diverse examinees, 9.2, 9.6, 11.22
Material error requires corrected score report, 5.14
Modifications for individuals with disabilities, 10.4
Norms, 4.6, 10.9
Potential misinterpretations, 11.15, 13.14-13.15,
15.12
Relative, 3.4
Score equivalence, 4.10
Scores obtained under alternate conditions, 6.11
Self-scored tests, 6.8
Short form, 3.16
Special qualifications, 11.3
Speed component appropriateness, 3.18
Subgroup differences, 7.1, 7.8
Translated tests, 9.7
Valid inferences for examinee subgroups, 7.2
Validity jeopardized by departure from standard
procedures, 5.1
Weighted scoring, 14.16
Score reporting, 2.17, 5.13-5.16, 6.12, 7.8, 8.4-8.6, 8.8-
8.11, 8.13,9.4-9.5, 11.6, 11.12, 11.14, 11.17-
11.18, 12.9, 12.15, 12.19-12.30, 13.16-13.17,
13.19, 15.3, 15.10-15.11
Age of norms used for reporting, 13.16
Anonymity for researchers, 8.5
Cancellation or withdrawal of scores, 8.11
Categorical decisions, 8.8
Change scores, 13.17, 15.3
Computer-generated interpretations, 6.12, 12.15
Conditions for disclosure, 11.14
Confidentiality, 5.13, 8.4-8.5, 8.9
Corrected score report, 5.14
Date of test administration, 13.16
Delays because of possible irregularities, 8.10
Description and analysis of alternate hypotheses
or explanations, 12.19
Exam retakes, 11.12
Flagged test scores, 9.5
Format appropriate for recipient, 11.6, 12.9,
12.20, 13.14, 13.19, 15.11
Gain scores, 13.17, 15.3
Invalidation of score, 8.13
Linguistically modified tests, 9.4
Public reporting for groups, 7.8, 11.17-11.18,
13.19, 15.11

Request for review or revision of scores, 8.13
Retention of individual data, 5.15, 8.6, 15.10
Waiver of access, 8.9
Score scales, 4.1-4.4, 4.9
Age-equivalent scores, 4.1
Criterion-referenced interpretation, 4.1-4.2, 4.9
Derived scores, 4.1, 4.4, 4.9
Forewarning of potential specific misinterpreta-
tions, 4.3
Grade-equivalent scores, 4.1
Norm-referenced interpretation, 4.1-4.2, 4.9
Percentile ranks, 4.1
Raw scores, 4.1, 4.4, 4.9
Standard score scales, 4.1
Scorers, 2.12, 3.22-3.24, 5.9, 6.7, 12.8, 13.10
Accuracy, 3.24, 13.10
Agreement, 3.24
Feedback, 5.9
Local, 2.12, 3.22, 3.24
Monitoring, 5.9
Qualifications, 3.23, 6.7, 13.10
Reliability, 3.23
Retraining or dismissing, 5.9
Scorer judgment, 3.24, 5.9
Selecting, 3.23
Training, 3.23, 12.8, 13.10
Scores, types
Composite scores, 1.12, 2.1, 2.7, 14.16
Subscores, 1.12, 2.1
Scoring criteria, 3.14, 5.9, 8.2, 12.11
Scoring errors, 5.8, 11.10
Scoring procedures, 3.14, 5.1-5.2, 5.8-5.9
Scoring rubrics, 3.23-3.24, 5.9
Scoring services, 5.8, 6.12
Screening, 11.5, 13.7, 14.1
Screening in, 14.1
Screening out, 14.1
Selection, 2.14, 9.8, 14.8-14.9, 14.11-14.12
Employee, 14.8-14.9, 14.11-14.12
Selection tests, 13.8
Comparing scores, 13.8
Self-scored tests, 6.8
Standard error of the difference score, 13.8, 13.17, 15.3
Standard error of the group mean, 2.19
Variability due to measurement error, 2,19
Variability due to sampling, 2.19
Standard errors of ability scores, 2.16
Standard errors of equating functions, 4.11
Seandard errors of measurement, 2.1-2.3, 2.5, 2.11-2.12,
2.14, 6.5, 13.8, 14.15
Conditional, 2.2
Qverall, 2.2
Repeated-measurements approach, 2.15
Standard setting, 4.19-4.20
Standardization, 3.20
Standards for mastery, 13.5
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Structural equation modeling, 13.17, 15.3
Student outcomes, 13.9

Target domain, 13.3
Test bateries, 12.18
Test content, 3.6, 7.3-7.4, 8.1
Test design, 3.15, 7.3
Test developer responsibilities, see “Publisher
materials/responsibilities”
Test development, 3.1-3.27, 4.19, 6.4, 7.4, 7.7, 7.10,
9.6-9.7, 9.9, 10.1-10.7, 14.1
Accommodations for individuals with disabili-
ties, 10.1
Comparability of multiple-language versions,
9.9
Cut scores, 4.19
Definition of domain, 3.2
Definition of objective, 14.1
Documentation of procedures used to modify test,
10.5
Effects of disabilities on test performance, 10.2
Effects of modifications for individuals wich dis-
abilities, 10.7
Empirical procedures to establish time limits for
modified forms, 10.6
Item selection, 3.6
Linguistic or reading level, 7.7
Linguistically diverse subgroups, 9.6
Pilot testing of modificatons for individuals wich
disabilities, 10.3
Rationale for modifications, 10.4
Response formats, 3.6
Scale development procedures, 6.4
Scoring procedures, 3.6
Sensitive or offensive content, 7.4
Test administration procedures, 3.6
Testing outcomes for examinee subgroups, 7.10
Translations from one language to another, 9.7
Test difficulty, 3.3
Test directions, 3.15
Test forms, 3.16, 4.10-4.15, 6.5, 7.2, 8.3, 9.4, 9.9, 10.1-
10.8, 10.10-10.11, 13.6, 13.17-13.18, 14.17
Adapted version in secondary language, 9.4
Alternate forms, 4.11, 7.2, 8.3, 14.17
Computer administered, 13.18
Equated forms, 4.11, 4.13, 6.5, 14.17
Interchangeability, 4.10
Mixing and distributing for equating studies, 4.12
Modifications for individuals with disabilities,
10.1-10.8, 10.10-10.11
Multimedia, 13.18
Multiple-language versions, 8.3, 9.9
Multiple versions from rearrangement of items,
4.15
Score equivalence, 4.10-4.11
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Short form, 3.16
Test framework, 3.2
Test information functions, 2.11
Test interpretation, 2.2-2.3, 7.12, 12.1-12.5, 12.14-12.16,
12.19-12.20, 13.4, 13.12-13.13, 15.4
Observed, 2.3
Test items, 3.6
Content quality, 3.6
Sensitivity to gender and cultural issues, 3.6
Test modifications, 2.18, 3.26, 5.1-5.3, 8.3, 9.4-9.5,
9.11, 10.1-10.8, 10.11, 11.23
Accommodations for individuals with disabilities,
10.11, 11.23
Appropriate for individual test taker, 10.10
Documentation, 5.2
Documentation of procedures used to modify
test, 10.5
Effects on resulting scores, 10.7
Flagged scores, 9.5, 10.11
Individuals with disabilities, 10.2-10.3
Interpreters, 9.11
Linguistic modifications, 9.4-9.5, 11.23
Piloc testing for appropriateness and feasibility, 10.3
Psychometric expertise, 10.2
Requesting and receiving accommodations, 5.3,
8.3, 10.1-10.2, 10.8
Score comparability, 10.4
Time limits, 10.6
Test purpose, see “Purpose of test”
Test revisions, 3.25-3.26, 4.16
Test score interprertation, see “Score interpretation”
Test security, 5.6-5.7, 11.7, 12.11, 13.11
Test selection, 7.9, 7.11, 10.8, 12.2-12.3, 12.5, 12.6,
12.13,13.12
Addressing complex diagnoses, 12.5
Biases, 12.2
Culwure, 12.3
Differential diagnosis, 12.6
Language and physical requirements, 12.3
Modified forms, 10.8
Norms, 12.3
Rationale, 12.13
Test user qualifications, 12.5, 13.12
Validity for population of test taker, 12.3
Vested interest, 12.2
Test settings, 12.8, 13.11
Test specifications, 3.2-3.5, 3.7, 3.11, 3.14-3.17, 4.16,
6.4,7.9
Changes from one version to subsequent version,
4.16
Characeeristics, 7.9
Consequences, 7.9
Definition of content of test, 3.3
Definition of domain, 3.14, 3.17
Development process, 3.3
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Directions to test takers, 3.3
Information to policy makers, 7.9
Item and section arrangement, 3.3
[tem formats, 3.3
Procedures for test administration and scoring, 3.3
Proposed number of items, 3.3
Psychometric properties of items, 3.3
Rationale, 3.3
Short form, 3.16
Testing time, 3.3
Test takers with disabilides, see “Testing individuals with
disabilities”
Test-taking behavior, 12.14
Fatigue, 12.14
Motivation, 12.14
Rapport, 12.14
Responses, 12.14
Test taking strategics, 8.2, 11.13, 15.7, 15.9
Negative impact in mandated testing programs,
15.7, 15.9
Test use, 1.19, 1.21, 1.23, 6.9, 6.15, 7.9-7.11, 9.5-9.6,
10.5, 10.8, 10.11, 11.2-11.3, 14.4-14.5, 14.7, 14.9,
15.10-15.11
Consequences, 7.9
Employment selection or promotion, 14.9
Flagged scores, 9.5, 10.11
Job classification decisions, 14.7
Justification for testing program, 1.23, 15.10-
15.11
Linguistically diverse subgroups, 9.5-9.6
Studies, 6.9, 14.4-14.5
Test use rationale, 1.8, 1.11, 12.13
Test user responsibilities, see “User responsibilities”
Testing environment, 5.4, 12.12
Optimal, 12.12
Realistic, 12.12
Testing for diagnosis, 12.6-12.7
Testing individuals with disabilities, 10.1-10.12, 11.23
Avoiding construct irrelevant variance, 10.1
Diagnostic purposes, 10.12
Flagged test score, 10.11
Functioning relative to general population, 10.9,
11.23
Functioning relative to individuals with same
level of disability, 10.9
Intervention purposes, 10.12
Maintaining all feasible standardized features,
10.10
Modifications adopted, 10.10
Multiple sources of information required, 10.12
Not sole indicator of test taker’s functioning, 10.12
Normative data, 10.9
Research of effects of disabilities on test per-
formance, 10.2
Testing irregularities, 8.10-8.12, 11.11

Challenges, 11.11
Testing policy, 8.2
Testing programs, 2.18, 2.20, 3.1, 4.17, 8.10-8.13, 9.3,
11.12, 11.20, 13.1-13.19, 15.1, 15.13
Theoretical foundations of test, 12.18
Time limits for tests, 3.18, 8.2, 10.6
Extensions for modified forms, 10.6
Translations of a test, 9.7

Unstructured response format, 12.12
Use of test scores, 1.1, 1.2, 1.3, 1.4, 7.10-7.11, 8.2, 11.2,
13.1,13.9, 15.7
Cautions about unsupported interpretations, 1.3
Decision making for educational placement, 13.9
Evidence to justify new use, 1.4, 11.2
Mean test score differences between relevant
subgroups, 7.10-7.11
User responsibilities, 1.1, 1.4, 3.24, 4.5, 4.7-4.8, 5.2,
5.7,5.10, 7.10, 8.7, 9.10, 10.1, 11.1-11.24, 12.1,
12.4-12.5, 12.8-12.9, 12.11-12.12, 13.1, 13.3,
13.10-13.11, 13.19, 15.7, 15.11-15.12
Adequate training of supervised test administra
tors and scorers, 12.8, 13.10
Awareness of legal constraints, 11.1, 12.11
Consideration of collateral information for test
interpretation, 11.20
Evaluation of computer-generated interpreta
tions, 11.21
Formulate policy for release of aggregated data,
11.17,13.19
General language proficiency of examinee, 9.10,
11.22
Identify individuals needing special accommoda
tions, 11.23
Informed about purposes and administration of
test, 11.5
Instructions to individuals who interpret test
scores, 12.9, 13.10
Interpretive material for local release, 5.10,
11.17-11.18, 13.19, 15.11
Justification for use of test, 11.4
Minimize or avoid misinterpretations of scores,
11.15, 15.11
Monitor impact of mandated testing programs,
13.1, 15.7
Monitor scoring accuracy, 11.10
Obtain evidence of reliability and validity for
new purposes, 11.2
Prevent negative consequences, 11.15
Professional competence, 12.1, 12.5
Professional judgment, 11.1
Protect privacy of examinees and instirutions,
11.14
Protect security of tests, 5.7, 8.7, 11.7-11.9,
12.11, 13.11
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Rationale for change in test format or adminis-
tration, 11.19

Rationale for intended uses, 11.4-11.5

Review evidence for using tests in combination,
12.4

Score reporting, 11.6

Study and evaluate materials, 11.1

Test taking strategies, 11.13

User qualifications, 11.3

Uses with groups not specified by developer, 7.10

Verify appropriateness of interpretations, 11.16,
15.11-15.12

Validation, content-related evidence, 1.6-1.7, 14.8-
14.11

Validation, criterion-related evidence, 1.15-1.21, 12.17,
14.3

Assumptions, 1.21

Concurrent scudy, 1.15

Criterion performance, 1.15

Criterion relevance, 1.16

Differential prediction for groups, 1.19
Ethical and legal constraints, 1.19
Generalization, 1.20

Judgments regarding methodological choices, 1.21
Merta-analytic evidence, 1.20-1.21
Multiple predicrors, 1.17

Prediction, 1.17, 14.3

Predictive study, 1.15

Statistical analysis, 1.17-1.18
Technical feasibility, 14.3
Test-criterion relationships, 1.16, 1.20
Use of test scores, 1.16

Validation, general issues, 1.1-1.6, 1.13-1.14, 1.22-1.24,

14.1

Construct-irrelevant components, 1.24
Construct underrepresentation, 1.24
Data collection conditions, 1.13
Evidence for expected outcome, 1.22
Group differences, 1.24

Indirect benefit rationale, 1.23
Interpretation of test scores, 1.24
Objective for employment test, 14.1
Staristical analysis, 1.13

Testing conditions, 1.13

Validation procedures, 1.6
Validation sample, 1.5

Validity,
8.11

1.1-1.24, 3.19, 3.25, 5.12, 6.12, 7.1-7.2, 8.7,
»9.1-9.2,9.7, 9.9, 10.1, 10.4-10.5, 10.7, 11.1-

11.2, 11.19, 11.22, 12.3-12.6, 12,13, 13.2, 13.7,

13.9
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Computer-administered tests, 13.18
Computer-generated interpretations, 6.12
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Construct-irrelevant variance, 1.14
Convergent evidence, 1.14
Discriminant evidence, 1.14
Effects of time passage, 13.16
Empirical evidence, 1.8
Evidence based on response processes, 1.8
Internal consistency evidence, 1.11
Interrelationships of scores, 1.11, 1.12
Language differences, 9.1
Linguistic subgroup validity evidence, 9.2, 11,22
Modifications for test takers with disabilities, 10.4
Multiple predictors, 13.7, 14.13, 15.1
Multiple-purpose tests, 13.2
Of a diagnosis, 12.6-12.7
Placement or promotion decisions, 13.9
Profile interpretation, 1.12
Reported for level of aggregation, 5.12
Score interpretation rationale, 1.8, 1.11
Scores from combination of tests, 12.4-12.5
Subgroups, 7.1-7.2
Subscore interpretation, 1.12
Test comparabilicy, 9.9
Test security, 8.7, 13.11
Test use rationale, 1.11
Testing individuals with disabilicies, 10.1
Theoretical evidence, 1.8
‘Translations of a test, 9.7
Usefulness of modified tests, 10.7

Validity generalization, 1.20

Vested interest, 12.2

Waiver of access, 8.9
Weighted scoring, 14.16
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