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IN THE UNITED STATES DISTRICT COURT {5 iPR 2| PH L: 28
FOR THE EASTERN DISTRICT OF TEXAS
MARSHALL DIVISION i

COMPRESSION LABS, INC.,, ) BY - -
Plaintiff, ;
vs. ; CANo. 2=08CV=-1586
MICROSOFT CORPORATION, ; JURY DEMANDED
Defendant. ;
COMPLAINT

Compression Labs, Inc. (“CLI”) for its Complaint against Defendant Microsoft Corporation

(“Microsoft”) alleges as follows:
NATURE OF THE ACTION

I This is a patent infringement action to recover damages resulting fiom Defendant
Microsoft’sunauthorized and infringing sale and offers to sell products incorporating CLI’s patented
technology.

THE PARTIES

2. Plaintift CLI is a corporation existing and organized under the laws of the state of
Delaware and has its principal place of business at 108 Wild Basin Drive, Austin, Texas 78746.

3 Defendant Microsoft is a corporation existing and organized under the laws of the
state of Washington and has its principal place of business in Redmond, Washington Pursuant to
Rule 4 of the Federal Rules of Civil Procedure, Miciosoft may be served with process by delivering
a copy of this Complaint together with the Summons to Microsoft’s registered agent for service of

process in Texas: Corporate Service Company, 701 Brazos St., Suite 1050, Austin, Texas 78701
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JURISDICTION AND VENUE

4. This action for patent infringement arises under the Patent Laws of the United States,
35US8SC §§ 1 et seq and in particular 35 U S.C. §§ 271, 281, 283, 284 and 285 This Coutrt has
jurisdiction ovet the subject matter of this action under 28 US.C. 1338(a).

3. This Court has personal jurisdiction over each of the Defendant Microsoft and venue
is proper in this Court pursuant to 28 US.C. §§ 1391 and 1400

PATENT INFRINGEMENT

6. This case involves technology used to process digital signals. CLI owns patents
telating to such technology, and CLI invested substantial amounts in 1elated research and
development.

7. United States Patent No. 4,698,672, entitled “Coding System for Reducing
Redundancy” (hereinafter “the '672 patent™), was duly and legally issued on October 6, 1987 CLI
is an owner of the '672 patent and, putsuant to an agreement with its co-owner, has the exclusive
1ights to sue and recover for infringement thereof. A copy of the '672 patent is attached as Exhibit
A

8. Defendant Microsoft has offered to sell, sold, and used, and will continue to do so,
software and other products designed to be at least partly compliant with the JPEG standaid as
defined by CCITT Recommendation T 81 approved on September 18, 1992, entitled “Information
Technology —Digital Compression and Coding of Continuous Tone Still Images —Requitements and
Guidelines,” the identical text of which is also published as ISO/IEC International Standard 10918-1,

or with any version or variance thereof defining a lossy compression scheme (hereinafter referred
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to as “the Accused Products”) The Accused Products are covered by, and carry out methods that
ate covered by, one o1 more claims of the "672 patent The Accused Products include the following:

Microsoft Windows XP (all versions, upgrades and 1¢lated service packs);

Microsoft Windows Server (all versions and upgrades);

Microsoft Windows 95 (all versions and upgrades beginning with Windows 95 OSR2);

Microsoft Windows 98 (all versions and upgrades)

Microsoft Windows ME (all versions and upgrades);

Microsoft Windows NT (all versions and upgrades);

Microsoft Windows 2000 (all versions and upgrades);

Microsoft Windows CE (all versions and upgrades);

Internet Exploter;

Outlook;

Word (all versions and upgrades since Word 6.0);

Excel;

PowerPoint;

FrontPage;

Publisher;

Access;

Microsoft Office;

InfoPath 2003;

OneNote 2003;

Microsoft Project 2002 (all versions);

COMPLAINT Page 3
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Microsoft Project 2003 (all versions);

Microsoft Visio (all versions);

Microsoft Visual Studio NET 2002 Software;

Microsoft Visual FoxPro;

Visual NET products;

Microsoft NET Framework version 1.0 SDK;

Microsoft Picture It!® (all versions);

Microsoft Greetings 2002;

Microsoft Digital Image Pro (all versions);

Microsoft Digital Image Suite (all versions)

Microsoft Photo Editor

Microsoft Windows Journal Viewer;

Microsoft Works;

Microsoft Producet for Mictosoft Office PowerPoint;

Microsoft Windows Media Player;

Microsoft Windows and Fax Viewet;

Microsoft Paint;

XBOX Game Console; and

XBOX Music Mixer.

9. Defendant Microsoft, through its actions including offering to sell, selling, and using
the Accused Products, have infringed the "672 batent and actively induced others to infringe the ‘672

patent in the United States, including within the jurisdiction of this Court.
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10.  As a direct and proximate 1esult of the Defendant Microsoft’s acts of infringement
ofthe ‘672 patent alleged above, CLI has suffered injury and damages for which it is entitled to 1elief
under 35 US.C. § 284. Microsoft’s sales of Windows operating systems curtently generate over
$11.5 billion in annual revenues. Upon information and belief, Defendant Miciosoft’s revenues
fiom the sale of infringing products sincc 1998 are in excess of $150 billion, and the revenues
generated from the sale of infringing products by others resulting from Defendant Microsofi’s
inducement of infringement by these persons are several multiples of that number .

11 As a direct and proximate result of Defendant Microsoft’s acts of infringement of the
*672 patent alleged above, CLI is likely to be irreparably harmed by Defendant Microsoft's
infringement, inducement of others to infringe, and contributory infringement of the “672 patent.
CLI bas no adequate temedy at law.

12 Defendant Microsoft has had actual notice of the ‘672 patent for several years, did
not have any reasonable basis for believing that it did not infringe the patent or that the patent was
invalid or unenforceable, but continued to engage in massive infringement of the 672 patent in
complete distegard of CLI's patent rights. Defendant Microsoft, therefore, is guilty of willful
infringement of a the "672 patent.

JURY DEMAND
13 CLI demands a trial by jury.
PRAYER FOR RELIEF
WHEREFORE, CLIpiays for judgment that:
1. United States Patent No 4,698,672 has been infringed, directly, by inducement, o1

contributorily, by Defendant Microsoft;
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2. Defendant Microsoft, its officers, agents, servants and employees, and those persons
in active concert and participation with any of them, be pcrmanently enjoined from the direct or
contributory infringement of, and from inducing others to infringe, United States Patent No
4,698,672;

3. CLI be awarded damages sufficient to compensate it for Defendant Microsoft’s
infringement, contributory infiingement and inducement of others to infringe, that such damages be
increased to three times the amount found or assessed pursuant to 35 U S.C. § 284, and that such
damages be awarded to CLI with prejudgment interest;

4. That this case be declared exceptional pursuant to 35 U S.C. § 285 and that CL1be
awarded its attorney fees, costs and expenses in this action; and

5 CLI be awarded such other and further telief as the Cowt may deem just
Dated: April 21, 2005,

Respectfully submitted,

GODWIN GRUBER, LLP

Eric W Buethet

Attorney in Charge

Texas State Bar No. 03316880
ebuether@godwingruber.com

Renaissance Tower

1201 Elm Street, Suite 1700
Dallas, Texas 75270

(214) 939-4400

(214) 760-7332 - Facsimile

ATTORNEYS FOR PLAINTIFF
COMPRESSIONS LABS, INC.
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United States Patent 1 (1] Patent Number: 4,698,672
Chen et al. (451 Date of Patent: Oct. 6, 1987
[54] CODING SYSTEM FOR REDUCING Primary Examiner—Howard W Britton
REDUNDANCY Artorney, Agent, or Firm—Fliesler, Dubb, Meyer &
[75] Inventors: Wen-hsiung Chen, Sunnyvale; Daniel Lovejoy
J. Klenke, Milpitas, both of Calif. (571 ABSTRACI
[73] Assignee: Compression Labs, Inc,, San Jose, ‘I'he present invention relates to methods and apparatus
Calif. for processing signals to remove redundant information
121} Appl No: 923,630 thereby making the signals more suitable for transfer
_ through,a limited bandwidth medium. The present in-
[22] Filed: QOct. 27, 1986 vention specifically relates to methods and apparatus
[51} Imt. Cls . vree . HOGN 7/133; HOAN 77137 useful in video compression systems. Typically, the
[521 us.a, oo . 358/136; 358/261;  system determines differences between the current
) 358/262; 375/27  input signals and the previous input signais using mean-
[58] Field of Search ... .. . 358/136, 135, 133, 261,  square difference signals. These mean-square signals are
358/262; 375/27, 31,33 processed and compared with one or more thresholds
[56] References Cited for determining one of several modes of operation.

U8 PATENT DOCUMENTS

4,302,775 11/1981 Widergren . .. ... ... ... }58/13&
4,476,495 1071984 Fujisawa ... . 3387262
4,520,490 5/1985 Wel ... ... L. X15/27
4,558,370 12/1983 Mirchelt .. . . -, 3587262
4,633,325 12/1986 WUsubuehi ... ... ... 3587133

After processing in some mode, the processed signals
are in the form of digital numbers and these digital
numbers are coded, using ordered redundancy coding,
and transmitted to a receiver

46 Claims, 4 Drawing Figures

EXHIBIT A
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adaptively controls the rate at which data is generated
CODING SYSTEM FOR REDUCING 5o that the buffer is never completely emptied and never
REDUNDANCY completely filled.

CROSS-REFERENCE TO RELATED
APPLICATION

‘Title: A COMBINED INTRAFRAME AND INTER-
FRAME TRANSFORM CODING SYSTEM

Ser. No.: 479,766 Filed: 83/03/28 (now abandoned)

Inventors: Wen-hsiung Chen, James Parker Elliott,
Robert Edwin George Newell, Ralph Emerson Nich-
ols, Albert Edwards Rackett

BACKGROUND OF THE INVENTION

The present invention relates to methods and appara-
tus for processing signals to remove redundant informa-
tion thereby making the signals more suitable for trans-
fer through a limited-bandwidth medium The present
invention specifically rclates to methads and apparatus
useful in video compression gystems.

Many signal processing technigues useful in video
compression systems are known. For example, digital
encoding is often employed in processing television
signals which are to be transferred over transmission
channels since digital data streams are more immune to
noise degradation,

In order to digitally encode & television signal, a
signficant number of bits, 4 or more, may be required to
provide for an acceptable range of gray scale for each of
the hundreds of thousands of separate picture elements
(pixels) which form an image. Consequently, data rates
for unprocessed digitalized television signals typically
require a bandwidth greater than 40 mepabits per sec-
ond If the communications link i3 an earth satellite, an
unprocessed video signal typically occupies nearly the
entire bandwidth of the satellite, with very few chan-
nels, if any, left over for other uses. A Tl communica-
tion channel is typical and has only a 1.5 megabit per
second bandwidth. A practical yet effective way to
reduce the bandwidth of digitalized television signals is
needed so that fewer channels are required for transmis-
sion aver a communications path and so that the quality
of transmitted signals is maintained even when reduced
bandwidth transmission is employed.

U.S Pat No. 4,302,775, assigned to the same assignee
as the present invention, describes 8 scene adapiive
coding technique which eliminates redundant informa-
tion and thereby reduces the bandwidth.

The patent describes a single-pass digital video com-
pression system which implements a two-dimensional
cosine transform with intraframe block-to-block com-
parisons of transform coefficients without need for pre-
liminary statistical matching or preprocessing

Each frame of the video image is divided into a pre-
determined matrix of spatial subframes or blocks The
system performs a spatial domain to transform domain
transformation of the piciure elements of each block to
provide transform coefficients for each block. The sys-
tem adaptively normalizes the transform coefficients so
that the system generates data at a rate determined
adaptively as a function of the fullness of a transmitter
buffer. The transform coefficient data thus produced is
encoded in accordance with amplitude Huffman codes
and zero-coefficient runlength’ Huffman codes which
are stored asynchronously in the transmitter buffer. The
encoded data is ontput from the boffer at a synchronous
rate for transmission through a limited-bandwidth me-
dium. The system determines the buffer fullness and
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In the system receiver, the transmitted data is stored
in a receiver buffer at the synchronous data rate of the
limited-bandwidth medium The data is then output
from the receiver buffer asynchronously and is decoded
in accordance with an inverse of the encoding in the
transmitter. The decoded data is inversely normalized
and inversely transformed to provide a representation
of the original video image.

The U.S. Pat, No. 4,302,775 patents reduces redun-
dancy by employing intraframe coding techniques uti-
lizing intraframe comparisons of cosine transform coef-
ficients. While the patent provides significant improve-
ment over other techniques, there is a need for even
greater compression

In addition to intraframe coding techniques, inter-
frame eoding techniques have been used to reduce the
rate required for video transmission as described, for
example, in the above-identified application. Typically,
each video frame is held in memory at both the trans-
mitter and the receiver and only frame-to-frame
changes are transmitted over the communication link.
In contrast to intraframe coding schemes in which the
quality of coded images is dependent upon the amount
of detail in cach single image frame, the quality of the
coded image in interframe coding is dependent npon the
differences from frame to frame Frame-to-freme differ-
ences are often referred to as “motion”.

Interframe coding techniques are broadly classified
into two categortes, namely, spatial domein coding and
transform domain coding. In real-time interframe spa-
tial-domain coding systems, spatial domain data can be
threshold processed to obtain and store frame difference
signals in a transmitter buffer. The threshold value can
be adaptively determined as a function of the transmit-
ter buffer fuliness In order to elitninate the image
breakdown, both spatial and temporal subsampling has
been proposed.

The above-identified U S. patent application entitled
“A Combined Intraframe and Interframe Transform
Coding System” employs intraftame and interframe
variable prediction transform coding. Images arc repre-
sented by sequential frames of two-dimensional arrays
of digital signals. The digital signals are transformed to
form transform coefficients for each frame. Predicted
transform coafficients are formed using sets of variable
prediction factors The predicted transform coefficients
for each frame ase compazed with corresponding actual
transform coefficients for the frame to form transform
coefficient difference signals The difference signals are
processed to control their range of values. The pro-
cessed difference Signals are statistically coded such
that the more frequently occurring values are repre-
sented by shorter code lengths and the less frequently
ocenrring values are represented by longer code
lengths. The coded signals are stored in a buffer mem-
ory for transmission. The coded signals in the buffer
memory are transmitted, over a limited-bandwidth me-
dium, to the receiver along with processing informa-
tion, The processing information includes codes identi-
fying the set of variable prediction factors utilized in the
transmitter. The same set of variable prediction factors
is utilized in the receiver to reconstruct predicted trans-
form coefficients which in turn are used to reconstruct
representations of the original images in the transmitter

Page 11 of 25
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The extension of the Scene Adaptive Coding of U S.
Pat. No. 4,302,775 from intraframe coding to interframe
coding has proven very significant in terms of improv-
ing image quality and reducing, bandwidth, These im-
provements, however, have created a need for im-
proved coding systems for reducing redundancy and
there continues t0 be a need for improved signal pro-
cessing methods and apparatus for data compression
systems

SUMMARY OF THE INVENTION

The present invention is a signal processor and
method for cfficiently processing signals using ordered

redundancy (OR) coding and any one of a number of

different modes

The signals to be coded are typically multiple values
where the multivalued digital numbers, X(k) are typi-
cally the integers 0, 1,2, 3, 4, ..., and 50 on arranged
in any order. ¥Frequently, some values are repeated in
forming digital numbers and hence the probable fre-
quency of occurrence of some valoes is different than
for other values. In one example of digital numbers, the
highest fraquency of occurrence is the value 0, the next
highest frequency of occurrence is the value 1 and the
other values greater than 1 {namely 2, 3, 4, 5, and so on)
occur least frequently. With such order to the fre-
~ quency of accurrence of values to be coded, the or-

dered redundancy coding of the present invention is
most efficient.

Using ordered redundancy coding, the system codes
the highest most frequently occurring values (0's in the
usval exsmple) using runlength coding. In the most
preferable example, the runlength encoding is of two
types, R and R’. The first type, R, is utilized when a
runlength of consecutive zeros {0’s) is followed by the
next most frequently accurring value (1 in the usual
case) and the other type, R, is utilized when the run-
length of consecutive zeros (0's) is followed by some
other value, one of the least frequently ocenrring values
(usually greater than 1 such ss 2, 3, and so on). When-
ever the second type, R', of runlength coding is em-
ployed, the runlength code is typically followed by an
amplitude code which explicitly encodes the actual
amplitude (2, 3, . . . } of the following other value
‘Whenever the first type, R, of runlength coding is em-
ployed, no coding of the second value (usnally 1) is
required because an amplitude of 1 is implied simply by
the use of the first type, R, of runlength coding

The ordered redundancy coding of the present inven-
tion is typically utilized in a system that processes input
signals, such as spatial domain image signals occurring
in successive fiames, to form processed signals for each
frame. Any number of different processing modes are
possible The processed signals are in the form of a
plurality of muitivalued digital numbers, X(k), typically
one number, X(k), for each frame.

In one particular embodiment, the processing modes
include two replenishment modes (one with motion
compensation and one without), two DPCM modes
(one with motion compensation and one without) and
one intraftame mode. The decision as to which mode to
select is made based upon an analysis of the frame-to-
frame differences (motion) between the current input
signals and the previous input signals.

Typically, the system determines differences between
the current input signals and the previous input signals
using mean-square difference signals. These mean-
square signals are processed and compared with one or
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more thresholds for determining one of several modes
of operation. After processing in some mode, the pro-
cessed signals are in the form of digital numbers and
these digital numbers are coded, vsing ordered redun-
dancy coding, and transmitted 1o a receiver

After transmission of the coded signals, the received
signals are decoded and processed in reverss of the
particular one of the modes by which the signals were
processed in the transmitter.

In accordance with the above summary, the present
invention achieves the objective of providing an im-
proved signal processor for reducing redundancy using
ordered redundancy coding.

The foregoing and other objects, features and advan-
tages of the invention will be apparent from the follow-
ing detailed description in conjunction with the draw-
ings

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts a block diagram of a transmitter and
receiver system.

FIG . 2 depicts further deteils of the transmitter of the
FIG. 1 system

FIG. 3 depicts further details of the coder used in the
FIG. 2 transmitter.

FIG. 4 depicts further details of the decader used in
the receiver.

DETAILED DESCRIPTION

Overall System—FIG. 1

In FIG. 1, a block diagtam of a transmitter and a
receiver in accordance with the present invention is
shown. Digital signals to be processed are input on lines
5 to the transmitter 2. The input signals on lines 5 are
processed in one of a number of different modes so as to
efficiently compress the data input signals to form pro-
cessed signals for transmission to a receiver. The pro-
cessed signals are coded and output on lines 45 from the
transmitter 2 and are transmitted to the receiver 3.

The transmitter 2 includes a forward processor 52
and a feedback (reverse) processor 51 Typically, the
input signals on lines 5 represent images and are pres-
ented in the space domain as frames in accordance with
well known techniques. The forward processor 52 typi-
cally processes the spatial domain input signals to form
processed signals which typically are transform domain
signals arranged in blocks of transform domain coeffici-
ents. The forward processor 52 processes the current
input signals from the most current frame.

The reverse processor 51 typically inverse processes
signals from transform domain to spatial domain. Pro-
cessor 51 stores signals representing the previous frame
of data and also receives the current input signals so as
to enable a comparison to be made between the previ-
ous inverse processed input signals and the current
inpnt signals. When the current input signals have been
transformed from the spatial domain to the transform
domain, the reverse processor performs am inverse
transform to convert the transform domain signals back
to spatial domain signals and stores those spatial domain
signals for comparison with the curreni input spatial
domain signals

The reverse processor 51 determines changes be-
tween the current signals and the previous signals Typ-
ically, these differences are determined using mean-
square signals, do and dp, hereinafter defined. These
mean-square signals are processed and compared with
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one or more thresholds for determining one of several
modes of operation for the system of FIG. 1

Any number of different modes are possible, In onc
particular embodiment, two replenishment modes (one
with motion compensation and one without), iwo
DPCM modes (one with motion compensation and one
without) and one intraframe mode are employed. The
decision as to which rnode to select is made based upon
an analysis of the frame-to-frame differences {motion) of
the input data. After the processing by the processor 52
and the processor 51, the processed signals are input to
the coder 14.

The coder 14 encodes the processed signals using
statistical frequency coding. With satistical frequency
coding, signals with a statistically higher frequency of
occurrence are encoded with a shorter code length than
signals with e statistically lower frequency of occur-
rence. Additionally, the coder 14 utilizes a novel or-
dered redundency (OR) coding technique. In the or-
dercd rcdundancy coding, the processed signals to be
coded have multiple values For example, values are
typically 0, 1, 2, 3, 4, .. ., and s0 on Typically, the
statistical frequencies of the values o be coded have an
order. Particularly, that order is based upon the proba-
ble frequency of occurtence of the different values, The
highest frequency of oceurrence is typically the value 0,
the next most frequently oceurring value is 1 and the
other values greater than 1 (2, 3, 4, 5, and 50 on) oceur
least frequently. With soch order to the signals to be
coded, the ordered redundancy coding of the present
invention is most efficient.

Using OR coding, the coder 14 of FIG. 1 codes the
highest most frequently occurring values (0's in the
usual example) using runlength coding. In the most
preferasble example, the runlength encoding is of two
types, R and R'. The first type, R, is utilized when the
runlength of 0s is followed by the next most frequently
occurring value (] in the vsual case) and the other type,
R’, is employed when the runlength of 05 is followed by
some other value of the least frequently occurring type
(usually preater than 1 such as 2, 3, and so on}. When-
ever the R’ type of runlength coding is employed, the
runlength code is typically followed by an amplitude
code which explicitly encodes the actual amplitude of
the other value Whenever the first type, R, of run-
length coding s employed, no coding of the second
value (usually 1) is required because an amplitnde of 1is
implied simply by the use of the first type, R, of run-
length coding.

After the ordered redundancy coding in coder 14,
data is transferred to the transmitter buffer 15. The
buffer 15 provides a feedback signat on line 25 to con-
trol the forward processor 52 data rate.

In FIG. 1, the data from line 45 is jnput on line 68
after transmission over some conventional transmission
mediom to the receiver 3. In the receiver 3, a receiver
buffer 53 stores the received data. A decoder 34 de-
codes the received data. Thereaher, the decoded data is
processed in reverse of the particular one of the modes
by which the data was processed in the transmitter 2.
The reconstituted date appears on output line 69

Transmitter—FIG, 2

FIG. 2 is a block diagram of a transmitter for motion
compensated combined intetframe and intraframe cod-
ing system of FIG. 1. Motion compensation is incorpo-
rated into & combined interframe and intraframe coding
system using the spatial pixels in the inverse loop 9. In
operation, the original spatial image on input lines § is
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compared to the reconstructed spatial image on lines 6
of the previous frame on a block-by-block basis through
a motion detector 7 The reconstructed spatial image is
obtained from the memory 18 of the feedback DPCM
loop 9.

The feedback loop 9 includes the inverse normalizer
16, inverse transformer 17, the sum unit 20, the delay
(memory) 18, the prediction unit 19, and the motion
detector and compensator 7. If the motion detector 7
determines that there is little difference between the
blocks, a “replenishment mode” is selected. On the
other hand, if enough difference is detected, the block in
the current frame is compared to the neighborhood of
the corresponding reconstructed block in the previous
frame to find the best match of the block For the pur-
pose of in¢reasing the system performance a sub-pixel
match is employed. If the difference between the cur-
rent block and its best matched block does not result in
a reasonable improvement over the difference between
the current block and its original counterpart, a motion
compensation is not justified. In this case, a “DPCM
mode™ with variable predictions is selected to handle
the black difference. On the other hand, if the differ-
ence between the current block and its best matched
block is reasonably smaller than the difference between
the current block and its original counterpart, a motion
compensation is initiated. In this case, the difference
between the current block and its best matched block is
screened to determine if the block belongs to a “motion
compensated replenishment™ block or & “motion com-
pensated DPCM™ block. The forward loop of the
DPCM system encodes the “DPCM" or “mation com-
pensated DPCM™ data in the transform domain. Statis-
tical frequency coding is employed to improve the effi-
ciency. The feedback loop of the DPCM system is oper-
ated in the spatial domain with variable predictions.

Motion Detection and Compensation

The motion detection serves two purposes. It com-
pares the block pixels in the present frame to the neigh-
borhood pixels of the corresponding block in the previ-
ous frame to find the sub-pixel displacement of the
block that gives the best match. It also tracks the dis-
placement vectors and the degree of differences during .
the matching process for a subsequent modification of
the DPCM frame memory and controiling of the pre-
dictor parameters in the feedback DPCM loop. Three
basic types of modes (replenishment modes, intraframe
mode, and DPCM modes) are determined from the
motion detection. A decision process among the modes
is employed The decision process relies in part on a
determination as to whether motion-compensation or
non-motion-compensation is to be employed. Motion
compensation is determined using the mean-square dif-
ference, dg, and the mean square error, da

The mean-square difference, do, is formed as follows:

N-1N=1 -
dp = (1/¥?) jz'o k=0 Wy — Rek?

Eq. (D

where £(3,k) are spatial pixels (on lines 5 of FI1G. 2) of
the current frame and ¥(j,k) are the corresponding pixels
(on line 6§ of FIG. 2) of the reconstructed previous
frame. N is the transform block size.

The mean-square error, dj, is formed as follows:
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N=1N=1 - Eq (2]
o= (/0 E ISR - G+ Ak + 0 3G

where f(j,k) are the block pixels in the present frame and
i+ Aj,K-+AK) are the best matched pixels in the previ-
ously reconstructed frame where Aj,Ak are the dis-
placement (vector) for the hest match.

Replenishment Modes

The replenishment modes are either motion-compen-
sated or non-motion-compensated. The decision pro-
cess selects compensation or non-compensation based
upon motion detection. The motion detection unit 7 of
FIG. 2 determines the difference between the incoming
spatial pixels of a block and the reconstructed spatial
pixels of the corresponding block in the previous frame
If the motion detection process determines that there is
little frame-to-frame difference between corresponding
blocks, a non-motion-compensated replenishment mode
is selected and a code word is sent on line 21 from unit
7 of FIG . 2 to the encoder 14 to identify the mode.

1f the motion detection process determines that the
frame-to-frame block difference is great enough then,
pader some circumstances, 2 motion-compensated re-
plenishment mode is selected. The detection process
typically uses the mean-square difference, do, and com-
pares it to a predetermined non-motion-compensated
replenishment threshold, Tg. This pracess is written as
follows:

if' (dg-dp)< I s and do< T g, select non-motien-com-

pensated replenishment mode

The detection process compares the mean sguare
error, dp with 2 predetermined motion-compensated
replenishment threshold, Tp/r, as follows:

if (dg-dg)>> Tarand dp< Toyr, select motion-compen-

sated replenishment mode

The identification code words for the replenishment
modes are typically Huffman coded. Typicalty, a one-
bit code {0), on line 21 of FIG 2 is used if the non-
motion-compensatcd replenishment mode appears most
frequently statistically Once this code word is identi-
fied at the receiver, the reconstructed block pixels in the
previons frame are repeated to form the present black in
the receiver.

For the motion compensated replenishment block,
typically a four-bit code (1111) is used, long with the
displacement vector representing the best match, and
appears on line 67 in FIG. 2. At the receiver, the vector
uses the compensated block pixels from the recon-
structed previons frame to form the presently recon-
structed block.

DPCM Modes

The DPCM modes are either non-motion-compen-
sated or motion-compensated. Selection of the compen-
sation or non-compensation DPCM modes is dependant
. in part on motion detection. The motion detection
searches for the best matched block pixels from the
reconstructed previous frame. The difference, ds, be-
tween the present block pixels and the best matched
block pixels is then computed If this difference is
smaller than the motion threshold, Ty, no motion com-
pensation is justified due to the necessity of sending the
displacement vector as coding overhead. In this case,
the difference, dp, is compared to a DPCM threshold,
Tps1, to determine if the block belongs to a DPCM
mode. The decision process is given as follows:

i0

—
%]

25

35

8

if (do-d) < Tarand da< Ty, select non-motion-com-

pensated DPCM mode

If a non-motion-compensated DPCM mode is se-
lected, the predictor in the feedback loop is enabled and
the difference is sent to the discrete cosine transformer
for subsequent encoding. Again, the mode identification
is Huffman coded. Typically, a two-bit code (10) used
for the non-motion-compensated DPCM mode and
appears on line 66 in FIG. 2.

At the receiver, the DPCM data are inversely trans-
formed and added onto the block pixels from the recon-
structed previous frame to form the present block pix-
cls.

For the motion-compensated DPCM mode, the dif-
ference, ds, between the current block pixels and the
best matched block pixels is compared to a predeter-
mined motion-compensated replenishment threshold,
“Tp/z I dpis larger than the threshold, a motion-com-
pensated DPCM mode iz selected to handle the pixel
differences.

The decision processs is given as follows:

Xf (do—ds)>> Tprand ds > Tosr, select motion-compen-

sated DPCM mode

For the motion compensated DPCM blocks, typi-
cally a three-bit code (110) is used together with the
displacement vector representing the best match of the
block along with the motion compensated DPCM data
{transform coefficient differences between the present
block and the best matched block from the recon-
structed previous fiame). The mode ID and vector
appear on line 65 in FIG. 2. At the receiver, these
DPCM data are inverse transformed and added onto
the compensated block pixels from the reconstructed
previous frame to form the present block pixels.

Intraframe Mode

The intraframe mode is selected when neither the
motion-compensated mode not the DPCM mode is
justified The difference, do, between the current block
pixels and the reconstructed previous block pixels is

40 compared with the predetermined DPCM threshold,

3

60

65

Tpy;. The decision process is as follows:

If (dg-dp) < Tarand do>> T pys, select intraframe mode.

If the intraframe mode is selected, the predictor is
disabled and the current block pixels are sent to the
transformer with unit 11 of FIG. 2 Typically, a four-bit
code (1110) appearing on line 66 in FIG. 2 is used to
identify the “intraframe mode”. The intraframe data in
the receiver are inversely transformed to form the pres-
cnt block pixels

Compensation Range and Resolution

The performance of the motion compensated system
is dependent upon the range snd resolution of the
matching process. The larger the range and the finer the
resolution, the better the system performs. However,
due to the necessity of encoding the vector information
as system overhead, the range and resolution of the
searching process is somewhat limited

Searching Algorithm

The search for the best matched position is a very
time consuming process As one example, a simple bi.
nary search algorithm for 2 maximum range of 1.7 can
be employed Using such an algorithm, the nine whole-
pixel positions centered around the position of the pres-
ent block are first examined to find the best match.
Next, the eight half-pixel neighborhood positions cen-
tered around the best matched whole-pixel position are
examined. The process contimes until the best matched
quarter-pixel position is located. The horizontal and
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vertical addresses of this location are then recorded as a
vector and encoded accordingly. The number of steps
required for a binary search is many times lower than
that of a brute force search.

Subpixel iranslation is done by performing bilinear
interpolation taking weighted averages of the four near-
est values at integral pixel positions surrounding the
subpixel location. The weighting factors that are used
are linear functions of the horizontal and vertical dis-
tance of the fractional displacement from the integral
pixel positions. As an example, a displacement of 1.23
horizontally, and 0.75 vertically is performed as fol-
lows:

S+ 125 k=05 =W+ 1 K-+ wft4+-1A— Dy

S22 wgff 1251 Eq (3)
where wi=2(0.75) (0.25), w2=(0.75) (0.75), w3=(025)
{0.25), and wy=(0.25) (0.75)

DPCM Loop

Referring to FIG. 2, the Differential Pulse Code
Modulated (DPCM) loop consists of 2 cosine transform
unit 11, a normaiization unit 12, a quantization unit 13,
an inverse normalization unit 16, an inverse transform
unit 17, a delay memory 18, and a prediction unit 19. In
operation, an input pixel block on lines 5 from the pres-
ent frame is first subtracted in subtractor 10 by its esti-
mation from the previous frame on line 23 on a pixel-by-
pixel basis to generate block differences. These differ-
ences are then cosing transformed in transform unit 11
to form the coefficient differences on lines 24. The coef-
ficient differences are next scaled in normalizer unit 12
according to a feedback parameter on lines 25 from the
output rate buffer 15 The scaled coefficient difference
on lines 26 are then quantized in unit 13 and fed into
both the coder unit 14 and the inverse DPCM loop 9. In
the inverse DPCM loop 9, the quantized and scaled data
are inversely normalized in vnit 16 and inversely trans-
formed in unit 17, to form the quantized coefficient
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differences on lines 27. These differences are then added 40

in adder 20 to the motion compensated estimation on
lines 3 to form the reconstructed pixel block in the
frame memory 18. After a single-frame delay, in mem-
ory 18, the motion detector 7 uses the motion compen-
sated block from the memory 18, multiplies it by a pre-
diction weighting factor, and is ready for the next frame
of operation. At the receiver, the received data follows
the inverse DPCM loop to reconstruct the spatial pixels
in the output block.

Cosine Transform

The coefficient differences between the input pixels
from the present frame on lings 5 and the estimations
from the previously reconstructed frame on lines 3 are
formed by the difference circuit 10 on lines 23 and are
expressed as follows:

enli ) msl )~ pULRTN_ 10+ A+ AK) Eg (9

where Aj and Ak represent the vector valnes jor the best
match determined by the motion detector and where
p(ik) represents the estimation. These differences
within 2 N XN block are cosine transformed in trans-
former 11 to form the coefficient differences on lines 24.
The cosine transformt is defined as follows:

Extu) = 4o 5. V5 eun B
j=0 k=0

50

55

65
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. -continued
cos{(2f + Den/2N] cos[(2k + 1)vr/2N]
forur=20,1 . N-=1
) = 1/ forw=0

=1 forwm 1,2, . N-=1

where w=1 or v
where (3,k) and (u,v) represent indices in the horizontal
ant vertical directions for the pixel difference and coef-
ficient difference blocks, respectively, and where C(w)
represents C(u) or C(v). The cosine transform restruc-
tures the spatial domain data into the coefficient domain
such that it will be beneficial to the subsequent coding
and redundancy removal processes.

Normalization

The coefficient differences, Ea(u,v), are scaled ac-
cording to a feedback normalization factor, D, on lines
25, from the output rate buffer 15 according to the
relation,

Iou.$)m B i/ D Eq (6)
The scaling process adjusts the range of the coefficient
differences such that 2 desired number of code bits can
be used during the coding process.
Quantization
The guantization process in unit 13 is any conven-
tional linear or non-linear quantization. The quantiza-
tion process will set some of the differences to zeros and
leave a himited number of significant other differences
1o be coded. The quantized coefficient differences on
lines 28 are represented as follows:
In(a.v)=Qn(0 9] Eq ()
where Q[ ] is a quantization function.
1t should be noted that a lower bound is determined
for the normalization factor in order to introduce mean-
ingful coefficient differences to the coder. Generally
spezking, setting the minimum value of D to one is
sufficient for a low rate compression applications in-
volving transform blocks of 16 by 16 pixels. In this case
the worst mezn square quantization error is less than
0.083. This mean square error corresponds to a peak
signal-to-quantization-noise ratio of 4086 db which is
relatively insignificant for low rate applications.
Inverse Normalization
The process of inverse normalization in unit 16 pro-
duces the quantized coefficient differences on lincs 29in
the inverse DPCM loop 9. This process is represented
as follows:
Elu y=In(uAD Eqg (8)
Inverse Cosine Transform
The inverse cosine transform process in unit 17 in the
mverse DPCM loop 9 converts the quantized coeffici-
ent differences on lines 29 back to the spatial domain
pixel differences on fines 27 This process is defined as
follows:
ik =5 VE CuICOEw) B O
W=l ymb

cosl(2) + Daml/AN  cosl(Zk + 1vrlIN
forj k. =0,1L. N—1

Frame Memory
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The frame memory 18 contains the reconstructed
input pixels in the inverse DPCM loop. The quantized
pixel differences from the inverse cosine transformer on
Tines 27 and the motion compensated estimations fram
the previously reconstructed frame on lines 3 are added
together in adder 20 to form the reconstructed pixels,
£,(5,), which replace the block pixels in the memory 18.
This process is represenied as follows:

Tt Kym TG k)P R 10+ Ak + AK) Eq. {10}

Prediction

The prediction process in unit 19 finds an estimation
of a datum from its surrounding data. By way of exam-
ple for a simple predictor that uses the previous frams as
a base for the estimation, the estimated value is termed
as the correlation coefficient, p(j,k), given as follows:

pUR) = Elenth R)en— 10+ 8Lk -+ARY e (k) Eq (1N

where E represents expected value and o2(ik) repre-
sents the variance of £,(5,k). The correlation coefficient,
termed as leak factor, ranges from 0 to 1 depending on
the frame-to-frame pixel differences The value is very
close to 1 for a limited motion sequence. However,
during a scene cut or a rapid zooming sequence, the
value is way below the value of 1. Because different
leak factors have to be identified in the encoding of the
DPCM progess, it represents a significant overhead for
the low rale sysiem if too many values are to be identi-
fied. In one embodiment, only two leak factor values
are used for the five-mode motion detection system: 1
for the non-motion-compensated DPCM and motion
compensated DPCM modes and 0 for the intraframe
mode.

Coding

In order to minimize overhead code bits, in one typi-
cal example the encoding process in unit 14 for the FIG.
2 system is performed on a frame by frame bases. The
coded bit stream includes sync, header, scaling factor
(NF), and varisble-length data as follows:

TABLE 1

variable

SYNC HEADER NF DATA

In the header, at least one bit is reserved for the iden-
tification of full motion and graphic operations. The
data portion includes the block-to-block modc identi-
fiers, the vector values, DPCM and intraframe data.
The bit allocations are dependent upon each individual
block which is illustrated in TABLE 2.

TABLE 2
—t
MODE
Replenishment Block
4 8
MODE VECTOR
Replenish of Motiom C: d Block
2 varfable
MODE DPFCM EOB
DFCM of Non-motion Compensated Block
4 variable
MODE INTRAFRAME EORB

Intraftame of Non-mation Compensated Block

10

A

20

33

40

45

50

35

65

12
TABLE 2-continued
3 ] variable
MODE VECTOR DPCM EOB

DYCM of Mation Compensated Block

DPCM Encoding

The Scene Adaptive Coding (SAC) is very efficient
in terms of coding the intraframe transform coefficients.
When this scheme is applied to a coding system involv-
ing intraframe, interframe and motion compensation,
the coding efficiency is somewbat reduced duc to the
structure of coefficient differences or motion compen-
sated coefficient differences caused by the additional
removal of redundancies One observation that can be
made in the motion compensated coefficient differences
(non-zero after normalization and quantization) and, to
a certain degree, the interframe coefficient differences
{non-zero differences) is that most of these differences
are sparsely distributed with an overwhelming majority
of them having an absolute value of one Also, within
these differences of ones, a significant portion of them
are isolated (surrounded by zerc-valued coefficients)
along the path of a scanning. Tt is wasteful to use one
amplitude code word to code each of these jsolated ones
in addition to using one runlength code word to identify
their address (Runlength alonc should be enough).

Ordered Redundancy Coding

A new Ordered Redundancy (OR) coding algorithm
is specifically designed to code multi-valued digital
numbers where the statistical frequency of occurrence
of some values in the series of values forming the digital
nusnber is greater than the statistical frequency of oc-
currence for other values in the series of values forming
the digital number. The values forming the digital num-
bers are generally the integers 0, 1,2, 3, ..andsoon.

In general, a K-valued digital number, X(k), is formed
by a series of K values, x(k), as follows:

X(y=x(1) x(2), x(3), . - =k, . 2K)

where 1=k=K. Each value, x(k), has some value, V3
from the set of J values,

Vi, Vi, Vy, WV

Vi
where 1=j=1.

The occurrence of i consecutive values, Vj, within
the series X(k) is the runlength of such values denoted
by Vi

In'a first example with k=1, . . ., 14, if the digital
number Xi(k)=01000000100021, V=0, Vy=1 and
V2=2 then X)(K)=Va!, V1!, Vb, Vi1, Vol, Val, Vi1 Tn
the serics values forming Xi(k), the first value V=0
occurs most frequently, the second value V=1 occurs
next most frequently, and the other value V2=2 occurs
least frequently

In a second example with k=1, .. ., 14, if the digital
number X3(k)=02111110001130, and Vo=1, V=0,
Va=2, and Vis<3; then Xa(k)= V11, V2!, Vb, Vi3, Ved,
V3), V1!. In the series of values forming Xa(k), the first
value, Vig=1, occurs most frequently, the seond value
V=0 oceurs next most frequently, and the other val-
ves, Vz=2 and Va3, occur next most frequently

Digital numbers formed with such frequencies of
occurrence of values such as for X (k) and Xa(k) above,
are defined as having ordered redundancy. In the typi-
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cal example deseribed for Xi(k), 0's are most redundant,
I's are next most redundant, and so on. The frequency
of occurrence order of values 0, 1, 2, . .. and 50 on
described is merely one typical example Any [requency
of occurrence order is possible, for example, the 2's may $
occur more frequently than 1's and 0°s may occur more
frequently than 2's, .

Digital numbers, X(k), will often have ordered redun-
dancy of the values, V;, forming the number. Ordered
redundancy means that the frequency of occurrence of
some of the values, V;, formng the number (or groups of
such values) i3 greater than that for other values (or
other groups of such values) forming the number and
that such frequencies of occurrence are predictable for
a number of digital numbers, X(k).

When such ordered redundancy occurs, the ordered
redundancy coding of the present invention is useful in
making the coding more efficient. In the present inven-
tion, the presence of a first value (or a first set of values)
is used to imply the existence of a second value {or a
second set of values) thereby eliminating the need to
code the second value (or second set of values)

By way of example, the coding of the digital number
X1(k) above is achieved as follows Assume that when
the first value, Vp, is followed by the second value, Vi,
that the second value is implied and such code is de-
noted Cp1f where i represents the number of consecutive
first values Vy preceding the implied second value, V).
Assume that when the fiest value Vo, is not followed by
the second value, V1, such cade is denoted Coif. Assume
that eny other value is amplitude coded with Aa=2 and
Ajy=3. With such a notation, X1(k)=Cp!, Co5, Cot?,
As, Cor%. .

By way of the gecond example, X;(k) above, the first
value, Vo—1 implies the second value, V=0 such that
f:{z(g)-cmn, Car, Ay, Cord, Col®, Cor?, Coi®, Coi?, A,

10°- :

In order to code Xi(k)=Cor!, Cot, CoT?, A2, Col%
each of the values Cpl, Co® and so forth are repre-
sented by a unique statistical code (typically a binary
code) from a runlength table such that the statistically
more frequently occurring values have shorter code
lengths and the statistically less frequently occurring
values have longer code lengths.

A series of values in digital numbers having a large 45
percentage of zeros (0's) followed by ones (1's) is
termed “One’s Redondancy™. One's Redundancy Cod-
ing is one example of Ordered Redundancy (OR) cod-
ing. The OR coding procedures for One’s Redundancy
appear in TABLE 3 and are based upon 16X 16 trans-
form blocks of values where each such block gives rise
to a digital aumber, X(k), having 256 valucs. Of course,
any size blocks (N X M) of digital values can be selected.
Also, the digital values can be in block form represent-
ing transform coefficients or can be multi-valued digitat
sigmals, X{k), of any form

In order to identify the beginning or end of the values
forming & number, X(k), a special “Fnd of Block” sig-
nal, EOB, is utilized When a plorality of nombers
Xa(k), Xa(k), Xa(k), . . . and 80 on are to be coded and 60
transmitied, the EOB code is inserted between the num-
bets, usnally once after each number. '

The TABLE 3 example is premised upon digital sig-
nals having first valves V=0, second values Vo1,
and a set of other values, V3, greater than 1(2, 3,4, ..
. ). Also, TABLE 3 has 2 runlength table partitioned
into first and second parts, a first part, R (or Cor), and 2
second part, R’ (or Coi). The first part, R, implies that 2

65

40

50

.14
runlength of 0's is followed by a 1. The second part, R,
implies that a runlength of 0's is followed by another
value greater than 1 (2, 3,4, ...). The TABLE 3 formu-
lation is for one preferred embodiment of the ordered
redundancy coding. Many variations, some hereinafier
described, are possible

TABLE 3

1. From the magnitude (without sign) of quantized coef-
ficient diffsrence, form the following sets of histo-
grams
a. Runlength of consecutive zerp-value cocificient

differences (including runlength of zero length)
with absolute amplitude value of one at the end of
the runlength. ’

b Runlength of consecutive zero-valued coefficient
differences (including runlength of zero length)
with absolute amplitude value of greater than one
at the end of the runlength.

c. Occurrence of end of blacks (FOB, all 0's)

2 Get runlength Huffman code table from the histo-
gram of 1 above. The entries of this table can be
represented as Ro, Rt, Ra, . ., Rass, R'g, R', Ry,
-y R'uﬁx EOB.

3 From case b of 1, get the histogram of the amplitudes
(with values greater than one) at the end of the run-
length. '

4 Get amplitude Huffiman code table from the histo-
gram of 3 above The entries of this table can be
represenied as Aj, Ai, Ag, .., Aspo.

5. Encode the cocfficient differences along the zig-zag
path from the Huffman tables generated from 2 and 4
in the following fashion.

a Coefficient differences of one at the end ol the
consecutive zeros—encode with R+5IGN, n=],
2,300y 255,

b Coeificient differences of greater than one at the
end of consecutive zeras—encode with R'+ A+
SIGN,n=1,2,3,...,255and m=2, 3,4, ..., 510.

6. Encode with EOB at the end of each block.

As can be seen from TABLE 3, two Huffman tables
or equivalent statistical coding tables are specified in the
“One’s Redundancy™ (OR) coding. The runiength table
(including EOB) consists of two parts, R and R’, with a
total of 513 entries (256 each for the first part R and the
second part R’ and 1 for EOB). The amplitude table
consists of 509 entries (amplitude values of 2 to 510). In
& practical implementation, these two tables can be
shortened with little performance degradation.

Specific examples of the two tables specified in accor-
dance with TABLE 3 appear as the following TA-
BLES 6 and 7. TABLE 6 is a runlength table of the two
part example (R and R’ or Ry and Ry) where R implies
arunlength of 0s followed by a 1. TABLES 6 and 7 are
derived based upon the hardware constraints (which
are intended to be representative of a practical system,
but are not intended to be limiting) of the following
TABLE 4:

TABLE 4

1 Every code word must belong to part of a complete
“tree”.

2. The longest code word (including runlength escape,
runlength codc and sign, or amplitude escape and
amplitude code) must not exceed 16 bits in length

3 The maximum number of entries for each runlength
or amplitude table must not exceed 32
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TABLE 5 gives four comparative examples for cod- TABLE 6-continued
ing digital numbers using Scene Adaptive Coding N LENGTH CODE TABLE FOR THE
{SAC) and One's Redundancy (OR) coding. The One’s ~ONE'S REDUNDANCY" CODING
Rendundancy coding examples utilize TABLES & and 7 RUN LENGTH CODES FOR DPCM
and the Scene Adaptive Coding examples utilize TA- 5 MODE__
BLES 8 and 9. As can be seen from TABLE 5,the OR T L FREQ #ofBITS CODE _OCTAL EQUIV
coding is considerably shorter than the SAC coding and EOB 5047 4 0010 2
hence OR coding is more efficient.
TABLE 5 10 where,
COMPARISON OF “OR" AND “SAC" CODING - R ESC=code used whenever R-type value not in
1. CO  0000000000000000000! EOB .t.able , .
SAC RLP$Rys + A1+8 + EOB R’ ESC==code used when R’-type valse not in table.
01/1110111/11/0/100001
OR  Ris+S+EOB
0001000/0/0010 13 TABLE 7
2. €O D01-1000001000-1 EOB AMPLITUDE CODE TABLE FOR THE
SAC RIP+Ra3A1+S+AI+S+RLPLRs5 1A +S5+RLP+ “~ONE'S REDUNDANCY" CODING
R3+A|+5+EOB
AMFLITUDE GODES FOR DPCM MODE
01/11117117071171/01/11010/1 1 /0701 /101 1/3 111/ NPT s S e s
100001 ol ! 2 A PREQ # of MITS CODE OCTAL EQUIV
OR  Rp+S5+Ro+5+Rs+5+R3+5+EOB : A2 0o 1 1 I
1110/0/10/1./0001 1/0/0000/1/0010 A 3} 3B4aE 2 00 0
3 €O 20000000-] EOB - A 4 3218 4 o110 3
SAC A3+S+RLP4+R7+A|+S+EOB A 5 982 5 ol 1
101/0/01/130011/1171/100001 A & 663 5 01010 12
OR  Ro'+A2+5+R7+5+EOB 2% A 7 415 6 01100 M
110/1/0/011110/1/001G A 8 347 6 010011 23
4 €O 1001200001 EOB _ A 9 . 6 010001 21
SAC A+8+Rp+A)+S+Ar+5+Re+A+5+EOB A 10 173 1 0101100 54
110711 11/11/0/101/71711300/11/04 18001 A 1l 178 7 0101101 55
OR  Ro+S+Rz+5+Rg +A1+5+Rs+S+EOB A 1 137 7 00100 a4
16/0/1110/0/11011/01101/0/0010 A 13 113 g 01110101 165
0 a4 116, 8 01110110 166
A 15 . 8 DI001010 112
where, A 16 8. 8 01000011 103
Reruniogin, Amamplinds S=positesign, A 85 g
S=negative sign, RLP=Run Length Prefix (01), A 9 ¥ 9 011101000 350
EOP=End Of Block, CO=digital number t0 be 35 A 50 9 011101001 351
coded A 2l 010 OHO0IIN 77
A 2 32 9 010000010 0
TABLE 6 A B 3 § 010000011 203
RUN LENGTH CODE TABLE FOR THE - aloolotioa
“ONE'S REDUNDANCY* CODING Y » o 100101101 55
RUN LENGTH CODES FOR DPCM a &8 w9 DI00G0000 200
MODE A B 310 0100101110 436
T L FREQ #ofBITS CODE OCTAL EQUIV A B “on oLo01011111 137
A 30 w1 01110111100 1674
g_ g fgaz“‘: g |§g i A 3 w1 ol001011110 1136
R 3374 a5 A R “ oo 0111011110t 1675
1 1232 3 @10 2 A EBSC 423, '3 o10t11 27
R 2 7148 4 e 16
R 3 4610. 4 £000 n
R 4 1384 5 01101 15 where,
% ; g;.g; g 355?? l'; ESC=code used when amplitude value not in table
R 6 1967, 6 111100 7 50 TABLE &
R 7 1764. 6 011110 36 -
R 3 1452 6 001115 7 RUN-LENGTH CODES FOR "SCENE ADAPTIVE
R 9 y327 6 001101 15 CODING
R 10 1089 6 000101 5 VALUE LENGTH HUFFMAN CODE
R 2 1013 7 111101} 173 1 : o
R 11 994 1 1111010 172 55 4 1
R 12 384 7 0111011 1 3 4 101
R 13 876. 7 0111010 72 p M 11100
R 14 361 7 0011100 7 5 5 11010
R 15 637 7 0011100 M 6 5 10000
R 16 673 7 0011001 3 3 6 110011
R 17 602, 7 0011000 0 60 8 6 110010
R 18 550, 7 0001001 1 9 6 110001
R 19 496. 7 0001000 10 10 & 110000
R 2 485, 3 91111101 s 1 6 101011
R 21 453 8 oL111100 174 12 6 101001
R 2 4 8 01110001 161 13 6 101000
R 3 402 8 01110000 160 65 14 6 100111
R 2 370. 8 ©011101) 7 15 6 100110
R 24 345, 3 00111010 2 16 6 100101
R ESC 4399. 5 1 37 17 6 100100
R ESC 982, 7 01111 7 18 6 100010
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TABLE 8-continued
RUN.LENGTH CODES FOR "SCENE ADAPTIVE

CODING™
- VALUE LENGTH HUFFMAN CODE
19 7 1mom
0 7 1110110
21 7 1101111
n 7 Hoino
23 ? 110110t
24 7 JRTI R[]
- 25 1 1010101
26 7 1000111
n ? 1000110
28 8 10101000
29 9 101010011
30 9 101010010
RL-ESC 6 111010
TABLE 9
AMPLITUDE CODES FOR SCENE ADAPTIVE CODING
VALUE LENGTH HUFFMAN CODE
) 2 11
2 3 101
3 3 000
L 4 001}
5 5 10001
& 5 00100
7 & 100101
g & 100000
9 7 1001110
10 7 1001100
11 1 0010111
12 3 10011111
13 3 10011011
14 8 10010011
13 2 10010001
16 8 00101104
17 g 1001111
18 9 100110101
19 2 100110100
20 2 100100100
21 ] 100300000
22 5 001011001
23 9 001013000
2 10 1001111001
25 10 1001111000
26 10 1001001011
7 10 1001001010
28 10 1001000011
29 10 1001000010
AMP-ESC & 001010
EOB [ 100001
RL-PREFIX 2 01

Ordered Redundancy Vanations

10

20

25

30

3

5

45

Additional variations are possible, for example, three 50

or more parts or their equivalent may be used in the
runlength table. A typical example with threc parts (R,
R’ and R") is as follows. Runlengths of consecutive first
values (V1=0) aré runlength encoded with three differ-
ent parts (R, Ra, or R3) depending upon the value
following the runlength of (s. If the following value is
a second valae (such as Vi=1), then R; is selected for
encoding the runlength of the first value (0% in this
case). Jf the following value is a third value (such as
V3=2), then R is selected for encoding the runlength
of the first value (s in this case). If the following value
is another value (greater than 2 such as 3, 4, 5,...), then
Ry is selected for encoding the runlength of the first
value (0's in this case). If Ry is selected, then R; is fol-
lowed by an amplitude code to specify the exact value
(3, 4,5, ....) following the runlength of first values (0’s)

The runlength table utilized with ordered redun-
dancy coding can be of twa parts (R and R'), three parts

60

6

A

18
(R1, Rz, and Ry), or more generally of *n™ parts (R Ry,
..+ Ry, where n is equal to or greater than 2

The TABLES 6 and 7 were formed based upon the
assumption that a separate sign bit, S or §, not in the
tables is to be used to indicate the sign of each value
coded in the manner indicated in TABLE 5. Alterna-
tively, the sign information c¢an be encoded into
TABLE 6 or TABLE 7. For example, a table like
TABLE 6 can be nsed to represent runlengths of O's
that are followed both by positive and by negative non-
zero numbers. Such a table would be greater in length
than TABLE 6 (expanded essentially to double the
length) to provide entries for runlengths of 0's followed
by both negative and positive non-zero numbers. Of
course, such a table would be ordered in accordance
with the statistical frequency of both positive and nega-
tive numbers )

The two tables, TABLES 6 and 7, were formed based
upon the assumption that the values to be coded were
categorized into three basic groups or values, namely a
first value, V1, a second value, V2, and all other values
In the particular example of coding, the first value Vyis
0, the second value V2 is 1, and the third value is one
within the set of all values greater than 1. It often occurs
that in a block of values to be coded, the value O (the
first value) occurs statisticelly most frequently, the
value | (the second value) occurs statistically second
most frequently, and the other values (the third valoes)
the least frequently.

With such a distribution having ordered redundancy,
the coding of the second value (1's in this case) is
avoided becaunse the first value (0°s in this case) is run-
length coded in two parts, one part that implies that the
number following the runlength of 0's is the second
vaine (1 in this case) and the other part that indicates
that the number following the runlength of (s is within
the set of third values (values greater than 1 in this case)

Alternative formulations are possible. For example,
rather than categorizing the values to be coded into
three groups as done in connection with TABLE 6, four
or more groups ate possible. For four groups, the first
value (for example V=0) is coded in three parts,
namely, a first part for implying a second vahe (for
example Vyme1), a second part for implying & third
value (for example V3=2) and a third part for indicat-
ing a set of fourth values (values greater than 2).

In general, a multivalued digital number, X(k), to be
caded with n-1 implied values has a first value, V), a
second value, Vz, .y & jovalue, Vi a (J+1)-value,
Vist, .., nevalue, Vi, for j ranging from 1 to n, and
has other values The digital signals are coded with n-!
implied values to form statistically coded signals such
that the more frequently occurying values of the digital
signals are represented by shorter code lengths and the
less frequently occurring values of coded signals are
represented by longer code lengths, The coding in-
cludes, for each value, V}, for j from 1 to n, forming j
runlength code values representing the number of con-
secutive first values followed by the j+1 value, forming
additional runlength code values representing the num-
ber of consecutive first values followed by any of said
other values

While the embodiments described have used one
code (such as R) based upon the existence of e runlength
of a first value to imply a second value, the implied code
is not limited 10 a single value but can be itself multival-
ved. For example, a runlength of (s followed by two I's
can be implied by a code R”
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