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45. A data processing methog
for generating a user data
profile representative of a
user’s social, cultural,
educational, economic
background and of the user’s
psychological profile, the
method being implemented in
computer system having a
storage system, comprising th
steps of:

a

e

Kurtzman, Il 1:54-56 “[A]n
object of the invention is to
provide a more sophisticated
profiling technique for
generating a more useful use
profile.”

Kurtzman, Il 3:21-23 “User
profiling uses content stream
analysis, as well as
demographic, geographic,
psychographic, digital
identification, and HTTP
information.”

Salton 1968, p. 414

Incoming items and Technical personnel )
documents to be stored and System users
Jf L |
i

, —
Microfilming and | |Indexing and cbstruc'-l Preparation of inferest
hard -copy urc—;:::rmn:ni ing operotion profiles for users

; !

Docwment profiles

User profiles

Microfilm reoders Viewing

and printers .
P | Automatic search and
! retrievol system
-

Document depot k r[

Conies Selective | Absfroct
nformation | bulletins,
disseming secondary

tion | jouwnals .

Fig. 10-4 Typical technical information center.

Search
requests
[+—

Salton 1968, p. 93 “There are many ways in
which higher level terms, corresponding in tf
natural language to phrases or to word
combinations, might be assigned to docume
as content identifiersThese include, for
example, statistical procedures measuring tf

ne

nts

ne

strength of association between text words,
syntactic analysis methods that detect synt
relationships between words. A third

and
tic

possibility, called the statical phrase process,
incorporated into the Smart system is based on

a pre constructed phrase dictionary, and
phrases are detected by a look up procedur
similar to that previously described for the
regular word stem thesaurus.”

Chislenko 4:15-18 “For example, the syste

may assume that Web sites for which the user
has created “bookmarks” are liked by that user
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and may use those sites as initial entries in t
user’s profile.”

Belkin p. 399 “In the general information
seeking interaction, the IR system needs to
have (see Table 1 for a brief listing of the ter
functions and their acronyms): a model of th
user himself, including goals, intentions and
experience (UM).”

Belkin p. 402 “fR (Intelligent Interface for
Information Retrieval) is a system designed
help overcome the difficulties of using text
retrieval systems. As an interface system, it
responsive to a wide variety of users, who h
varying levels of ability in computer use and
varying levels of knovedge about the topic
being investigated.”

Herz 27:62-66 “In a variation, each user’s us
profile is subdivided ito a set of long-term
attributes, such as demographic characterist
and a set of shorttermtabutes that help to
identify the user’s temporary desires and
emotional state.”

Herz 20:35-37; 11:31-38 “User profiles may
make use of any attributes that are useful in
characterizing humans. . . . written respons
to Rorschach inkblot test . . . multiple-choice
responses by [the person] to self-image
qguestions . . . their literary tastes and
psychological peculiarities.”

Herz See also Abstract; 1:18-43; 4:49-8:8;
28:41-55:42; 55:44-56:14; 56:15-30; 58:57-

he

e

(o

is
ave

er

ics,

2[s]

60:9; Figures 1-16.
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(a) retrieving, by the compute
system, user linguistic data
previously provided by the
user, said user linguistic data
comprising at least one text
item, each said at least one te
item comprising at least one
sentence;

Xt

Kurtzman, Il 3:45-49 “The use
instructs the website server to
access the website corpus an
retrieve and transmit specific
website files. These specific
files selected and viewed by t
user are recorded by the
affinity server.”

rSee Salton 1968, p. 414 (Fig. 10-4)

dSalton 1968, p. 95 “If it is also desired to use

the syntactic option, thessentences containin
statistical phrases are separated from the

neemainder of the text in order to be used late
as input for the syntactic analysis programs.
These programs, to be described in Chap. 5
are designed to eliminate statistical phrabas
do not pass the syntactic screens; they netc
be applied to sentences in which no statistic
phrases were ever detected.”

Salton 1968, p. 96, Fig. 3-19.

1Y

g

=
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|
al




The ‘067 Patent

Braden-Harder

Kurtzman, Il

Additional Prior Art References

— Read in one segment
of the phrase dictionory

Sef up an arroy conbaining

up te st component concepts s =
for a given phrase
[ Set k=1 T —

Doag  the .t“" companert in

the array match any of the
concepts ottoched o the
present fext word?

No § ¥ Yas

Set & equalfo g+ ! Imcrement the weight
l court for the phrose
s the input arroy | Yes I§ the next fext word
empty 7 in tha some sentence 7 Yes
¥ Ma
Calculate frequency of phrase
in present sentence and odd

it to frequency count of this
phrase on guipet list

Hove we reached the end
of the present document?

fes Mo
‘Was the present GClear the frequency
phrase found In counters in input
thls  document array

Move phrase to
output list Mo

Lre there more phroses Tes
in core?

+No

Yes Are there more phroses Ne )
on fope? Exit

Fig, 3-19 Statistical phrase detection.

Chislenko 4:15-18 “For example, the system
may assume that Web sites for which the us
has created “bookmarks” are liked by that us
and may use those sites as initial entries in t
user’s profile.”

Chislenko 4:40-50 “Ratings can be inferred |
the system from the user’s usage pattern. H
example, the system may monitor how long
user views a particula/eb page and store in

er
ser
he

0%
or
the

that user’s profile an indication that the user
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likes the page, assuming that the longer the

user views the page, the more the user likes the
page. Alternatively, a system may monitor the

user’s actions to determine a rating of a
particular item for the user. For example, th
system may infer that a user likes an item

D

which the user mails to many people and enter

in the user’s profile anohdication that the user
likes that item.”

DedrickSee, e.g., 3:37-4:9, 5:34-6:3, 6:53—
8:19, 14:65-15:10, Abstract, Figures 1-8.

Belkin p. 402 “The overall structure of the

system is based on blackboard architecture,|a
collection of independent cooperating experts

which communicate indialy using a shared
global data structure. Th&R system can be

compared to the Hearsay-Il system. Hearsay-

is a speech undersiding system that
synthesizes the partialterpretations of several
diverse knowledge sources into a coherent
understanding of a spoken sentence. [21]
Knowledge sources communicate by reading
and writing on a blackboard. The blackboarc
has several distinct lelewhich hold different
representations of the problem space.”
[Similar to the speech understanding system,

I°R takes data provided by the user, which can

include sentences, and later uses the
information.]

Belkin p. 403 “For iR to be adaptable, it mus
be able to assess the user’s abilities so it ca
adjust the interface to match them.[22].”

-

Salton 1989, p. 405-6 “To help furnish
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semantic interpretations outside specialized
restricted environments, the existence of a
knowledge base is often postulated. Such a
knowledge base classifies the principal entit
or concepts of interesind specifies certain
relationships between thetaies. [43-45]. . ..
The literature includea wide variety of
different knowledge repsentations ... [one o
the] best-known knowledge-representation
techniques [is] theemantic-net. . . . In
generating a semantic network, it is necessa
to decide on a method of representation for
each entity, and to rakaor characterize the
entities. The following types of knowledge
representations are recoged: [46-48].... A
linguistic level in which the elements are
language specific arttie links represent
arbitrary relationships between concepts tha
exist in the area undeonsideration.”

Herz 27:62-67 “In a variation, each user’s us
profile is subdivided ito a set of long-term

attributes, such as demographic characteristi

and a set of short-term attributes . . . such a
the user’s textual and multiple-choice answe
to questions.”

Herz 56:20-28 “As in any application
involving search profileghey can be initially
determined for a new user (or explicitly alter
by an existing user) by any of a number of
procedures, includinthe following preferred
methods: . . . (2) usingpies of the profiles of
target objects or targetusters that the user
indicates are represetitee of his or her
interest.”

or

es

Iry

—+

[1%)
o
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Herz See also Abstract; 1:18-43; 4:49-8:8;
28:41-55:42; 55:44-56:14; 56:15-30; 58:57-
60:9; Figures 1-16.

Culliss 3:46-48 “Inferring Personal Data.

Users can explicitly specify their own personal

data, or it can be inferred from a history of
their search requests article viewing habits.
In this respect, certain key words or terms,
such as those relating $ports (i.e. “football”
and “soccer”), can be detected within search
requests and used to classify the user as
someone interested in sports.”

(b) generating, by the comput
system, an empty user data

profile;

Kurtzman, Il Abstract “Conten
stream analysis is a user
profiling technique that
generates a user profile base
on the content files selected
and viewed by a user. This us
profile can then used to help
select an advertisement or oth
media presentation to be shov
to the user.”

Kurtzman, 11See, e.g., 3:45-50.

t See Salton 1968 p. 414 (Fig. 10-4).

] associates items with the ratings given to thq
estore information in addition to the user’s

er
vhislenko 4:15-18 “For example, the system

Chislenko 3:38-39 “Each user profile
items by the user. Each user profile may als

ratings.”

may assume that Web sites for which the us
has created “bookmarks” are liked by that us
and may use those sites as initial entries in t
user’s profile.”

Chislenko 4:40-50 “Ratings can be inferred |
the system from the user’s usage pattern. F
example, the system may monitor how long
user views a particuld/eb page and store in
that user’s profile an indication that the user
likes the page, assuming that the longer the
user views the page, the more the user likes

DSe
(0]

er
ser
he

DY
DI
the

the

page. Alternatively, a system may monitor t
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user’s actions to determine a rating of a
particular item for the user. For example, the
system may infer that a user likes an item

which the user mails to many people and enter

in the user’s profile anohdication that the use
likes that item.”

DedrickSee, e.g., 3:37—-4:9, 5:34-6:3, 6:53—
8:19, 14:65-15:10, Abstract, Figures 1-8.

Belkin p. 403 “For iR to be adaptable. it mus
be able to assess the user’s abilities so it ca
adjust the interface to match them.[22] This
requires a user model builder. As each user
may have his own view of the subject area

being searched, it would be valuable to capt
this information and remember it from sessig
to session in a domain knowledge expert.”

Herz 56:20-31 teaches that user profiles sha
be created for “new users,” 27:49-51, and
specifies how user search profiles can be
“initially determined.”

Herz See also Abstract; 1:18-43; 27:47-49;
27:62-67; 4:49-8:8; 28:41-55:42; 55:44—
56:14; 56:15-30; 58:5%60:9; Figures 1-16.

Culliss 3:46-48 “Inferring Personal Data.
Users can explicitly specify their own person
data, or it can be inferred from a history of
their search requests article viewing habits.
In this respect, certain key words or terms,
such as those relating $ports (i.e. “football”
and “soccer”), can be detected within search
requests and used to classify the user as

-

N

uld

al

someone interested in sports.”
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(c) retrieving, by the computer
system, a text item from said
user linguistic data;

Braden 7:47-49 “each of the
documents in the set is
subjected to natural language
processing, specifically
morphological, syntactic and
logical form, to produce logica
forms for each sentence in tha
document.”

Braden Abstract “Apparatus
and accompanying methods f
an information retrieval syster
that utilizes natural language
processing to process results
retrieved by, for example, an
information retrieval engine
such as a conventional

statistical-based search enging,

in order to improve overall
precision. Specifically, such g
search ultimately yields a set
retrieved documents. Each
such document is then
subjected to natural language
processing to produce a set o
logical forms.”

BradenSee, eg., 11:62-14:61.

Kurtzman, Il 3:49-50 “The
content stream to be analyzec
includes the specific files
selected and viewed by the
user.”

I
atkurtzman, 11, Figs. 6, 7, and 9

L

f

Salton teaches retrieving locating multiple te
items. See Salton 1968, p. 96 (Fig. 3-19) (“/
there more phrases on [magnetic storage]
tape”), above.

Chislenko 4:15-18 “For example, the system
may assume that Web sites for which the us
has created “bookmarks” are liked by that us
and may use those sites as initial entries in t
user’s profile.”

Chislenko 4:40-50 “Ratings can be inferred |
the system from the user’s usage pattern. F
example, the system may monitor how long
user views a particuld/eb page and store in
that user’s profile an indication that the user
likes the page, assuming that the longer the
user views the page, the more the user likes
page. Alternatively, a sgem may monitor the
user’s actions to determine a rating of a

particular item for the user. For example, the
system may infer that a user likes an item

xt
Are

er
ser
he

0%
DI
the

the

which the user mails to many people and enter

in the user’s profile anchdication that the use
likes that item.”

Dedrick See, e.g., 3:37-4:9, 5:34-6:3, 6:53—
8:19, 14:65-15:10, Abstract, Figures 1-8.

Belkin p. 402 “fR (Intelligent Interface for
Information Retrieval) is a system designed
help overcome the difficulties of using text
retrieval systems. As an interface system, it
responsive to a wide variety of users, who h
varying levels of ability in computer use and
varying levels of knovedge about the topic
being investigated. ThéR system can be

=

o

is
ave

10
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compared to the Hearsay-Il system. Hearsa
is a speech undersiding system that

synthesizes the partialterpretations of several

diverse knowledge sources into a coherent
understanding of a spoken sentence.”

Salton 1989, p. 290 “[S]tored records are
identified by sets of single terms that are use
collectively to represent the information
content of each record. . . . Among the
methods suggested to generate complex
identifiers are linguisti-analysis procedures
capable of recognizing linguistically related
units in document texts.”

Salton 1989, p. 294-6 (see also fn. 28-30)(
Linguistic methodol ogies including syntactic

class indicators (adjective, noun, adverb, etg.

are assigned to the terms).

Herz 13:24-27 teaches that, for the purpose
creating a profile, “one could . . . break the t
into overlapping word bigrams (sequences @
adjacent words), or more generally, word n-
grams.”

Herz See also Abstract; 1:18-43; 27:47-49;
27:62-67; 4:49-8:8; 28:41-55:42; 55:44—
56:14; 56:15-30; 58:5%60:9; Figures 1-16.

Culliss 3:46-48 “Inferring Personal Data
Users can explicitly specify their own person
data, or it can be inferred from a history of
their search requests article viewing habits.
In this respect, certain key words or terms,
such as those relating $ports (i.e. “football”

\all

2d

5 Of
pXt
f2

al

and “soccer”), can be detected within search
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requests and used to classify the user as
someone interested in sports.”

(d) separating, bthe computer
system, said text item into at
least one sentence;

Braden 7:47-49 “each of the
documents in the set is
subjected to natural language
processing, specifically
morphological, syntactic and
logical form, to produce logicg
forms for each sentence in tha
document.”

Braden Abstract “Each such
document is then subjected ta
natural language processing t
produce a set of logical forms
Each such logical form
encodes, in a word-relation-
word manner, semantic
relationships, particularly
argument and adjunct structur
between words in a phrase.”

BradenSee, eg., 11:62-14:61.

Kurtzman, 1l 4:38-39 “Next,
the individual words are passe
through a stemming procedur
to obtain words and word-
stems (block 708).”

I
atkKurtzman, 11, Figs. 6, 7, and 9

Kurtzman, 11See, e.g., 5:31-41.

(@)

€,

See Salton 1968, p. 96 (Fig. 3-19), above.
2d

is completely straightforward and consists of

with each component of each word of a give
sentence; the second phrase component is 1
matched, and so on.”

DedrickSee, e.g., 3:37-4:9, 5:34-6:3, 6:53—
8:19, 14:65-15:10, Abstract, Figures 1-8.

Kupiec 4:27-29 “Continuing with Example 1,
suppose that the retrieved documents conta
the following additional noun phrases in
proximity to the noun phrase “New York
City.”

Kupiec 11:19-24 “In step 300 the input string
is analyzed to determine what part of speeclt
each word of the string is. Each word of the
string is tagged to indate whether it is a nour
verb, adjective, etc. Tagging can be
accomplished, for example, by a tagger that
uses a hidden Markov model. The result
produced by step 300 is a tagged input strin

Kupiec 11:28-30 “In step 310, which
comprises component steps 311 and 312, th
tagged input string is analyzed to detect nou
phrases. In step 315ahagged input string is
further analyzed to detect main verbs.”

2 Salton 1968, p. 95 “The phrase finding process

matching the first component of a given phrase

hen

n

-

Il

12
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Kupiec 13:15-21 “The match sentences are
analyzed in substantially the same manner &
the input string is analyd in step 220 above.
The detected phrases typically comprise not
phrases and can furthesmprise title phrases
or other kinds of phrases. The phrases dete
in the match sentences are called preliminar
hypotheses.”

Kupiec 14:45-54 “Hypotheses are verified in
step 260 through lexico-syntactic analysis.
Lexico-syntactic analysis comprises analysis
linguistic relations imfed by lexico-syntactic
patterns in the input string, constructing or
generating match templates based on these
relations, instantiating the templates using
particular hypotheses, and then attempting t
match the instantiated templates, that is, to 1

primary or secondary documents that contain

text in which a hypothesisccurs in the contex
of a template.”

Herz 13:24-27 teaches that, for the purpose
creating a profile, “one could . . . break the t¢
into overlapping word bigrams (sequences @
adjacent words), or more generally, word n-
grams.”

Herz See also Abstract; 1:18-43; 27:47-49;
27:62-67; 4:49-8:8; 28:41-55:42; 55:44—
56:14; 56:15-30; 58:5%0:9; Figures 1-16.
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(e) extracting, from each of
said at least one sentence, by
the computer system, at least
one segment representative o
linguistic pattern of each
sentence of said at least one
sentence;

Braden 7:47-49 “each of the
documents in the set is
subjected to natural language

flarocessing, specifically
morphological, syntactic and
logical form, to produce logica
forms for each sentence in tha
document.”

Braden Abstract “Each such
document is then subjected ta
natural language processing t
produce a set of logical forms
Each such logical form
encodes, in a word-relation-
word manner, semantic
relationships, particularly
argument and adjunct structur
between words in a phrase.”

BradenSee, eg., 11:62-14:61.

Kurtzman, Il 4:38-39 “Next,

through a stemming procedur
to obtain words and word-
stems (block 708).”

I
aitkurtzman, 1l 5:31-41 “Each
content file in the content
stream is converted into

words such as HTML
oformatting tags and stop word
are discarded. The individual

words and word-stems. The
word and word-stems are
e;ounted to determine their
frequencies. These frequenci
are paired with the words and
word-stems to create a
multidimensional vector for

stream.”

Kurtzman, Il, Figs. 6, 7, and 9

the individual words are passé

individual words. Insignificant

words are then passed throughby the thesaurus look-up. This concept list i
a stemming procedure to obta

each content file in the conten

See Salton 1968 p. 96 (Fig. 3-19), above.
2d

2 Salton 1968, p. 95 “The phrase finding procé
is completely straightforward and consists of
matching the first component of a given phré
with each component of each word of a give
sentence; the second phrase component is 1
matched, and so on.”

Salton 1968, p. 95 “If a particular phrase is
found in a sentence, appropriate entry is
smade in a chained list of concept numbers,
similar in format to the list of concepts derive

ikept sorted by concept number, and each
concept is stored together with its weight an
with coded information identifying the given
concept number as a phrase concept. A typ
esntry in the chained liss shown in Fig. 3-18.”

the syntactic option, thessentences containin
tstatistical phrases are separated from the
remainder of the text in order to be used late
as input for the syntactic analysis programs.

Salton 1968, p. 158 “Automatic phrase
structure recognition. Aumber of operating
automatic recognition procedures are based
context-free phase structure grammars [8].
This is the case notably of all so-called
“syntax-directed” compiling systems used in
the computer field for the recognition and
translation of corputer programming
languages. One of the best known systems
automatic analysis of the context-free

Salton 1968, p. 95 “If it is also desired to use

2SS

1Se

=]

hen

2dl

[92)

jON

ical

1Y

g

=
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for

languages is the predicti\analyzer [9, 10].
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This system produces for a given sentence i
possible syntactic interpretation compatible

with the context-free grammar being used. .|.

For example, the worbase will have a
homograph assignment correspondingdon,
singular, one corresponding toansitive verb,
and one corresponding &djective.”

Salton 1968, p. 166 “It appears possible,
therefore, as a first step toward a more
complete linguistic analysis to attempt to
combine a variety of grammatically related
phrase components intadger entities, termed
criterion phrases or criterion trees and to ass
these phrases as document identifiers in the
same way other concepts extracted from the
thesaurus or from the statistical phrase
dictionary [20].”

DedrickSee, e.g., 3:37—-4:9, 5:34-6:3, 6:53—
8:19, 14:65-15:10, Abstract, Figures 1-8.

Kupiec 4:27-29 “Continuing with Example 1,
suppose that the retrieved documents conta
the following additional noun phrases in
proximity to the noun phrase “New York
City.”

Kupiec 11:19-24 “In step 300 the input string
is analyzed to determine what part of speeclt
each word of the string is. Each word of the
string is tagged to indate whether it is a nour
verb, adjective, etc. Tagging can be
accomplished, for example, by a tagger that
uses a hidden Markov model. The result
produced by step 300 is a tagged input strin

all

5ign

n

—

Il
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Kupiec 11:28-30 “In step 310, which
comprises component steps 311 and 312, th
tagged input string is analyzed to detect nou
phrases. In step 315 thegged input string is
further analyzed to detect main verbs.”

Kupiec 13:15-21 “The match sentences are
analyzed in substantially the same manner &
the input string is analyd in step 220 above.
The detected phrases typically comprise not
phrases and can furthesmprise title phrases
or other kinds of phrases. The phrases dete
in the match sentences are called preliminar
hypotheses.”

Kupiec 14:45-54 “Hypotheses are verified in
step 260 through lexicogstactic analysis.
Lexico-syntactic analysis comprises analysis
linguistic relations imfed by lexico-syntactic
patterns in the input string, constructing or
generating match templates based on these
relations, instantiating the templates using
particular hypotheses, and then attempting t
match the instantiated templates, that is, to 1

primary or secondary documents that contain

text in which a hypothesisccurs in the contex
of a template.”

Belkin p. 402 “Knowledge sources
communicate by reading and writing on a
blackboard. The blackboah#s several digct
levels which hold diffenet representatits of
the problem space. ypical blackboard levels
for speech understandgjrare sound segments
syllables, words, and phrases. The knowled
sources are pattern-actiproductions: if the
information on the blackboard matches the

e

1S
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y
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pattern of a knowledgsource then its action

sources are likely to ka patterns that match
the contents of the blackboard.”

Herz 13:24-27 teaches that, for the purpose

into overlapping word bigrams (sequences @
adjacent words), or more generally, word n-
grams.”

Herz See also Abstract; 1:18-43; 27:47-49;
27:62-67; 4:49-8:8; 28:41-55:42; 55:44—
56:14; 56:15-30; 58:560:9; Figures 1-16.

(f) adding, by the computer

system, at least one segment
extracted at said step (e) tadsa
user data profile;

1S4

BradenSee, eg., 11:62-14:61.

Kurtzman, Il 6:31-33
“[Clreating a content ata
structure which indicates
features of the content hag
particular characteristics . . .
converting the content datadn
individual words.”

See Salton 1968, p. 96 (Fig. 3-19), above.

Salton 1968, p. 95 “If a particular phrase is
found in a sentence, appropriate entry is
made in a chained list of concept numbers,
L similar in format to the list of concepts dexd/
by the thesaurus look-up. This concept list i
kept sorted by concept number, and each
concept is stored together with its weight an
with coded information identifying the given
concept number as a phrase concept. A typ
entry in the chained ligs shown in Fig. 3-18.”

Dedrick See, e.g., 3:37-4:9, 5:34-6:3, 6:53—
8:19, 14:65-15:10, Abstract, Figures 1-8.

Belkin p. 403 “For IR to be adaptable, it st
be able to assess the user’s abilities so it ca
adjust the interface to match them.[22] This
requires a user model builder. As each user

can be executed. At any time, many knowledge

5 Of

creating a profile, “one could . . . break the text

f2

[92)

O

ica

may have his own view of the subject area
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being searched, it would be valuable to oapt
this information and remember it from sessig
to session in a domain knowledge expert.”

Herz 13:24-27 teaches that, for the purgasie
creating a profile, “one could . . . break the t¢
into overlapping word bigrams (sequences @
adjacent words), or more generally, word n-
grams.”

Herz See also Abstract; 1:18-43; 27:47-49;
27:62-67; 4:49-8:8; 28:41-55:42; 55:44—
56:14; 56:15-30; 58:5%60:9; Figures 1-16.

Culliss 3:46-48 “Inferring Personal Data.
Users can explicitly specify their own pensl
data, or it can be inferred from a history of
their search requests article viewing habits.
In this respect, certain key words or terms,
such as those relating $ports (i.e. “football”
and “soccer”), can be detected within search
requests and used to classify the user as
someone interested in sports.”

N

Xt
f2

(9) repeating, by the compute
system, said steps (c) to (f) fo
each text item of said at least
one text item in said user
linguistic data;

r Braden 7:47-49 “each of the

r documents in the set is
subjected to natural language
processing, specifically
morphological, syntactic and
logical form, to produce logat
forms for each sentence in tha
document.”

BradenSee, eg., 11:62-14:61.

Kurtzman, Il 3:49-50 “The
content stream to be analykze
includes the specific files
selected and viewed by the
user.”

aitkKurtzman, 1l 5:31-41 “FIG. 9
shows the creation of content
feature vectors from the
content files in the content
stream (block 620). Each

content file in the content

See Salton 1968, p. 96 (Fig. 9)1above.

Salton 1968, p. 95 “The phrase finding pess
is completely straightforward and consists of
matching the first component of a given phra
with each component of each word of a give
sentence; the second phrase component is 1
matched, and so on.”

Salton 1968, p. 95 “Aer all phrases detected
in a given document are entered into the

1Se

hen

chained list, this list is merged with the
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stream is converted into
individual words (block 9Q).
Insignificant words such as
HTML formatting tags (block
920) and stop words (block
930) are discarded. The
individual words are then
passed through a stemrmgin
procedure to obtain wordsié
word-stems (block 940). The
word and word-stems are
counted to determine their
frequencies (block 950). Ese
frequencies are paired with th
words and word-stems to crea
a multidimensional vector for
each content file in the conten
stream (block 960).”

Kurtzman, Il, Figs. 6, 7, and 9

concepts derived from other sources (fo
example, from the regular thesaurus), as
previously seen in Fig. 3-16.”

Chislenko 4:40-50 “Ratings cde inferred by
the system from the user’s usage pattern. F
example, the system may monitor how long
user views a particuld/eb page and store in
that user’s profile an indication that the user
likes the page, assuming that the longer the
user views the page, the more the user likes
page. Alternatively, a system may monitor t
user’s actions to determine a rating of a
eparticular item for the user. For example, th
iteystem may infer that a user likes an item

which the user mails to many people and enter

tin the user’s profile anohdication that the use
likes that item.”

DedrickSee, e.g., 3:37-4:9, 5:34-6:3, 6:53—
8:19, 14:65-15:10, Abstract, Figures 1-8.

Salton 1989, p. 388-89 “This reduces the

analysis to a pattern matching system ok
the presence of particulpatterns in the input
leads to corresponding output responses. . .|.
As mentioned in Chapter 9, pattern-matching
technigues have been widely used in autamati
indexing for the assignment of complex

content identifiers consisting of multiword
phrases. [23-25] In that case, syntacticxlas
markers, such as nominal, adjective, and

pronoun, are first attached to the text words

as “noun-noun,” or “adjgive-adjective-noun,”
and groups of text words corresponding to

permissible syntactic class patterns are

19
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assigned to the texts foomtent identifcation.”

Herz 12:55-64 teaches that textual documer
may be profiled using word frequencies. “[A]
textual attribute, such as the full text of a
movie review, can be replaced by a collectio
of numeric attributes that represent scores t
denote the presencadsignificance of the
words . . . in that text. The score of a wordi
text may be defined in numerous ways. The
simplest definition is that the score is the rat
of the word in the textwhich is computed by
computing the number of times the word
occurs in the text, andividing this number by
the total number of words in the text.”

Herz 13:24-27 teaches that, for the msgs of
creating a profile, “one could . . . break the t¢
into overlapping word bigrams (sequences @
adjacent words), or more generally, word n-
grams.”

Herz See also Abstract; 1:18-43; 27:47-49;
27:62-67; 4:49-8:8; 28:41-55:42; 55:44—
56:14; 56:15-30; 58:5%60:9; Figures 1-16.

Culliss 3:46-48 “Inferring Personal Data
Users can explicitly specify their own genal
data, or it can be inferred from a history of
their search requests article viewing habits.
In this respect, certain key words or terms,
such as those relating $ports (i.e. “football”
and “soccer”), can be detected within search
requests and used to classify the user as
someone interested in sports.”

]

D

eXt
f2
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(h) generating at least one ust
segment group, by the
computer system, by grouping
together identical segments o
said at least one segment;

cBraden 7:47-49 “each of the
documents in the set is
subjected to natural language
[ processing, specifically
morphological, syntactic and
logical form, to produce logica
forms for each sentence in tha
document.”

Braden Abstract “Each such
document is then subjected ta
natural language processing t
produce a set of logical forms
Each such logical form
encodes, in a word-relation-
word manner, semantic
relationships, particularly
argument and adjunct structur
between words in a phrase.”

BradenSee, eg., 11:62-14:61.

Kurtzman, Il 5:38-41 “These
frequencies are paired with th
words and word-stems to crea
a multi-dimensional vector for
each content file in the conten
| stream.”

at
Kurtzman, Il, Figs. 6, 7, and 9

€,

See Salton 1968, p. 96 (Fig. 3-19), above.
e
it8alton 1968, p. 95 “The number of occurren
of a phrase in a given sentence determines
tweight assigned to that phrase and is initially
defined as the minimum number of

in the sentence. If a phrase already entered
the chained list is detected, appropriately
increased. Since a given text word may
correspond to many concept numbers, it is
theoretically possible #t a single word may
be responsible for the generation of a compl
phrase; such a conati is not allowed, and
care is taken to eliminate “phrases” where th
several components are detected in the sam
word.”

DedrickSee, e.g., 3:37-4:9, 5:34-6:3, 6:53—
8:19, 14:65-15:10, Abstract, Figures 1-8.

Kupiec 4:27-29 “Continuing with Example 1,
suppose that the retrieved documents conta
the following additional noun phrases in
proximity to the noun phrase “New York
City.”

Kupiec 11:19-24 “In step 300 the input string
is analyzed to determine what part of speeclt
each word of the string is. Each word of the
string is tagged to indate whether it is a nour
verb, adjective, etc. Tagging can be
accomplished, for example, by a tagger that
uses a hidden Markov model. The result
produced by step 300 is a tagged input strin

occurrences of each tife phrase components

ces
the

n

ete

n

-

N

Kupiec 11:28-30 “In step 310, which
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comprises component steps 311 and 312, th
tagged input string is analyzed to detect nou
phrases. In step 315 ttegged input string is
further analyzed to detect main verbs.”

Kupiec 13:15-21 “The match sentences are
analyzed in substantially the same manner &
the input string is analgd in step 220 above.
The detected phrases typically comprise noy
phrases and can furthesmprise title phrases
or other kinds of phrases. The phrases dete
in the match sentences are called preliminar
hypotheses.”

Kupiec 14:45-54 “Hypotheses are verified in
step 260 through lexicogatactic analysis.
Lexico-syntactic analysis comprises analysis
linguistic relations imped by lexico-syntactic
patterns in the input string, constructing or
generating match templates based on these
relations, instantiating the templates using
particular hypotheses, and then attempting t
match the instantiated templates, that is, to f
primary or secondary documents that contai
text in which a hypothesisccurs in the contex
of a template.”

Belkin p. 402 “The knowledge sources are
pattern-action productiong:the information
on the blackboard matches the pattern of a
knowledge source thets action can be
executed. At any time, many knowledge
sources are likely to ka patterns that match
the contents of the blackboard.”

Herz 12:55-64 teaches that textual documer
may be profiled using word frequencies. “[A]

>

e
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textual attribute, such as the full text of a
movie review, can be replaced by a collectio
of numeric attributes that represent scores t
denote the presencadsignificance of the
words . . . in that texThe score of a word in &
text may be defined in numerous ways. The
simplest definition is that the score is the rat
of the word in the textwhich is computed by
computing the number of times the word
occurs in the text, andividing this number by
the total number of words in the text.”

Herz 13:24-27 teaches that, for the purpose
creating a profile, “one could . . . break the t¢
into overlapping word bigrams (sequences @
adjacent words), or more generally, word n-
grams.”

Herz See also Abstract; 1:18-43; 27:47-49;
27:62-67; 4:49-8:8; 28:41-55:42; 55:44—
56:14; 56:15-30; 58:5%0:9; Figures 1-16.

]

|

D

5 Of
pXt
f2

(i) determining a user segmern
count, by the computer systen
for each user segment group
said at least one user segmer
group, each said user segmer
count being representative of
number of identical segments
in the corresponding user
segment group of said at leas
one user segment group, and
linking each said user segmer
count to the corresponding us
segment group of said at leas

tBraden Abstract “Each
ndocument that has at least on
pfnatching logical forms is
theuristically scored, with each
tdifferent relation for a
amatching logical forms being
assigned a different
corresponding predefined
I weight. The score of each sug
document is, e.g., a predefine
itfunction of the weights of its
euniquely matching logical
t forms. Finally, the retained

one user segment group;

documents are ranked in orde

Kurtzman, Il 6:39-41

e“[Cl]reating a multi-
dimensional vector comprised
of the words and word-stems
mapped to their respective
frequencies.”

Kurtzman, Il, Figs. 6, 7, and 9

h
d

-

See Salton 1968, p. 96 (Fig. 3-19), above.

Salton 1968, p. 95 “If a particular phrase is
found in a sentence, appropriate entry is
made in a chained list of concept numbers,
similar in format to the list of concepts derive
by the thesaurus look-up. This concept list i
kept sorted by concept number, and each
concept is stored together with its weight an
with coded information identifying the given
concept number as a phrase concept. A typ
entry in the chained lis¢ shown in Fig. 3-18.”

d

[92)

ical

Salton 1968, p. 95 “The number of occurren

Ces
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of descending score and then
presented to a user in that
order.”

Braden 11:22-26 “Thereatfter,
through comparing the logical
form triples for the query
against those for each
document, process 600 score
each document that contains
least one matching logical forf
triple, then ranks these
particular documents based o
their scores.”

Braden 17:44-53 “Of these
triples, two are identical, i.e.,
“HAVE-Dsub-OCTOPUS". A
score for a document is
illustratively a numeric sum of
the weights of all uniquely
matching triples in that
document. All duplicate
matching triples for any
document are ignored. An
illustrative ranking of the
relative weightings of the
different types of relations tha
can occur in a triple, in
descending order from their
largest to smallest weightings
are: first, verb-object
combinations (Dobj); verb-
subject combinations (Dsub);
prepositions and operators (e
Ops), and finally modifiers
(e.g. Nadj).”

t

g.

of a phrase in a given sentence determines
weight assigned to that phrase and is initially
defined as the minimum number of

occurrences of each tife phrase components

in the sentence. If a phrase already entered
the chained list is detected, appropriately
increased. Since a given text word may
correspond to many concept numbers, it is
theoretically possible #t a single word may
be responsible for the generation of a compl
phrase; such a conati is not allowed, and
care is taken to eliminate "phrases" where tf
several components are detected in the san
word.”

DedrickSee, e.g., 3:37—-4:9, 5:34-6:3, 6:53—
8:19, 14:65-15:10, Abstract, Figures 1-8.

Belkin teaches determining a user segment
count through its scheduler. p. 402-404

Herz 78:47-50 “The method generates sets
search profiles for the users based on such
attributes as the relative frequency of
occurrence of words ithe articles readby the
users, and uses these search profiles to
efficiently identify future articles of interest.”

Herz 12:55-64 teaches that textual documer
may be profiled using word frequencies. “[A]
textual attribute, such as the full text of a

movie review, can be replaced by a collectio
of numeric attributes that represent scores t
denote the presencadsignificance of the

words . . . in that texThe score of a word in &
text may be defined in numerous ways. The

the

n

ete

3

|

simplest definition is that the score is the rat

D
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Braden 25:41-48 “Rather than
using fixed weights for each
different attribute in a logical
form triple, these weights can
dynamically vary and, in fact,
can be made adaptive. To
accomplish this, a learning
mechanism, such as, e.g., a
Bayesian or neural network,
could be appropriately
incorporated into our inventive
process to vary the numeric
weight for each different
logical form triple to an
optimal value based upon
learned experiences.”

of the word in the texwhich is computed by
computing the number of times the word
occurs in the text, andividing this number by
the total number of words in the text.”

Herz 13:24-27 teaches that, for the purpose
creating a profile, “one could . . . break the t
into overlapping word bigrams (sequences @
adjacent words), or more generally, word n-
grams.”

Herz See also Abstract; 1:18-43; 27:47-49;
27:62-67; 4:49-8:8; 28:41-55:42; 55:44—
56:14; 56:15-30; 58:560:9; Figures 1-16.

5 Of
bt
f2

(j) sorting the user segment
groups of said at least one us
segment group, by the
computer system, in an
descending order of user
segment counts starting from
user segment group having a
highest user segment count,
and recording said user
segment groups and
corresponding user segment
counts in said user data profil¢
and

crocument that has at least on

amatching logical forms being

2uniquely matching logical

Braden Abstract “Each

matching logical forms is
heuristically scored, with each
different relation for a

assigned a different
corresponding predefined
weight. The score of each sug

function of the weights of its

forms. Finally, the retained
documents are ranked in orde
of descending score and then
presented to a user in that
order.”

h
document is, e.g., a predefined

-

Kurtzman, Il 6:12-13

e“[Cl]reating a content data

structure which indicates
features of the content having
particular characteristics.”

Kurtzman, Il, Figs. 6, 7, and 9

See Salton 1968, p. 96 (Fig. 3-19), above.

Salton teaches sorting segment counts. Se
Salton 1968, p. 91 (Fig. 3-16)(Concept Nos.
DedrickSee, e.g., 3:37-4:9, 5:34-6:3, 6:53—
8:19, 14:65-15:10, Abstract, Figures 1-8.

Belkin teaches determining a user segment
count through its scheduler. p. 402-404.

Herz 78:47-50 “The method generates sets
search profiles for the users based on such
attributes as the relative frequency of
occurrence of words ithe articles readby the
users, and uses these search profiles to
efficiently identify future articles of interest.”

U

Herz 12:55-64 teaches that textual documer
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Braden 11:22-26 “Thereatfter,
through comparing the logical
form triples for the query
against those for each
document, process 600 score
each document that contains
least one matching logical forf
triple, then ranks these
particular documents based o
their scores.”

Braden 17:44-53 “Of these
triples, two are identical, i.e.,
“HAVE-Dsub-OCTOPUS”. A
score for a document is
illustratively a numeric sum of
the weights of all uniquely
matching triples in that
document. All duplicate
matching triples for any
document are ignored. An
illustrative ranking of the
relative weightings of the
different types of relations tha
can occur in a triple, in
descending order from their
largest to smallest weightings
are: first, verb-object
combinations (Dobj); verb-
subject combinations (Dsub);
prepositions and operators (e
Ops), and finally modifiers
(e.g. Nadj).”

Braden 25:41-48 “Rather than
using fixed weights for each

t

different attribute in a logical

g.

may be profiled using word frequencies. “[A]
textual attribute, such as the full text of a
movie review, can be replaced by a collectio
of numeric attributes that represent scores t
denote the presencadsignificance of the
words . . . in that texThe score of a word in 8
text may be defined in numerous ways. The
simplest definition is that the score is the rat
of the word in the texwhich is computed by
computing the number of times the word
occurs in the text, andividing this number by
the total number of words in the text.”

Herz 13:24-27 teaches that, for the purpose
creating a profile, “one could . . . break the t
into overlapping word bigrams (sequences @
adjacent words), or more generally, word n-
grams.”

Herz See also Abstract; 1:18-43; 27:47-49;
27:62-67; 4:49-8:8; 28:41-55:42; 55:44—
56:14; 56:15-30; 58:560:9; Figures 1-16.

el
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form triple, these weights can
dynamically vary and, in fact,
can be made adaptive. To
accomplish this, a learning
mechanism, such as, e.g., a
Bayesian or neural network,
could be appropriately
incorporated into our inventive
process to vary the numeric
weight for each different
logical form triple to an
optimal value based upon
learned experiences.”

(k) storing, by the computer
system, said user data profile
representative of an overall
linguistic pattern of the user, i
the data storage system, said
overall linguistic pattern
substantially coesponding to
the user’s social, cultural,
educational, economic
background and to the user’s
psychological profile.

nhave recognized that precisio

Braden 7:19-23 “Generally
speaking and in accordance
with our present invention, we

of a retrieval engine can be
significantly enhanced by
employing natural language
processing to process, i.e.,
specifically filter and rank, the
records, i.e., ultimately the
documents, provided by a
search engine used therein.”

BradenSee, eg., 11:62-14:61.

Kurtzman, Il 3:47-49 “These
specific files selected and
viewed by the user are record
nby the affinity server.”

Kurtzman, Il 3:21- 23 “User
profiling uses content stream
analysis, as well as
demographic, geographic,
psychographic, digital
identification, and HTTP
information.”

See Salton 1968, p. 96 (Fig. 3-19), above.

efalton 1968, p. 91 “After dictionary look-up,
weight assignment, and the merging of
concepts derived from various sources, the
document is reduced to a merged concept

vector, as shown for a typical document in Fjg.

3-16.”

Chislenko 4:15-18 “For example, the system
may assume that Web sites for which the us

and may use those sites as initial entries in t
user’s profile.”

Chislenko 4:40-50 “Ratings can be inferred |
the system from the user’s usage pattern. F
example, the system may monitor how long
user views a particuldVeb page and store in
that user’s profile an indication that the user
likes the page, assuming that the longer the

user views the page, the more the user likes

er

has created “bookmarks” are liked by that user

he

DYy
DI
the

the
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page. Alternatively, a sgem may monitor the
user’s actions to determine a rating of a
particular item for the user. For example, the
system may infer that a user likes an item

which the user mails to many people and enter

in the user’s profile anchdication that the use
likes that item.”

Dedrick 3:54-4:4 “The GUI may also have
hidden fields relating tbconsumer variables."
Consumer variables refer to demographic,
psychographic and other profile information.
Demographic information refers to the vital
statistics of individuals, such as age, sex,
income and marital status. Psychographic
information refers to the lifestyle and
behavioral characteristics of individuals, suc
as likes and dislikesolor preferences and
personality traits that show consumer

=

behavioral characteristics. Thus, the consumer

variables refer to information such as marita|
status, color preferensgfavorite sizes and
shapes, preferred learning modes, employel
job title, mailing address, phone number,
personal and business areas of interest, the
willingness to participate in a survey, along
with various lifestyle information. This
information will be referred to as user profile
data, and is stored on a consumer owned
portable profile device such as a Flash
memory-based PCMCIA pluggable card.”

DedrickSee, e.g., 3:37-4:9, 5:34-6:3, 6:53—
8:19, 14:65-15:10, Abstract, Figures 1-8.

Belkin p. 399 “In the general information

seeking interaction, the IR system needs to

28
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have (see Table 1 for a brief listing of the ter
functions and their acronyms): a model of th
user himself, including goals, intentions and
experience (UM).”

Belkin p. 403 “For iR to be adaptable, it mus
be able to assess the user’s abilities so it ca
adjust the interface to match them.[22] This
requires a user model builder. As each user
may have his own view of the subject area

being searched, it would be valuable to capt
this information and remember it from sessig
to session in a domain knowledge expert.”

Herz 27:62-66 teaches geatng user profiles
based on a wide variety of attributes. “In a
variation, each user’s usprofile is subdivided
into a set of long-term attributes, such as
demographic charactstics, and a set of
shortterm attributes that help to identify the
user’s temporary desires and emotional stat

Herz 20:35-37 “User profiles may make use
any attributes that areseful in characterizing
humans.”

Herz 11:31-38 “written response[s] to
Rorschach inkblot test,” “multiple-choice
responses by [the person] to 20 self-image
guestions,” as well astieir literary tastes and
psychological peculiarities.”

Herz 32:39-49 “A second function of the pro
server is to record user-specific information
associated with user U. . . . All of this user-
specific information is stored in a database t

e

-

N

1%

of

hat

is keyed by user U’s pseudonym (whether
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secure or non-secure) on the proxy server.”

Herz 66:65-67; 67:1-3 “The system uses the
method of section ‘Searching for Target
Objects’ above to automatically locate a smzg
set of one or more clusgewith profiles similar
to the query profile, for example, the articles
they contain are written at roughly an 8th-
grade level and tend to mention Galileo and
Medicis.”

Herz See also Abstract; 1:18-43; 27:47-49;
27:62-67; 4:49-8:8; 28:41-55:42; 55:44—
56:14; 56:15-30; 58:560:9; Figures 1-16.

Culliss 3:46-48 “Inferring Personal Data.
Users can explicitly specify their own person
data, or it can be inferred from a history of
their search requests aticle viewing habits.
In this respect, certain key words or terms,
such as those relating $ports (i.e. “football”
and “soccer”), can be detected within search
requests and used to classify the user as
someone interested in sports.”

=
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