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67 ABSTRACT

A system for summarizing data scts stores targel data items
and divides the data set into sections. Each section is
compared against the target data items and a ranking value
is calculated for cach scction dependent on the oulcome of
the comparisons. A summary of the data set is then compiled
from sections having a ranking value past a pre-determined
threshold value.
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METHOD AND APPARATUS FOR CREATING
A CUSTOMIZED SUMMARY OF TEXT BY
SELECTION OF SUB-SECTIONS THEREOF
RANKED BY COMPARISON TO TARGET
DATA ITEMS

RELATED APPLICATIONS

The application is related to EP97302616.4 filed on Apr.
16, 1997; and PCI/GB98/01119 filed on Apr. 16, 1998.

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention lics in the ficld of methods and apparatus
for analysing data and finds particular application in sum-
marising data.

2. Related Art

Recent advances in technology, such as CD-ROMs, latra-
nets and the World Wide Web have provided a vast increase
in the volume of information resources that are available in
electronic format.

A problem associated with this increase in resources is
that of localing and identifying sets of data (i.e. daia sets,
examples of which include magazine articles, news articles,
technical disclosuzes and other information) of inlerest to
individual user of these sysiems.

Information retrieval tools such as Search engines and
Web guides are one means for assisting users to locate data
sets of interesl. Proactive tools and services (e.g. News
groups, broadcast services such as the POINTCAST™ sys-
tem available at www.pointcast.com or tools like the JAS-
PER agent detailed in the applicants co-pending, published
inlernational paient application PCT GB96/00132,) may
also be used to identify information that may be of interest
to individual users.

Once data sets of interest have been located by the
information retricval lool, the user is commonly provided
with 2 summary of the data sct. “Patterns of Lexis in Text
(Describing English Language Seres)” Michael locy,
Oxford University Press, 1991 ISBN 0194371425 details
one approach to summarising data sets.

A typical summary produced by a prior-art method will
detail the primary subject matter (i.e. the main topic) of the
data set. However, target data items, which the user is
actually interested in arc often not the main topic of the data
sel located. Under these ciccumstances, a summary which
only gives the main topic will not idenify how or why the
target data items are relevant to the dala set, or the location
of these target data items within the data sel.

By way of example, the target information may be the
birth date of the author “D). H. Lawrence”. A search engine
may locate this information in an anticle whose primary
subject matter is a critique of his novel “Sons and Lovers”.
An information retricval tool, having found the birth date,
would select the critique and produce a summary. ‘This
summary however will not contain the birth date of D. H.
Lawrence as the author’s birth date would be of almost no
importance to the main topic in a critique of “Sons and
Lovers”. Nor would the summary identify wherc in the
critique the information about the author’s birth date
appears.

SUMMARY OF THE INVENTION

According to a first aspect of the present invention there
is provided apparatus for summarising data sets, the appa-
ratus having:
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an input for receiving a data sct to be summariscd;

sectioning means [or dividing said received data set into
one or more sections according lo pre-determined criteria;

ranking means operable for each said section to compare
data within the said scction with one or more target data
items and for calculating a ranking value for the said section,
said ranking value being dependent on the outcome of said
comparisons for the said scction; and

selecting means for compiling a customised summary of
the data set by selecting one or more of said one or more
sections according 1o their respective ranking values.

For instance, scctions having a ranking value which is
above (or below, depending on the circumstances) a prese-
lected threshold might be sclected.

According to a sccond aspect of the present invention
there is provided a method for generating a customised
summary of a data set, the method including the steps of:

i) receiving, as input, a data sel to be summarised;

ii) dividing said data set into sections according to pre-
determined crileria;

iif) comparing data items in each said section against one
or more target data items;

iv) calculating a ranking value for cach said section in
dependence upon the outcome of the respective said
comparisons; and

v) compiling a customised summary of said data set by
selecting one or more of said one or more sections
according to their respective ranking values.

Preferably, target data items can be loaded to the target
data item store by a user, for instance either directly or via
a user profile. An advantage of such embodiments of the
invention is that they cnable a summarising tool to generate
a summary of a data set that includes larget data items
specified by a user for whom the summary is generated.

There are many additional fcatures which may be pro-
vided separatcly or in combination, by preferred embodi-
ments of the present invention and at least some of these arc
discussed as follows.

Data sets may be divided into sections according to
sentences, paragraphs, and other punctuation. Alternatively,
other formats such as pages and chaplers and headings may
form section boundaries.

Within the context of summarising data scts, a key data
item is a data item that forms a substantive component of the
information contained within the data sct. For example, in a
document consisting of written prose, articles and conjunc-
tions (for instance words such as ‘it’, ‘are’, ‘as’, ‘the’,
‘when’, ‘they’, ‘by’ ctc.) are typically not considered to be
key data items. This is because they do not identify subject
malter contained within the data set. )

According to preferred features of the present invention,
the apparatus includes:

means for identifying one or more key data items in each
said section according o a pre<delermined stop list;

calculating means operable for each said section 1o cal-
culate one or more distribution values, each said distribution
value representing a different pre-determined measure of the
distribution, in said data set, of key data items identified in
the said section; and

adjustment means for adjusting said ranking value for
cach said section according lo the respective said one or
more distribution valucs.

Preferably the method includes the steps of:

a) identifying key data items within cach said section

from step if) according 10 a pre-determined stop list;
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b) calculating, for cach said section, one or more distri-
bution valucs each representing a pre-determined mea-
sure of the distribution of the key dalta ilems of the said
section in said data set; and

c) adjusting said ranking valuc from step-iv) for each said
section in dependence upon the respective said one or
more distribution values.

Refining ranking values according 1o the distribution of
key data items within the data sct allows the summary to
detail target data items within the context of the main topic
of the data being summarized. This incrcases the user’s
ability to determine how relevant a particular data set is for
their intended purpose.

Preferably the apparatus and method calculale the disiri-
bution value for cach section by: determining a first score for
cach key data item in each section; and for each section,
summing said first scores for cach key data item, wherein
said first score of each key data item is calculated as the
number of times the key data item of consideration occurs in
the data set less the number of times the key data item of
consideration occurs in the section of consideration.

This feature of the invention is 2 measure of how fre-
quently the key data ilems of a particular section occur
throughout the remainder of the data set being analysed. It
is one measure of the distribution of key data items through-
out the data set.

Preferably said apparatus and method calculate a second
score for cach key data item and either calculate or modify
said distribution valuc dependent on said second scores, said
second scores being calculated by; assigning a position
value to each section of the data set corresponding lo the
position of the section within the data set; and for each key
data item of the data set, performing the calculation of
subtracting the position value of the first section in which the
key data item of consideration occurs from the position
value of the final section in which the key dala ilem of
consideration occurs.

The second score operales so as 10 weight those key data
items that arc spread widely throughout the data set more
heavily than those key data items clusicred around one
portion of the data set. The assumption behind this feature is
that key data ilems that arc widcly spread throughout the
data set are likely to be of greater importance to the main
topic of the dala sel being summarised than those clustered
around one section.

Preferably said apparatus is adapted 1o order selectively,
according to user input, the sections within the summary
according to either the position value of the sections in the
dala set or according 1o the ranking value of the scctions.

Preferably said method further comprises the step of
receiving a selection input 1o select between a summary
comprising a plurality of scctions ordered according to their
position values and a summary comprising a plurality of
sections ordered according to their ranking valucs.

Preferably said apparatus and method: calculate a third
score for each key data item by idenmifying every pair of
sections in which the key data item of consideration
co-cecurs and for each pair of sections subtracting the lower
position value for the co-occurring sections of consideration
from the higher position value of the co-occurring sections
of consideration and dividing the result by the second score
of the key data item of consideration; calculate a first
adjustment value for each scction by summing the third
scores calculated for cach key data ilem of each section; and
adjust said ranking value for cach section dependent an the
first adjustment value of each section.

This first adjustment value allows each key data item to
contribute to the weighting of each section according to the
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number of times the key data item occurs in other sections
of the data set and according to the separation within the data
set of the first and last oceurrence of the key data item.
Accordingly, key data items that occur frequently will
contribute greater amounts to a seclion’s weighting than key
data items that are clustered around a small section of the
data sel.

Preferably, said apparatus and method calculate a second
adjustment value for each section by dividing said first
adjustment value for each section by the square root of the
distribution valuc of each section.

This calculation normalises the first adjusiment value
against the length of a scction. It has been found that the
square root of the distribution value provides better resulls
than dividing by the distribution value alone. This may be
becausc the square root of the second value is a compromise
between the proposition that section length has go bearing
on the relevance of that section to the main topic of the
information in question and the proposition that the length of
a seclion solely determines how relevant that section is to the
main topic of the information in guestion.

Preferably, said apparatus and method modify the ranking
value of each scction by dividing each ranking value by the
position value of the corresponding section.

This modification to the ranking value increases the
weighting of those sections occurring carlier in a picce of
information over those sections occurring laier in the piece
of information.

Where different types of data set are summarised, alter-
native rules relating to the distribution of key data items may
apply. For example, in an information table, headings on
columns and/or rows are likely to form a basis for an
accurate summary of the information contained within the
data set.

BRIEF DESCRIPTION OF THE DRAWINGS

An information summariscr according to an embodiment
of the present invention will now be described, by way of
example only, with reference to the accompanying figures,
in which:

FIG. 1 shows an information retrieval and processing
system incorporating the information summariser;

FIG. 2 shows a schematic representation of the informa-
tion summariser of FIG. 1 in use;

FIG. 3 is a schematic representation of components of the
information summariser;

FIG. 4 is a flow chart of the operation of the information
summariser of FIG. 1;

FIG. § is a flow chart of siep 405 in FIG. 4;

FIG. 6 is a flow chart of steps 410 and 415 in FIG. 4;

FIG. 7 is a flow chart of step 420 in FIG. 4;

FIG. 8 is a flow chart of additional features thal may be
incorporated into the embodiment detailed in FIG. 4;

FIG. 9 is a flow chan of additional features that may be
incorporated into the embodiment of FIG. 4;

FIG. 10 is a flow chan of step 830 in FIG. 8;

FIG. 11 is a flow chart of additional features that may be
incorporated into step 830 of FIG. §;

FIG. 12 is a flow chart of additional features that may be
incorporated into step 830 of FIG. 8;

FIG. 13 is a flow chart of additional features that may be
incorporated into step 830 of FIG. 8;

FIG. 14 is a flow chart of additional features that may be
incorporated into stcp 830 of FIG. 8;
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FIG. 15 is a flow chart of additional features that may be
incorporated into step 420 of FIG. 4.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Referring to FIG. 1, the information summariser may be
built into a known form of information retrieval architeciure,
such as a client-server type acchitecture connected to the
Internct.

In more detail, a customer of an Internet service provider,
telecommunications carrier or some other form of service
provider, such as an international company, may have mul-
tiple users equipped with personal computers or worksla-
tions 140. These may be connecled via a World Wide Web
(WWW) vicwer 135 in the customer’s client context to the
customer’s WWW file server 130. An information summa-
rising tool 100 may form an extension of the viewer 135, and
may actually be resident on the WWW file server 130.

The customer’s WWW file server 130 may be connected
to the Internet in known manner, for instance via the
cusiomer’s own network 145 and a router 150. Service
providers® file servers 155 can then be accessed via the
Internet, again via routers 165.

Also resident on, or accessible by, the customer’s file
scrver 130 are an information access 1ol 108, a profile store
115 for storing user profiles used by the information access
tool 108 and an intelligent page store 110 also used by the
information access 100l 10S.

‘The information access tool 105 may be of a type known
as a JASPER agerl identified above.

In one embodiment the summarising tcol 100 may be
buill as an extension of a known viewer such as Netscape
and operate to summarise WWW pages exiracted by viewer
135. However, clearly the summarising 1001 160 could be
buill into other environments or used independently, and can
be used (o summarise documents and data scts from many
different sources or of many different types. They will
preferably however be in an electronic format, or convertible
to such a format, which the summarising tool 160 is adapted
to receive and process. Further, documents and data sels
most suitable for processing by the summarising tool 160
will usually be in textual form, for instance a spoken natural
language such as English.

Referring 10 FIG. 2, in overview, the summariser 100
works by dividing a data set 260 into scctions 295, analysing
the sections 295 and sclecting certain sections 1o produce a
summary 238. Data sectioning rules 240 determine how a
data sct 200 is divided. The scctions 295 are analysed in
relation 1o larget data items 2185, usually reflecting a user’s
interests, and in relation to key data items 225 reflecting the
subject matter of the data set 200 itself. Then summary
generation rules 230 are used to determine how the sections
are selected, in the light of the analysis.

‘The summariser 100 comprises a processing module 208
which is adapted to receive a data set 200 and a set of target
data items 215. The module 205 produces key data ilems
from the data set 200 itself and analyses the data se1 200 to
generale a summary 235 thereof as output.

The sct of target data items 215 are indicative of one or
more types of information that a user wishes to locate in a
data sct 200. Such target data items therefore can include
keywords, lerms, phrases, numbers, dates and/or other infor-
mation that serve 10 identify and/or define information of the
type that the user wishes 1o locate.

Similarly, the key data items can comprise keywords,
terms, phrascs, numbers, dates and/or other information.
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The preferred embodiment described has a further two
inputs. These are stop list information 210 and stem infor-
mation 220 which are used in producing the key data items
225 from a data set 200.

The stop list information 210 contains lists of data items,
such as commonly used words and definile and indefinite
articles, that typically will not serve 1o identify the subject
matter of the data set 200. Such a list may be used 10 delete
superfluous data ilems from the data set 200. In this way data
ilems more likely to be central to the subject matter of the
data sct 200 may be identified and formed into a set of key
data ilems 225. The stop list 210 may also contain data items
such as common phrases and terms.

The stem information 220 contains a list of pre-fixes and
suffixes which are used to reduce data items in the set of key
data items 225 10 a basic form. For example, assume that the
word ‘bounce’ is a data item in the set of key data items 228.
The stem information 220 preferably operates lo reduce
“bounce” and, for cxample, any additional occurrences of
‘bouncing’, ‘bounced’, ‘bounces’ etc in the key data item sel
225 1o the basic form ‘bounc’.

Altematively, Porier’s Algorithm may be used to stem the
key data items contained in the key data item set 228,
Porter’s Algorithm is dctailed in Porter, M F, 1980:; “An
Algorithm for Suffix Stripping”, published in Program
14(3), pp 130-137.

It should be noted that stop lists and stem information may
not be esseatial 1o a system for producing a key data jlem set
225 from a data sct 200. In particular, the stemming proce-
dure may not be required if the system instead has access o
a full dictionary setting out both parts of speech and word
endings. The csscnce of the stemming operation is just o
equate related words and in this respect a thesaurus could
also be uscful.

Alternative cmbodiments of the present invention may
use a natural language processing algorithm and/or system
or some other technique known in the art to identify key data
items 225 in a data set 200.

In use of the summariser 100, the sections 295, for a data
set 200 that is primarily written in prose, are typically
senlences or paragraphs. In the example described below,
cach of the scctions 298 is a sentence of the data set 200.

As a first step in selecting sections o make up a summary,
the sections 298 are compared with a set of 1arget data ilems
215. This sel of targel data items 218 may be for instance a
set of keywords from a user profile which is re-used in other
processes. Indecd, in the embodiment of FIG. 1, user profile
information accessible to the summariser 160, and contain-
ing target daia ilems for respective users, is actually that
stored in the profile store 115 for use by the information
access tool 105. Each user profile in the profile store 115
comprises, at lcast in pan, a sct of target data items 215 for
the relevant uscr that may also be input to the processing
module 205 of the summariser 100.

On the basis of the comparison between the seclions 295
of the daia sct 200 and a selected set of 1arget data items 215,
each section 295 is assigned a ranking valuc 285 which is a
measurc of the extent to which it contains the sct of 1anget
data items 215.

A distribution value 290 is then also calculated for each
seclion 295. The distribution value 290 operates as a mea-
sure of the relevance for each section 295 to the subject
matter of the data set 200 as a whole. More detail on ways
of calculating the ranking values 285 and the distribution
values 290 is provided below. In the present embodiment, a
comparatively high distribution value 290 indicates that a

EXHIBIT 1



US 6,334,132 B1

7

section 295 contains more detail on the subject matter of a
data sct 200 than does a section 295 with a comparatively
low distribution value 290.
A summary 235 of the data set 200 is then gencrated,
based on the ranking values 285 and the distribution valucs
290 that are calculated for the sections 298, using the
summary gencration rules 230. For instance, a summary 235
of the data set 200 may be generated by ordering the sections
295 according to their ranking values 288 and then modi-
fying the ranking values 285 according to the distribution
values 290. A predetermined number of sections 295 are
then consecutively selected in turn, from the highest ranked
downwards, and oulput as the summary 23S5.
The summary 235 may be created by reproducing the
selected sections in different orders. For instance, the
selected sections may be reproduced either in the order in
which they appeared in the data set 200 or in the order of
their ranking value 285 as modified by the distribution valuc
290. The manner in which the summary 238 is created is
preferably selectable by a user.
The information summariser 100 and its operation arc
now described in more detail.
Referring 10 FIG. 3, principal components of the infor-
mation summariser 100 comprise the processing module
205, a set of data stores and an input/output (1/0) capability
360. The information summariser 160 comprises software
and data stores which can be loaded and run on known types
of platform, such as a customer’s file server 130. Hardware
to support the summariser 160 can therefore be of known
type and will generally have an operating sysiem, data
storage and processing capacity and be able to support dala
flows 320 between the various components, and control
communications 315 where nceded, for instance belween
the processing module 205 and the 1/O capability 360.
(Although shown scparated in FIG. 3, the processing module
205 and the [/0 capability 360 may in practice be designed
as different parts of the same software module.)
The processing module 205 compriscs the software
process, installed on processing capacity such as micropro-
cessors of the file scrver 130, which instigates and controls
the summarisation of a data set 200 in response 10 inputs via
the 1/0 capability 360.
The data stores comprise:
a data sectioning rules store 330 that stores the data
seclioning rules 240;

a stop list store 335 that stores the stop list 210;

a stemming rules store 340 that stores the stemming
information 220;

a targel data items store 350 for storing the sel of target
data jtlems 218;

a processed data store 355 for storing data processed by
the processing module 2085;

a data set store 365 for storing data sets 200,

a distribution valuc rule store 395 for storing distribution

value rules; and

a summary generation rules store 390 for sioring the

summary generation rules 230.

Although shown scparately in FIG. 3 for clarity, one or
more of the data stores may oot be separate from the
processing module 205 but the contents simply embedded in
the logic of the processing module 205. Further, the data
stores need not necessarily offer persistent storage. For
instance, the 1argel data items store 350 may simply store
target data items input by a user, or from another process, for
the duration of a summarisation exercise on a single data sct.
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The functionality of the 1/0 capability 360 is generally of
known type and is not therefore discusscd in great detail
herein. Howewer, the sort of functionalily it provides is as
follows.

The 1/O capability 360 communicates with systems and
components external to the summariser 100 such as a user’s
personal computer or workstation 140 or an information tool
105. It may further be connected 1o a corporate communi-
cations network 145 and/or the Internet so that remote users,
systems and components can access and run the summariser
100. The 1/0 capability 360 will generally provide inicrfaces
for receipt of data sets 200 for processing and for output of
summaries 238. Thesc interfaces may therefore be designed
1o accept and output text, Word and HTML (HyperText
Markup Language) formats, for example, for transfer by
commonly used protocols such as Simple Message Transfer
(SMTP), HyperText Transfer (HTTP) and File Transfer
(FTP). The 1/O capability 360 will also provide the user
interface to the summariser 100 and therefore will generally
have for instance a forms capability for capturing user
requests and information, possibly together with a registra-
tion and authentication process so that only registered users
can run the summariser.

If the processing module 205 is adapted to deal with data
sets 200 in various formats such as plain text, Word and
HTML, the 1/O capability 360 can operate to present data
sets 200 to the module 208 so far as they arrive or are stored
in compatible formats. Howcver, if thc module is only
adapted to operale on data sets 200 of onc or two formats,
say plain text only, then the 1/0 capability 360 may prefer-
ably also provide a filter or conversion process so thal dala
sets 200 having other formats can be converted to the
acceptable format. Commercial sofiware is available for that
purpose and further detail is not therefore given herein.

It might be noted though that known filters of this type
usually operaie by stiripping formatting characters from a
file, such as those for bold type and different fonts, This can
mean that information normally present in a file, which
would have been uscful to some forms of the summariser of
the present invention, is lost. For instance, heading format-
ting characters stripped out by such a filter might otherwisc
be used to raise ranking valucs given 10 sections of a data set
200 which are headings.

The 1/O capability 360 may also provide an interface
which can be called up by olher processes so that summari-
sation can be performed within another exercise. An
example of that might be for instance a reporting tool in a
managemenl system which has a requirement to offer sum-
maries to high level uscrs. Such a reporting tool may need
to run the summariser 100 on documents it needs 1o load o
its system, using 1arget data items it already stores in relation
to the high level uscrs. Such a reporting 100l could require
to load both data scts 200 and target data items 215 dircctly
to the summariser 100, via the /O capability 360.

In operation, data scts 200 to bc summarised can be
loaded to the data set store 365. This might be donc on a
“one-off” basis, for instance from the corporale network
145, or as a batch or repeated process, for instance via the
information tool 108 as a slep in a regular operation other-
wise carried out by the information tool 105. Receipt and
loading can also be dealt with by the 1/O capability 360, for
instance in response to direel inputs by a remote user or in
responsc o user inpuls via the information tool 105.

Sets of target data items 218 can also be loaded, this time
to the targel data items storc 350, on a “onc-off” basis or as
part of a batch or repeated process. For instance, a uscr may
coler a set of target data items 218 for use in a specific
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summarisalion excrcise, or sets of target data items 215 may
be loaded as the output of a user registration excrcise for a
summarisation service. Again, receipt and loading can be
dealt with by the /O capability 360.

Alternatively, in the embodiment of FIG. 1, a set of target
dala items 215 may be passed to the target data items store
350 from the information tool 105. Here, the set of target
data itcms 215 passcd 1o the target data item store 345 may
be a user profile stored in the profile store 118,

Aset of 1arget data items 215 received from a user or other
input to the summariser 100 may in practice be modified by
the processing module 208, for instance to cxtend it to
include synonyms and other related words. This could be
done using a thesaurus or by using an information clustering
technique, for instance such as that described as using a
similarity matrix in the applicant’s co-pending international
application PCT GB96,00132 referred 10 above.

Each of the data stores detailed above in relation to FIG.
3 may be part of a random access memory, a hard drive, a
combination of these or other such memory devices well
known in the art.

Process Overview

FIG. 4 details the steps of one embodiment of the present
invention. In particular, it shows the steps involved in
processing a data sct 200 by dividing it into sections and
ranking the sections in accordance with the presence in the
scctions of target data items.

This process, run by the processing modulc 208, will be
launched in known manner from the I/0 capability 360 for
inslance in responsc lo an incoming request from a user
workstation 140. The incoming request may contain a URL
(Universal Resour Locator) for a file (data set 260) acces-
sible via the Internet, an indication that summarisation is
required, and also, usually, user identification. Alternatively,
of coursc, the uscr input may include the data sci 200 or may
include a means for the processing module 205 (o locate a
selected data set already stored in the data sct store 365. The
uscr input may also contain a sel of target data items 218, or
the user identification may be sufficient for the processing
module 205 to locate a set of target data items 215 in the
larget data item store 350,

At sicp 400 the processing module 208 downloads the
data sct 200 from the given URL via the Internet, or from the
data store 365, and selects a set of data sectioning rules 240
from the data sectioning rules store 330. At step 405 the data
sct 200 is divided into sections 295 according to the data
sectioning rules 240. Each section is then preferably stored
in the processed data store 35S. Further detail on the
structuce of the processed data store 355 is provided below
in relation to FIG. §.

At step 410, if the uscr input didn’t include a set of target
data ilems 215, the processing module 208 retrieves a set
from the target data items store 350, for instance selected
according to the relcvant user identifier. The processing
modulc 208 then compares cach section 295 against the set
of target data items 215.

‘The purpose of this comparison is 10 identify the number
of times that data items in the set of targel data items 215
occur in each selected section 295.

At step 415, a ranking value 285 is assigned 10 each
section 295 corresponding to the number of instances of
target data items occurring in the selected section 295. This
ranking value 285 is used to identify those sections 295 in
the data set 200 that match closely with the sct of 1arget data
items 21S. Alternatively, the ranking valuc 285 may be
modified so as to account only once for key data items that
are repeated in a section 298,
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At step 420, the ranking values 285 of the scctions 295 are
assessed and a summary geacrated. In one embodiment, the
summary is generated from the ranking values 285 alone,
with a pre-determined number of sections 295 selected from
those sections 295 having the highest ranking values 285.

In other embodiments, discussed in greater detail below,
various other rules are applied to the data set 200. These
rules adjust the ranking values 285 of the sections 295. They
aim to produce a summary that contains contextual infor-
mation about the data sct 200, so that the sections 295
forming the summary may be understood within the context
of the data set 200 as a wholc.

All the rules for gencrating and modifying ranking values
2858 can be stored in the summarising rules storc 3%0 or one
or more may be built into the processing module 208.
Sectioning

FIG. § is a flow chart of step 40§ in FIG. 4 in greater
detail.

Al step 505, the rules for dividing a data set 200 into
sections 295 are retricved from the data sectioning rules
store 330. These rules will affect the way in which a
summary is put together for the end user. If a data set 200
is scctioned by sentence, it will result in a differcot summary
from a data set 200 which has been sectioned by paragraph.
Similarly, a table might be sectioned by cell, row or column.
Hence it may be preferable that a user can select the
particular data sectioning rules to be applicd. This selection
can be handled by interaction between the user and the 1/0
capability 360 and passcd 10 the processing module 205.

At sicp 510, the selected data set 200 is retrieved from the
data sct store 355 and a position value 280 is initialised,
preferably so that the identified sections 298 in the selected
data set 200 can be labelled in a oumcrically ascending
order.

At step 515, the start of the data sct 200 is 1agged as the
beginning of a section 295 and labelled with the current
position value 280 which is “1” in this casc.

At step 520, the first data item of the data sct 200 is read
and at step 525 it is tested for whether it mects any of the
rules specified by the sectioning criteria, cg if the data item
is a period marker signalling “end of sentence”, then under
one rule set the end of a section 295 is identified.

If the end of section 298 criteria specificd by the section-
ing rules is not mel, then the step 520 of reading the next
data ilem and the siep 525 of testing this next data item are
repeated until the end of a section 295 is identified.

When the end of a scction 295 is identificd, the step 530
of lesting for the end of the data set 200 is applicd. Where
this test is not satisficd, then the step 535 of incrementing the
posilion value counter is performed and the above process
from the step 515 of tagging the start of a section 295 and
labelling it with the current value of the position counter is
performed.

When an end of a data set 200 is identified, then the
annotated data set 200 is stored in the data set store 358,

Alternatively, the data set 200 need not be annotated with
section 295 tags and labels. A linked list structure could be
used, where each section is stored as an individual element
of the linked list. A further alternative is to store cach section
individually in a dynamically created array.

Applying steps of FIG. § to the data sct 200 of FIG. 2
produces the result detailed below. In this example, the
sectioning rules applicd is that cach sentence represents a
section 295 and each section 298 is labelled, in numerically
ascending order, with a position valuc 280.
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TABLE 1

The cat sat on the mat.

A mat, a mat, my kingdom for a mat!
The dog also sat on the mat.

Both cat and dog sat on the mat.

The mat is on the floor.

‘The night was clear.

I counted the stars that night.

The dog sat on the floor.

i O o i

Assigning Ranking Values using Target Data liems

FIG. 6 details steps 410 and 415 of FIG. 4 of comparing
each section 295 with the target data item set and then
assigning ranking valucs 285 10 cach section 295. At sicp
605, the target data items are retricved from the target data
item store 345 and at step 610, the first data item of the first
section 298 is retrieved, which is followed by the step 615
of comparing the set of target data items 218 with the
selected data item.

Where at step 620 a match is identified by the comparison
between the sct of target data items 215 and the selected data
item, then step 625 of incrementing the ranking value 285
for the current section 295 is performed. Where, at step 620,
a match is not identified, then the ranking value 285 for the
section 295 is not incremented, and the step 630 of testing
for the end of the sclected section 298 is performed imme-
diately.

Where the data set 260 has been labelled and 1agged
during the sectioning process detailed in relation to FIG. §,
these lags may be used 10 identify the end of a section 2985.

Where the results of the step 630 of testing for the end of
a section 295 are negalive, then the step 635 of selecting the
next data item of the data set 200 is performed and the
process loops back to perform the siep 615 of comparing the
selected dala item with the set of target data items 215 and
to perform the slep 625 of incrementing the ranking value
285 of current section 295 (if appropriaic) for the newly
selected data item.

Where the step 630 of testing for the end of a section 295
is positive, then the step 640 of testing for the cnd of the data
set 200 is performed. Typically, the current data item is
compared against the “cnd of file character” or other stan-
dard marker for indicating the end of a data set 200.

Where at step 640 the end of a dala set 260 has not been
reached, then the step 645 of selecting the next section 295
and initialising a ranking valuc 285 for the newly selected
section 295 is performed. Following this, the step 635 of
selecting the next data item of the newly selected section 295
is performed, before looping back to step 615 for the newly
selected data item.

In the example data sct 200 of FIG. 2, the target data ilem
are “night” and “star”. Completing the steps of FIG. 6 for the

example data sct 200 produces:
TABLE 2
Section Ranking
Position Value
Value 280 285 Sentence

1 The cat sat on the mat.

2 0 A mat, a mat, my kingdom for a mat.

3 0 The dog also sat on the mat.

4 0 Both cat and dog sat on the mat.

5 0 The mat is on the floor

6 1 The night was clear.
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TABLE 2-continucd
Section Ranking
Position Value
Value 280 285 Sentence
7 2 I counted the stars that night.
8 0 The dog sat cn the floor.

(It should be noted that the above and following descrip-
tion treats the scctions 295 of a data set 200 equally.
However, some scctions may have higher relative impor-
tance in the data set 200 and thesc may be assigned an
increased ranking value 285. For instance, headings are
identifiable in an H'TML file and the processing module 205
may be designed to detect them and increase their ranking
value 285.)

Generating a Summary

FIG. 7 details the step 420 of FIG. 4 of generaling a
summary of a data set 200 once the ranking value 285 of
cach section 295 has been determined.

Atstep 708, the summary gencration rules are accessed by
the summarisation control module 308. These rules delail
procedures for sclecting scctions 295 that will make up the
summary.

In the present cxample, the rules select the sections 295
with the highest ranking valuc 285, in descending order until
a summary of predetermincd length is gencrated.

Further embodiments discussed below may use more
complex rules.

At step 710, the ranking values 285 of each section 295
are retrieved and compared against the summary rules.

Al step 720, those sections 295 conforming to the rules
are selected and then the step 725 of ordering the sections
295 in the summary is performed.

Al least two ways of ordering the summary is possible, the
first is 1o order the summary according to ranking valuc 285
in ascending or descending order. The other way is to order
the ranking valuc 28S in section 295 order, e in the order in
which the sections 295 appear in the data set 200.

Following the step 725 of ordering the scctions 295 of the
summary, the stcp 730 of outpuiting or storing the summary,
according to processes well known in the art, may be
performed.

Under the steps of FIG. 7, the summary of the example
data set 200 will consist of sections 6 and 7, namely:

6: The night was clear.

7: 1 counted the stars that night.

This is because cach of (hese sections 295 have ranking
values of 1 and 2. No other sections 295 are included as all
of the remaining scctions 295 have the same ranking value
28S, namely 0.

According to further embediments discusscd below, other
scctions 295 of the data sct 200 may be incorporated into the
summary.

Such embodiments have the advantage of gencrating a
summary 235 that is based around sections 295 containing
larget data items and which has additional sections 295 of
the data set 200 which serve to place the summary 238 into
context with the overall subject matter of the selected data
set 200.

Generating Sets of Key Data Values

FIGS. 8, 9 amdd 10 detail certain aspects of a further
embodiment enabling the ranking values 285 to be modified
in accordance with contextual information of the data set
200. A set of key data items is generated for each data set,
key data items being relatively strongly related to the overall
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subject matter of the data set 200. Each section 295 is
reviewed to obtain a distribution valuc 290 which reflects
the proportion of key data items appearing in that section.
The distribution values 290 are then used to modify the
sections’ ranking values 28S.

The distribution values 290 can be calculaled and modi-
fied according to various different rules, as described below,
and these are stored in the distribution values rules store 395
for use by the processing module 20S. (They may alierna-
lively of course be embedded in the process logic, as
mentioned above.)

Referring to FIG. 8, a siep in generating a set of key data
items for a data set 200 is to take out words with little
relevance to the overall subject matter. This can be done
using the stop list 210.

At step 808, the first data item of the first section 295 of
the data set 200 is accessed and the step 810 of (esting
whether it is a key data item is performed. Typically, the sicp
810 of testing for a key data item is to access the stop list 210
in the stop list data store 335. If the selected data item
matches a word on the stop list 210, it is not considered to
be a key data item.

The stop list typically consists of small value words such
as anticles and conjunctives that do not tend to reficct the
subject matter of the data set 200 being summarised, cg
words such as “it”, “are”, “they”, “has”, “where”, “at”, “in”,
elc, elc.

Where a dala item does not match any words on the slop
list 210, then the step 815 of storing the data item in the set
of key data items 225 in the key data item store 350 is
performed. This is done in a manner that serves to identify
the scction 295 in which each data item was located, for
inslance by associating the key data items 228 with position
values 280.

The step 820 of checking for the end of the data set 200
is then performed with a negative resull causing the next
data item of the data sct 200 to be accessed from the data set
store 355. The step 810 of identifying a key data item 225
and the step 815 of storing the key data item in the key data
item store 350 arc then repeated for each next data item until
the end of the data set 260 is reached.

The step 835 of calculating a distribution value for each
section 295 in the data sct 200 is then performed, in relation
to the key data items 228. This calculation of distribution
values is more fully described below with reference to FIG.
10.

Altcrnate embodiments can identify a sct of key data
items 225 in different ways and thus arrive at different
distribution values 290. For instance, additional steps are
described in relation to FIG. 9.

The purpose of calculating distribution values of key dala
items is to determine those sections 295 that reflect the
“subject matter of the sclected data set 200 as a wholc to a
greater degree than other scctions 295, Those sections 295
that more strongly reflect the subject matter of the data set
200 as a whole may then be incorporated into the summary.

The distribution value 290 scrves at step 840 as a mecha-
nism for refining ranking values 285 and aids in the selection
of scctions 295 to be included in the summary. Refining the
ranking values is more panicularly described below with
reference to FIGS. 10 10 15.

According to the example data sct 200, the target data
items are “night” and “star”. The process of FIGS. 7 and 8
then produces the following key data item set 228 with
ranking values 285 and position values 280:
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TABLE 3

Section
Position
value 280

Ranking

Value 285 Key Data liems 225

cat, sat, mat

mat, mat, kingdom, mat
dog, sat, mat

cat, dog, sat, mat

mat, floor

night, clear

countcd stars night

dog sat floor

LR - R P
CR=Co2S0

FIG. 9 deiails further sicps which can be used in gener-
ating a sct of key dala items 225. The primary differcnces
between FIG. 8 and FIG. 9 is the step 920 of stemming key
data items and the step 945 of deleting duplicale and
singleton data items from the key data item set 225,

The step 920 of stemming key data itcms has the effect
previously discussed in relation to Porter’s Algorithm of
reducing key data itcms 10 a basic form. This step provides
increased accuracy in calculation of distribution values 290
in that various grammatical forms of key data items such as
nouns, adjcctives and plurals will each form a maich with a
specified target data item thereby increasing the ranking
value of the section 295.

Duplicate key data items ar¢ those which occur more than
once in a section 295. The step 945 of deleting duplicate
occurrences of key data items in any onc scction 295 of the
data set 200 from the key data ilem set 350 may he
counter-intuitive at first sight. However, it has been found
that sections with several different key data items 225 can be
more relevant to the overall subject matter of a daia set 200
than sections with one key data ilem repeated.

Singleton key data items occur only once in the whole
data sct 200. These are also deleted from key data ilems.

Applying this process to the processed data set 200 in
Table 3 above results in:

TABLE 4
Section

Position Ranking

Value 280 Valuc 285 Key Data ltems 225
1 0 al, sat, mat
2 0 mat
3 0 dog, sat, mat
4 [}] cat, dog, sat, mat
5 0 mat, floor
6 1 night
7 2 night
8 0 dog sat floos

Note that this embodiment assumes that the position of
dala items within a scction 295 is insignificant. Notc also
that duplicaics of “mat” have been eliminated from section
2 and that “kingdom”, “counted” and “stars” have all been
climinated from the key data item se1 350 because they only
occur once in the data set 200.

The ranking values 285 of course remain unchanged al
this stage.

Distribution Values

FIG. 10 is a flow chart of the step 830 in FIG. 8 for
calculating a distribution value 290 for cach section 295.

For cach section, it compriscs 2 number of steps, namely
sicp 1008, step 1015 and step 1020, which together comprise
a loop for accessing in turn cach of the key dala items stored
in the key data item storc 350.
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This loop bounds the step 1010 of calculating a first score
for each key data item. This first score consists of the
number of times that the key data item of consideration
occurs in every other section 295 of the key data set 200
apart from the currem section 295. (Of course, where
duplicate key data items have been deleted, as in step 945,
the first scorc cannot be higher than the total number of
sections minus one.)

Once the step 1010 of calculating a first score for cach key
data item has been performed for the first section, sicps
100s, 1010, 1015 and 1020 are repeated for each subsequent
section (nol shown).

The process then moves on to pecform the step 1025 of
calculating a distribution value 290 for each section 295.
This is performed by summing, for each section 298, the first
scores of each key data item in the section 295.

This distribution value 290 reflects the number of times
that each of the key data items of a section 295 occurs in
other sections 295 of the data set 200, the assumption being
that the more frequently a data item occurs, the more
important it is to the subject matter of the sclected data set
200.

Table 5 shows the results of applying the steps of FIG. 10
to the example data set 200 of FIG. 2. h results for instance
in the last section 295 having a distribution value of “6"
because “dog” occurs twice elsewhere, “sat” three tlimes and
“floor” once:

TABLE 5
Section
Pasition Ranking Distribution
Values 280 Value 285 Key Data Items 225 Values 290
1: 0 cat sat mat 8
2: 0 mat 4
3: 0 dog sat mat 9
4: 0 cat dog sat mat 10
5: 0 mal flcor 5
6: 1 night 1
7 2 night 1
8: 0 dog sat floor 6

The abave step 1010 of calculating a first score for each
key data item may be calculated in a different manner,
namely as the sum of the total number of times that each key
data ilem occurs in the key data ilems set less one.

The distribution values 290 for each scction are then used
to modify the ranking values 285 and thereby modify the
summary produced.

Typically, a number of sections 295 will have the same
ranking value. This is because the ranking value is an intcger
value of the number of target data items in the selected
section 295. The distribution values 290 serve as a measure
for ordering those sections 295 with the same ranking value
28S.

One approach o using the distribution values 290 to
modify the ranking values 285 is to divide each distribution
value 290 by ten, or onc hundred (whatever is appropriate),
so that each distribution value 290 is reduced to a decimal
value, which can then be added to cach ranking value.
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In the present cxample, this produces:

TABLE 6

Section Modified
Position Ranking Key Data Distribution  Ranking
Values 280 Value 285 ltems 295 Values 290 Values

1: 0 cat sat mat 8 08
2: 0 mat 4 04
3 0 dog sat mat 9 0.9
4: 0 cat dog sat mat 10 1.0
§: 0 mat floor S 0.s
6: 1 night 1 1.1
7: 2 night 1 21
8: 0 dog sat floor 6 0.6

Data Itcm Second Score

FIG. 11 is a flow chart of the additional feature of
calculating a sccond score for cach key data ilem that may
be incorporated into step 830 of FIG. 8. This second score
may then be used to modify the distribution values 290 of
cach section 295 calculated above or may be uscd separately
to calculate new distribution values 290.

The process of FIG. 11 represents an alternale measure of
the distribution of key data items within the key data items
sel.
The process of FIG. 1 1 commences with the step 1 108
of retricving the set of key data items 225 from the key data
item store 350 and then procceds through a number of
calculation steps, namely steps 1110, 1118 and 1120 before
proceeding through control loop tests that ensure thal these
calculation steps 1110, 1115 and 1120 are performed on each
key data item.

The calculation steps 1110, 1115 and 1120 operate to
calculate the second score for cach key data item. This
sccond score is identical for each occurrence of a key data
item in the data sct 200. Accordingly, it nced only be
calculated once for each of the key data items in the key data
item sct 225. In step 1120, once it has been calculated the
sccond score is assigned to cach eccurrence of the key data
item in the sct 22S.

The second score is calculated as the greatest scparation
between occurrences of the key data itcm in the set of key
data items 225. This is calculated by first performing the sicp
1110 of identifying and retrieving the highesi position value
[assigned at step 515 of F1G. 5] and the lowest position value
of a key data item in the se1 of key data items 228. This is
followed by the step 1115 of subtracting the lowest position
value from the highest position value for the selected key
data item.

FIG. 11 is similar to FIG. 10 in that an opcration is
performed on cach key data item which operation refers 1o
all of the key data items in the set of key data items 228.

However, the control loop in FIG. 11 is different to FIG.
10. It can be a more cfficicat process than FIG. 10 depending
on the specific implementaticn and method of accessing the
sct of key data ilcms in the key data item store 350.

‘The control loop step 1128 tests for the cnd of the ey data
item set 228, for instance by looking for the presence of a
next data. If the result is positive, then the next key data item
is selected. If the second score has already been calculated
(step 1150) for the selected key data item, due 1o the
occurrence of an identical key data item in a previous section
295 of the data sct 200, then the process returns to siep 1125
lo look for a next data item. If the sclected data item does not
have a sccond scorc, then the process retums to steps 1110,
1115 and 1120 on the sclected key data item.

Table 7 shows the results of applying the steps of FIG. 11
10 the key data items from the cxamplc data sct 200.
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Referring to Table 7, this produces for instance a sccond
score of seven for the key data item “sat” since il occurs first
in section 1 and last in section 8, with 8 minus 1 equalling
7.

TABLE 7

key data item second score

cat
sat
mat
dog
floor
night

LR I R S T

Once step 11285 has been completed and the second scores
have been caiculated for each key data item, the step 1140
of using the key data items 1o modify the distribution value
290 of each section 295 can be performed.

This may be achieved by summing the second scores for
each section 295 and using the result to further refine the
ordering of the sections 29S5. This may be in addition 1o the
distribution value 290 calculated in FIG. 10 or it may be
used instead of this distribution value 290. For instance,
referring above 1o Table §, the second scores for each section
could be added to the first scores to give the distribution
values 290 prior 1o division.

18

The first adjusiment value for cach section 295 of the key
data set 200 is calculated at step 1230 as the sum of the third
score of each key data item in the selecled section 295.

The above process may be betier represcnted using the

5 following pseudo code:

for cach section S
set its adjustment value to zcro
for cach key data item
for every pair of sections (i, ), where i>j, that the key daia
item occurs in
add (i-))/Sd to the adjustment values of sections s; and
S:

(For ll'1c purposcs of the above pseudo code and following
description, “Sd” means sccond score and “Wd” means
distribution valuc.)

Referring back to Table 3 above, consider Scction 8 of the
cxample data set 200. The key data item “dog” has a second.

20 score of 5(=8-3). The occurrence of “dog” in sentences 3

and 4 contributes:
(8-3)/5+(8-4)5=1.8

Repeating thesc operations for the words “sat” and “floor”
yiclds the first adjustment value for Scction 8 as:

+ (8-4)5 +

(8- 3)5
~dog “dog"

8- 1y7

+ 8-31 + (B-407

+ (8-5)3 @509 (approx)
“sat “sat” .

“floor"

The advantage of using sccond scores is that it can be the
case that key data items 225 are more relevant to the subject
matier of the data sct 200 when they re-occur far apart in the
data set 200.

Adjustment Value Generalion

FIG. 12 details additional steps that may be incorporated
into step 830 of FIG. 8. The steps detailed in FIG. 12
calculate a value for each section 295 that may be used for
adjusting the distribution value 290. It is called the first
adjustment value and is calculated using the first and second
scores for cach key dala item, and a third score for each key
data item calculated under the sicp 1210 of FIG. 12.

The process of FIG. 12 also has two control loops. The
first loop ensures that the step 1210 of calculating a third
score is performed for each key data item of the data set 200
and the second control loop ensures that the step 1230 of
calculating the first adjustment valuc is performed for cach
section 295.

The process of FIG. 12 commences with the step 1208 of
accessing the first key data item in the first section 295.

The first loop is then commenced with the step 1210 of
calculating a third score for the sclected key data item. The
calculation is performed by identifying every pair of sec-
tions 295 in which the key data item of consideration
co-occurs, sublracting the lower position value from the
higher position value for each of said pairs of sections. The
result of the subtraction for cach pair is then divided by the

second score of the key data item of consideration. Each of 60

these values is then summed for the key data jlem of
consideration, resulting in the third score for the key data
item of consideration.

Once the third score is calculaled for cach key data item,
the second control loop is entered, which operates so as to
calculate the first adjustiment value for cach scction 298 of
the data se1 200.

The result of this process is, like the use of the second

35 scores described above, that links between words in sen-

tences widely spaced through a data sct 200 are favoured. It
is assumed that wide spacing indicates that a concept
contributes more significantly to the subject matier of the
data set 200.

FIG. 12 is concluded with the step 1248 of modifying the
distribution value 290 of each section 295 using the first
adjustment value. This may be performed in a similar
manner 1o the step 1140 of FIG. 11 for the second scores of
the key data items.

FIG. 13 details additional steps that may be incorporated
into steps 820 of FIG. 8. The sicps determine a further
distribution pattern for the key data items of the data set 200.
This further distribution pattern is measured using a second
adjustment value.

FIG. 13 comprises a control lcop 1o ensure that each
scction 295 has a second adjustment value calculated.

The calculation of the second adjusiment value com-
mences with the step 1310 of accessing the first adjustment
value of the selected section 295 and the step 1315 of
accessing the distribution value 290 of the selected section
295,

The second adjustment value is then calculated at step
1320 by dividing the first adjustment value by the square
root of the distribution valuc 290.

It is preferable to perform this normalisation so that
longer sentences do not get proportionalely highee scores
than shorter scntences. It has been found that dividing by v
W, provides preferred results 10 dividing by W, alone.

Applying this to the example data set 200 and referring lo
FIG. 8 above, the second adjustment value for section 8 is
calculated as:

5.09/v6=2.08(approx).

EXHIBIT 1



US 6,334,132 B1

19

Al step 1325, the distribution value 290 is modificd by the
second adjusiment value.

One method for this is to replace the old distribution value
290 with the second adjustment value, though othcr methods
similar to those detailed above in relation to FIGS. 11 and 12
are also possible.

FIG. 14 details additional steps that may be incorporated
into step 830 of FIG. 8. These steps define a skewing value
for each section 298. The skewing value of cach section 295
is used to modify the distribution value 290 of each section
295,

F1G. 14 commences with the step 1405 of accessing the
data set 200 and section informatioa. It then proceeds with
the step 1410 of identifying super groups of seclions 295
within the data set 200. The super group may take various
forms, for example where each section 298 corresponds to
a sentence then the supergroups may be the paragraphs of
the data set 200. Alternatively, where the sections 295 are
paragraphs, then the supergroups of the data set 260 may be
pages or chapters of the data set 200.

In the example data set 200 of FIG. 2, a supergroup 1
comprises sections 1, 2, 3, 4 and 5 and a supergroup 2
comprises sections 6, 7 and 8.

The skewing value is assigned to cach section 295, at step
1415, according to the position of the scction 295 within its
supergroup, with earlier sections 298 being favoured more
highly.

The preferred scheme is:

section 1: skewing value=1.2

section 2: skewing valucs=1.1

section 3: skewing valuc=1.05

section 4: skewing value=1.025 cic

The distribution value 290 of cach section 298 is then
modified according to the stcp 1420 of muitiplying the
distribution value 290 by the skewing value.

Where the embaodiment of FIG. 13 is used for the distri-
bution value 290 of scction 8, the following multiplication
is performed:

2.08*1.05=2.18(approx)

The value 1.05 is used as the skewing value because
sentence 8 is the third sentence in the second supergroup of
the data set 200.

This skewing operates on the assumplion that the most
significant information in a paragraph is often found near its
start.

A similar skewing value may also be applied 10 each
supergroup of a data set 200:

supergroup 1:
supergroup 2:

cach section is multiplied by 1.2

cach section is multiplied by 1.1
supergroup 3: cach section is multiplied by 1.05
supergroup 4: cach section is multiplicd by 1.025 ete
Thus the distribution value for section 8 becomes:

2.18°1.1(=2.3%9approx)

because scction 8 is in the second supergroup of the data set
200.

Applying the sicps of FIG. 13 and FIG. 14 yiclds the
following (approximate) skewed distribution values 290:
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TABLE 8

Section Skewed Distnibution Valucs

2.65
1.16
1.61
1.90(3)
1.90(2)
132
1.21
2.39

LN R B R

Summary Length and Section Rating (Fine Gradation)

FIG. 18 is a flow chan of additional steps that may be
incorporated into the step 420 of FIG. 4 of producing
summaries.

It commences with the step 1505 of ordering the sections
295 in numerically descending order according to their
ranking valuc which is followed by the stcp 1510 of ordering
sections 298 with the same ranking value according to their
distribution values 290.

Once the scctions 295 arc ordered, summary length data,
specified by a user or external application or, in the absence
of such, a default valuc of summary length is retricved from
summarisation control module 30S.

The section 295 with the highest ranking value (and
highest distribution valuc 290 if more than one scction 295
have the same ranking value) is then retrieved at step 1520
and the length of the scction 295 calculated. This length is
then stored against a summary length counter and at slep
1528 the length of the summary is compared against the
specified length.

Where the length does not meel summary length
requirements, the nexi highest ranked section 295 is selected
at step 1530 and its length computed and again added to the
length of the previously calculated summary before repeat-
ing the summary length test of the step 1525.

Once the scctions 295 that comprise a summary of
sulficicnt length are identified, the step 1530 of applying
summary ordering rules is performed. These rules specify if
the summary is to be generated according to ranking value
order or posilion value order. Once the step 1540 of ordering
of 1he sections 295 according to the summary ordering rules
has been performed, the step 1545 of outputting the sum-
mary is then performed.

Other embodiments may not consider section length when
generaling a summary. These embodiments select a thresh-
old value above which all sections 295 are reproduced in the
summary. An example of such is a summary that reproduces
a percentage value of the data set 200.

An example of this method appears below using the
present example data set 200 and the results of FIGS. 13 and
14.

For simplicily, each section 298 is provided with an
integer value corresponding to its position in the list of
distribution values 2%0. For cxample, there are 8 sections
295 in the present example and accordingly each section 295
is assigned a value, referred to below as a “Rating”, between
1 and 8, so that the sections 295 are ordered in the same
order as that determined by the distribution valucs 29
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TABLE 9

Rating (fine gmdation)

Section

o I N Y R T
~ 0 A ON S DO

These ratings may be used to provide summaries of all
possible lengths, by varying a threshold value for these
Ratings, and only including sections 295 with ratings at or
above the threshold.

In some embodiments, for example where detail in the
summary is more important than length, the gradation in this
rating technique above may be 100 fine (meaning some detail
may be lost) in which case a coarser rating system, as
described below, may be used.

Scction Rating (Coarse Gradation)

With a coarse Rating scheme, the number of unique
section ratings is collapsed into a smaller number, so that
summaries of approximately ¥, %, % etc of the original
document length (with a lower limit of two sections 295) are
produced.

For the example verse, the mapping from fine rating 1o
coarse rating is:

fine:87654321

coarsc: 33322111
giving the coarse sentence ratings as:

TABLE 10
section section rating (coarse gradation)
1: 3
2 1
3 2
4: 3
5: 2
6: 1
7 ]
8: 3

Thus selecting a threshold rating of 2 would produce a
summary conlaining sentences 1, 3, 4, 5 and 8 being:

The cat sat on the mat.

The dog also sat on the mat.

Both cat and dog sat on the mat.

The mat is on the floor.

The dog sat on the floor.

However, this summary has not accounted for targel data
items. To account for target data items, the ratings of all
scctions 295 containing words or phrases that maich the
target data items arc incrcased sufficiently 1o exceed the
scores of all other sections 295. In the case where there is
more than one word or phrase in the target data items, all
sentences containing N+1 matches (o the targel data items
have their ratings increased sufficiently to exceed the ratings
of all sections 295 containing N maiches 1o the target data
itcms.

In the cxample data set 200, if the data ilems of “night,
star” are used, the rating of sentence 6 (containing “night™)
under the coarse gradation system is increased from 1 to 4,
and the rating of sentence 7 (containing both “pight” and
“star”) is increased from 1 to 5. Differences in original
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gradation arc preserved when promoting ratings to take
account of the target data items.
In the example, the coarse section 295 ratings become:

TABLE 1

Section

rating (

Eie o P R
PRV S N Pl N

Thus selecting a threshold rating of 3 would produce a
summary conlaining scclions 1, 4, 6, 7 and 8.

The cat sat on the mat.

Both cat and dog sat on the mat.

‘The night was clear.

1 counted the stars that night.

The dog sat on the floor.

Accounting for target data ilems in this manner allows a
summary 23§ to be produced that accounts for not only the
target data ilems cccurring within a data set 200 but it also
places this summary 23S into context wilh the subject matter
of the entire data set 200.

Preferred embodiments may be built using the Java pro-
gramming language well known in the art and available
from Sun Microsystems, CA, USA. It is widely used for
applications related to Internet browsers and servers. In such
an embodimeni, as mentioned above, the summariser 100
may receive a URL as input. The summariser may then
request the viewer 135 to download the URL to summariser
100. Once downloadcd, the summariser may then proceed to
summarise the data sel 200 of the URL.

Where the summary contains a sentence with an HTML.
tag in it, then it is preferable that the immediately preceding
senlence be forcibly included in the summary 235. This may
be achieved in a post processing step, which commences by
scanning the summariser’s output to detect HTML 1ags.

A further post processing step is 10 review the opening of
each sentence. Where it commences wilh words and phrases
such as “Also”, “Furthcrmore”, “In addition”, “However” [if
followed by a comma), “He”, “She”, then the preceding
sentence is preferably forcibly included into the summary
23s.

Removal of a sentence from a data set 200 for the
generalion of a summary may cause quotation marks in the
summary 1o become incomplete. This may be delected by
the post processing siep of forward and reverse scanning of
the summary. Where an open quotation is found, the original
data set 200 is referred 10 and the last sentence in the quole
has quotation marks appended.

For example, assume the data sct 200 is:

(1) He said, “The project has finished.

(2) We musi celebrate our success.

(3) Everyone will receive a token gift.”

(4) The project was then closed.

Assuming that this produces a summary with scnicnces 1,
2 and 4, the summary produced would rcad as:

(1) He said, “The project has finished.

(2) We must celebrate our success.”

(4) The project was then closed.

Note the appended quotation marks at the ¢nd of sentence

EXHIBIT 1



US 6,334,132 B1

23

What is claimed is:

1. Apparatus for summarizing data sets, the apparatus
comprising:

an input for receiving a dala set to be summarized,;

scctioning means for dividing said received data set into 3

plural sections according to pre-determined criteria;

ranking means operable for cach said section to compare
data within the said section with onc or more 1arget data
items and for calculating a ranking value for the said
seclion, said ranking value being dependent on the
outcome of said comparisons for the said scction; and

compiling means for compiling a customized summary of
the data set by selecting one or more of said one or
more sections according to their respective ranking
values.

2. Apparatus as in claim 1, including a user input for

eolering target data items.
3. Apparatus as in claim 1 further including:

means for identifying onc or more key data items in ¢ach
said section according 1o a pre-determined stop list;

calculating means operable for each said scction 1o cal-
culatc one or morc disiribution values, cach said dis-
tribution value representing a different pre-determined
measure of the distribution, in said data set, of key dala
items identified in the said section; and

adjustment means for adjusting said ranking value for
cach said section according to the respective said onc or
more distribution values.

4. Apparatus as in claim 3, wherein:

said calculating means are operable to calculate a first
distribution value for cach said scction,

said first distribution value representing a measure of the
number of sections of said dala set, other than the said
section, containing key data items of the said scction,

said first distribution value, as calculated for the said
section, being proportional to the sum of the values of
said measure of the number of sections determined for
each key data item of the said section.

5. Apparatus as in claim 4 wherein:

said calculating means are operable to calculate a second
distribution value for cach said scction,

said second distribution value representing a measure of
the separation between the first occurrence within said
daia set of each kcey data item of the said section and the
respective last occurrence,

said second distribution value, as calculated for the said
secticn, being proportional to the sum of the values of
said measurc of separation determined for cach key
data item of the said scetion.

6. Apparatus as in claim §, wherein:

said selecting means are arranged to compile a summary
having a pre-defined length by selecting, in order of
decreasing rank, as determined by the corresponding
ranking value, onc or more of said onc or more
sections, beginning with the highest ranked section,
and adding each selected section to the summary until
the summary has attained said pre-defined length.

7. Apparatus as in claim 3, wherein:

said calculating means are operable to calculate a second
distribution value for cach said section,

said sccond distribution value represeating a measure of
the scparation between the first occurrence within said
dala set of each key data item of the said section and the
respective last occurrence,

said second distribution value, as calculated for the said
seclion, being proportional to the sum of the values of
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said mecasure of separation determined for cach key
data item of the said section.
8. Apparatus as in claim 1, whercin:

said sclecting means are arranged 10 compile a summary
baving a pre-defined length by sclecting, in order of
decreasing rank, as determined by the corresponding
ranking value, onc or more of said one or morc
sections, beginning with the highest ranked scction,
and adding each selected section to the summary until
the summary has antained said pre-defined length.

9. A mcthod for generating a customised summary of a

data set, the methed comprising:

1) receiving, as input, a data sct to be summarized;

i) dividing said data set into sceclions according 10 pre-
determined criteria;

iii) comparing data items in cach said section against onc
or morc target data items;

iv) calculating a ranking valuc for each said scction in
dependence upon the outcome of the respective said
comparisons; and

v) compiling a customized summary of said data set by
selecling one or more of said one or more sections
according to their respective ranking values.

10. A method as in claim 9 further comprising:

a) identifying key data items within cach said section
from step ii) according to a pre-determined stop list;

b) calculating, for each said section, one or more distri-
bution values each representing a pre-determined mea-
sure of 1he distribution of the key data jtems of the said
seclion in said data set; and

¢) adjusting said ranking value form step iv) for each said
scction in dependence upon the respective said one or
more distribution values.

11. A method as in claim 10, wherein:

at step b), said one or more pre-determined measures of
distribution include a mecasurc of the number of scc-
tions of said data sct, other than the said seclion,
containing key data items of the said section; and

the corresponding distribution value, as calculated for the
said section, is proportional 1o the sum of the values of
said measure of the number of sections determined for
cach key data item of the said section.

12. A method as in claim 11 wherein:

at step b), said one or more pre-determined measures of
distribution include a mecasurc of the scparation
between the first occurrence within said data sel of cach
key data item of the said section and the respective last
occurrence; and

the corresponding distribution value, as calculated for the
said section, is proporticnal to the sum of the values of
said measure of scparation determined for each key
data item of the said section.

13. A method as in claim 8 wherein:

at siep b), said one or more pre-determined measures of
distribution include a measure of the separation
between the first occurrence within said data set of cach
key data item of the said section and the respective last
occurrence; and

the corresponding distribution value, as calculated for the
said section, is proportional to the sum of the values of
said mcasurc of separation determined for each key
data item of the said section.
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