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INTRODUCTION

1. My name is Lyle H. Ungar. | have been retained by Defendants AOL, Inc.,
Google Inc., IAC Search & Media, Inc., Targadrp., and Gannett Cdnc. (collectively
“Defendants”) to give my expert opinion ashe validity of the patertlaims asserted by I/P
Engine, Inc. (“I/P Engine”) in the above-captidnaatter. Below, | set forth the reasons that |
believe the asserted patent claims to be invalid.

2. My analysis covers claims 10, 14, 15, 25, 27, and 28 of U.S. Patent No. 6,314,420
(hereinafter “the ‘420 Pateitand claims 1, 5, 6, 21, 22, 26, 28, and 38 of U.S. Patent No.
6,775,664 (hereinafter “the ‘664 Patent”). It is opinion that each of the asserted claims are
invalid at least for antipation and/or obviousness in light of the prior art.

3. | receive $600 per hour for my worlkly compensation is not dependent upon
the outcome of this case.

4, The matters referenced in this Repe based upon my personal knowledge, and

if called upon as a witness | could testify completely as to these matters.

Il. QUALIFICATIONS

5. | am an Associate Professor of Qauter and Information Science at the
University of Pennsylvania. dbtained my R.D. in 1984 from MIT and my B.S. in 1979 from
Stanford University. | have been on the facof the University of Pennsylvania since 1984.

6. | won the National Science Foundatiore$ldential Young Inv&igator Award
and | currently serve as an editor of the daliof Machine Learning Research, the premier
publication in its area. | alsegularly present papers andiaals at a number of top
conferences in the fields data mining, machine learningnd text mining, and | review

submissions for such conferences.
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7. | have published over 100 peer-reviewed articles on my research, in venues such
as theJournal of Machine Learning ResearGiMLR), ACM Transactions on Knowledge
Discovery from Data (TKDD), IEEE Knowledg@@ Information Systems, the Proceedings of
the ACM Conference on Electronic Commeraa] ¢he Proceedings of the ACM Conference on
Information and Knowledge Management (CIKM)also am a named co-inventor on eight
patents in the field of computand/or information science.

8. | have extensive experience teachingshiejects of Internet search, information
filtering, and collaborative filtering, which | coven my courses at the University of
Pennsylvania at both the undergrattuand graduate levels,arecutive education courses |
teach to working executives at Penn’s Engingeand Business schools, and in tutorials that |
give at technical coefences around the world.

9. My work in collaborative filtering, dating ba¢k the time of the asserted patents,
is widely cited. For example, “Clusteriddethods for Collaborative Filtering” (Ungar and
Foster; 1998) and “Methods and Metrics fold€E8tart RecommendatiohéSchein, Popescul,
Ungar and Pennock; 2002) each has over 400 citdatidhe scientific literature. Three of my
patents in the area of information recoender systems (U.S. Patent Nos. 5,754,939; 5,835,087;
and 5,758,257) each has over 500 @tailisted on Google Scholar.

10. | have consulted for a number of start-upghe area of cadlborative filtering,
including CDNow (music recommendations)kifdi (movie recommendmns), and MutualArt
(art recommendations). | also have worked w&ithide range of companies in the area of
information filtering, including Digital Trowel and Dow Jones.

11. A full list of my qualifications and expeence is containeth my CV, which |

attached as Exhibit C to this Report.
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12.  As a result of my qualifications and exmarte, | consider myself to be an expert
in the field of the asserted patents. | dlase mentored and supe®d numerous students
whom | consider to be personsarflinary skill in the field othe asserted patents.

13. | have reviewed extensive materials tiglg to this case, including the asserted
patents, the patent histori¢ise claim construction briefs awdder, and numerous technical
papers and articles discussing sitepe and content of the priot ar the timeframe relevant for
the asserted patent. In adises, | have applied the claim constructions propounded by the Court
in its Order and Opinion dated June 15, 2012omistructions agreed by the parties for terms not
expressly construed by the Court. The makerelied upon aredted in Exhibit B.

14. In this Report, where | have cited a refece as prior art, either the reference
predates the priority daof the Patents or | have beeformed by counsel for Defendants that
Defendants will be able to prove at trial tkia¢ reference is prior art as to the Patents.

15. | may present my opinions in the form of a tutorial or otherwise and reserve the
right to respond to any evidenZP Engine may present concargithe subject matter of this
report.

16. It may be necessary for me to supplement this Report based on material that
subsequently comes to light in this case, am$érve the right to do so. | may be asked to
present demonstrative evidence at taald | reserve theght to do so.

17. It may be necessary for me to revise or supplement this Report, or submit a
supplemental or responsive report, based on any supplemental or responsive report of I/P Engine,

and | reserve the right to do so.
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[I. LEGAL PRINCIPLES

18.  As an expert assisting ti@ourt in determining invalidity, | am obliged to follow
existing law. | have therefore been asked taafhe following legal principles to my analysis,
and | have done so:

a. For a claim to be anticipated, eydimitation of the claimed invention
must be found in a single priortaeference, eitherxgressly or inherentharranged as in the
claim.

b. When a claim covers several alternative structures or compositions of
elements, either generically as alternatives, the claim is deemed anticipated if any of the
structures or compositions withine scope of the claim is disclaker practiced in a single prior
art reference.

C. For a claim element to be inherenpisesent in a prior art reference, the
element must be “necessarily present” in tiseldsed apparatus, system or method, not merely
probably or possibly present.

d. A claim is invalid for obviousness differences between the subject
matter sought to be patented and the prior arsach that the subject matter as a whole would
have been obvious at the time the invention wagent@a a person having ordinary skill in the art
to which said subject matter pertains. Tbeperly applied as an olmtisness or anticipation
reference, the reference must predate the iroreof the subject mattaf the claim, unless a
statutory bar applies.

e. In determining whether a claim&uvention is obvious, one should
consider the scope and content @& ghior art, the level of ordinary skill in the relevant art, the
differences between the claimedention and the prior artnd whether the claimed invention

would have been obvious to one of ordinaryl &k the art in lightof those differences.
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f. If one of ordinary skilin the art can implement a predictable variation
prompted by market forces orgign incentives, such a variatimobvious. If a technique has
been used to improve one device, and onedihary skill in the artvould recognize that it
would improve similar devices in the same wasing the technique is obvious unless its actual
application is beyond ordinary ilkStated differently, the @per question is whether one of
ordinary skill, facing the wide rge of needs created by developitsen the field of endeavor,
would have seen a benefit to combathe teachings dhe prior art.

g. Where there is a design need or nearessure to solve a problem and
there are a finite number of identified, predile solutions, it is obvious to pursue the known
options within the grasp afmne of ordinary skill.

h. Contemporaneous development of similar variations of a device or method
by other parties is indative of obviousness.

I. In establishing obviousness, one muatid the “ temptation to read into
the prior art the teachings of the inventiongsue” and “guard againgipping into the use of
hindsight.” The prior dritself, and not the applicant's alleged achievement, must establish the
obviousness of the combination.

J- | understand that cexih objective factors, sometimes known as
“secondary considerations” may also be takeém account in determining whether a claimed
invention would have been obvious. Suchoselary considerations &sommercial success,
long felt but unsolved needs, [and] failureotifers” may be evidence of non-obviousness. If
such factors are present, they mustbesidered in determining obviousness.

K. The person of ordinary skill is a hypothetical person who is presumed to
be aware of all of the pnent art. The person of ordinaskill is not an automaton, and may be
able to fit together the teachings of multiple prior art references employing ordinary creativity
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and the common sense that familiar items may have obvious uses beyond their primary purposes.
It is not necessary to demonstrate precise tagstdirected to the specific subject matter of the
challenged claim, for a court can take account of the inferences and creative steps that a person
of ordinary skill in the art wodl employ. A patent which meretyaims predictable uses of old
elements according to theirtablished functions to achieypeedicable results may be found
invalid as obvious.
l. Art that is analogous to the subjacatter of the patent may properly be
used as an obviousness reference. | understahd tkference is reasdiya pertinent if, even
though it may be in a different field from that oétimventor's endeavor, it is one which, because
of the matter with which it deals, logicallyowld have commended itself to an inventor's
attention in considering his problem.
m. An invention is obvious if one of ordinaskill in the art, faced with the
wide range of needs created by developmientise field, would have found it obvious to
employ the solution tried by th@plicant to meet such needs.
n. | understand that 35 U.S.C. § 112 gaowethe “definiteness” requirement
for patent claims. | understand tlapatent claim iswalid as indefinite ifa person of ordinary
skill in the art could not determine the boundshef claim. | understand that one of ordinary

skill in the art must take the claim asittean to determine if it is definite.

V. OVERVIEW OF THE ASSERTED PATENTS

19. The patents-in-suit are U.S. Patent No. 6,314,420, entitled “Collaborative/
Adaptive Search Engine,” and U.S. Patdot 6,775,664, titled “Information Filter System and
Method for Integrated Content-Based and Coltabee/Adaptive FeedbadRueries.” The ‘420

Patent was filed on December 3, 1998 andedsan November 6, 2001. The ‘664 Patent was
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filed on October 22, 2001 and issued on August 10, 2004. ‘664 Patent claims priority to the
‘420 Patent. There are no substantive differences andbntent of the patesitspecifications.

20. lunderstand that I/P Engine has assgrhfringement of claims 10, 14, 15, 25,
27, and 28 of the ‘420 Patent. Claim 10 is anpeaelent claim, claim 1depends directly from
claim 10, and claim 15 depends directly fromrmldi4. Claim 25 is amdependent claim, claim
27 depends directly from clai@b, and claim 28 depends direcitpm claim 27. Claims 10, 14,
and 15 are system claims, and claims 25, 27 28male essentially method versions of claims
10, 14, and 15, respectively.

21. | further understand that Ifengine has asserted infgement of claims 1, 5, 6,
21, 22, 26, 28, and 38 of the ‘664 Patent. Claim 1 is an independent claim, claims 5, 6, and 21
depend directly from claim 1, and claim 22 depetidsctly from claim 21. Claim 26 is an
independent claim and claims 28 and 38 depkrattly from claim 26. Claim 1 and its
dependants are system claims, while claérand its dependants are method claims.

22. Broadly speaking, the asserted patentcdiee systems and methods for using a
combination of content-based and collaboratilterfng to filter search results. The Abstfact
reads:

A search engine system is provided fqrostal site on the internet. The search

engine system employs a regular seamhine to make one-shot or demand

searches for information entities which puawiat least threshold matches to user

gueries. The search engine system also employs a collaborative/content-based

filter to make continuing searches for information entities which match existing
wire queries and are ranked and stored @wee in user-accessible, system wires

1 The ‘420 Patent and the ‘664 Patent @lsmport to be continu@ns-in-part of U.S.
Patent 5,867,799 (“the ‘799 Pat8nfiled on April 4, 1996. Howeer, | understand I/P Engine
does not claim that the ‘420 Patent664 Patent are erigd to the ‘799 Patent’s priority date.
Furthermore, in the ongoing re-examination of ##0 Patent, the Pate@iffice explicitly held
that the ‘420 Patent isot entitled to the ‘799 Rent’s priority date.SeeSection VI, infra.

2 As noted above, the ‘420 and ‘664 Patéwtge substantially idéical specifications.
Unless otherwise noted, all quotatsoand citations to the specification in this Report refer to the
‘420 Patent.
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corresponding to the respective queriésuser feedback system provides
collaborative feedback data for integoatwith content profile data in the
operation of the collaborative/content-bé$iéter. A query processor determines
whether a demand search or a wire ge# made for an input query.

23.  As noted in the Abstract, the conceptdiwire” features prominently in the
patent specifications and many of the claims. Fdtents define a “wire” as a “query [that] is
profiled in storage on a caeit basis and adaptively updated over time, and inforhuintained
from the network are compared to the profderelevancy and rankg.” (1:57-60.) As
discussed below, the Patent Office relied an“thire” as the allegegoint of novelty that
rendered the patents patentable. However, the™*wlement is absent from all the asserted
claims in this litigation. Thus, the claims in thitgyation lack the featwr that the Patent Office
considered key to the patents’ novelty and patentability.

A. Technology Claimed in the Asserted Patents

24. The asserted patents “relate[] to imf@tion processing systems for large or
massive information networks, suah the Internet.” (1:10-12). More specifically, the asserted
patents relate to “information systems . . . velrea search engine apées with collaborative
and content-based filtering to prdei better search responsesiser queries.” (1:12-16). The
patents use a combination of content-based and collaborative filtering to filter “informons.”
(Abstract; 3:19-20). “Informon” is a coinedte from the Patents that simply means “an
information entity of potential or actualt@rest to a particular user.” (3:31-33).

25.  As the specification explains, “[c]lontent-based filtering is a process of filtering by
extracting features from the informon, e.g., the text of a document, to determine the informon’s

relevance.” (4:23-26). For example, if a usetered the search quéBaris,” a content-based

® The parties agree that 4nformon” is “informationentity of potential or actual
interest to the [individual/firstiiser.” The Court adopted tparties’ agreed construction.
(Markman Order at 8.)

4 See alsdn. 3.
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filter might filter documents according to how afttheir text included the word “Paris,” with
documents that mentioned “Paris” numerous times more likely to pass the filter than documents
that mentioned “Paris” just once or twiceltéknatively, if a user entered the query “Paris

museum vacations,” a content-based filter mfigter documents according how many of these
words were included in the documents’ text, vdicuments that mentioned “Paris,” “museum”

and “vacations” more likely to pass the filter than documents that only mentioned “Paris” and
“vacations” or documents that onyentioned “Paris” and “museum.”

26. In contrast to content-based filtering, the specification states that “[c]ollaborative
filtering . . . is the process of filtering informons, e.g., documents, by determining what
informons other users with similar interestsieeds found to be relevant.” (4:26-29). The
exemplar query mentioned above, “Paris,"sthates the potentialility of collaborative
filtering. The word “Paris” can refer to many diffateconcepts — for example, the large city in
France, the smaller town in Texas, the celel?ayis Hilton, etc. Withoutollaborative filtering,

a search engine user who enters the query "Raight receive a jumble of documents related to
France, Texas, or celebrity gossip, since allgltgsuments might contain the word “Paris.”
Collaborative filtering could filter these documents according to which documents other users
with similar interests or needsund to be relevant. For exate, suppose the user’s prior
browsing history showed that she was a Francopliig¢hat case, a daborative filter would

look at which Paris-containing documentier Francophiles (as determinectiir prior

browsing history) found to belevant. Other Francophileowld presumably have browsed
documents about Paris, France far more thanrdents about Paris, Texas or Paris Hilton, even
if all these documents mentioned the terrari®”’ an equal number of times. Thus, the

collaborative filter would presnt our hypothetical Francophile with documents about Paris,
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France rather than documents about Paris, TexBaris Hilton, based on the fact that other
Francophiles had found documents about PEramce to be the most relevant.

27. As for how a collaborative filtering syem groups users into communities of
similar interests or needs (Francophiles, celebritichexs, etc.) in the first place, this is also
conventionally done by monitoring what docurtgethe users clicked on, bookmarked, or
otherwise selected. If the sgat sees that Users A, B, and C have each selected a high
proportion of documents about France, then it grayp these users togetlaer Francophiles. If
the system sees that users D, E, and F baek selected a high proportion of documents about
celebrities, then it may group these users together alsritglwatchers.

28.  While the above example illustrates the conventional understanding of
collaborative filtering, | understand that I/P Emgihas taken a broad and unconventional view
of what collaborative filtering entails. According to I/P Engine, users are deemed to have
“similar interests or needs” f@urpose of collaborativiitering as long as these users entered
the same searauery— even if there is no similarity in the type of sears$ultsor other
documents that they choose to view. Indé#dEngine made this precise argument at the
Markmanhearing in this case.SéeMarkman Tr. at 35:14-18 (“when we look to see who has
similar needs or interests, what we are looking atho else made that same search? Who else
made that same query? Who askedyfils? Who asked for Jaguar?”)

29.  Thus, sticking with the example of a “Péarigiery, I/P Engine takes the view that
collaborative filtering would simply require filtering search results according to which search
results other users who entered the query “Péoigid to be relevant — regardless of whether
these other users were Francophiles lookingnfmrmation on the Paris in France, Texans
looking for information on the Paris in Texas,cetebrity watchers looking for information on
Paris Hilton. Under I/P Engineisterpretation, there is no needraxord users’ search history
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over time to determine their interests/neandd group them into communities of interest.
Instead, a user’s interests @eals can be discerned instantarsty by looking at a single query
that he entered — and any users who enterethéesjuery in common are deemed to have the
same interests or needs simply by virtue of having entered the same query.

30. Notably, the “Background of the Inventioséction of the asserted patents tacitly
acknowledges that using a combination of eatvbased and collaborative filtering to filter
search queries was known in the prior art. 8igatly, the Background of the Invention section
states that “[i]n the operation of the InternetA.user typically connect® a portal or other web
site having a search capability, ahdreafter enters a particular gpe. . Thereafter, the search
site typically employs a ‘spidescanning system and a content-loefsiéer in a seach engine to
search the internet and find information which rhdte query.” (1:17-26). It goes on to state
that “[c]ollaborative data can lyeade available to assist in imfioon rating when a user actually
downloads an informon, considers and evaluatesd returns data to the search site as a
representation of the valwé the considered informaio the user.” (1:41-45).

31. Having explained that prior search enginised content-based and collaborative
filtering, the Background of the Invention sectioeritstates that “[ijn the patent application
which is parent to this continuation-in-part application. anadvancectollaborative/content-
based information filter system is employed to provide supgitiering in the process of finding
and rating informons which match a user’s quer{i.'46-52) (emphasis added). The alleged
advancement of this patent was to employ aéWihat stores the ussmuery on a continuing

basis. Seel:56-64:

> This “parent” application referred to ingtsection is the application that matured into
the ‘799 Patent. As previoushpted, both asserted patents amstimuations-in-part of the ‘799
Patent, but I/P Engine does mtiege that the asserted patecan claim priority to the ‘799
Patent’s priority date.
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In operation, a user enters a quang a corresponding ‘wire’ is established, i.e.,
the query is profiled in storage @ncontent basis and adtiyely updated over

time, and informons obtained from the network are compared to the profile for
relevancy and ranking. A continuously ogiing ‘spider’ scas the network to

find informons which are received andpessed to determine relevancy to the
individual user’s wire or to wires estisshed by numerous other users. (emphasis
added).

32.  Finally, when the patents first describBétpresent invention,” they repeat the
“adaptive” updating that is tHeallmark of the recited wireSee2:20-26 (“The present invention
is directed to an information processing systepeesilly adapted for use at internet portal or
other websites to make network searches forimddion entities relevant to user queries, with
collaborative feedback data and content-basedashatadaptive filter structuringoeing used in

filtering operations to produce significantlypnoved search results.”)

B. The Prosecution Histories

1. The ‘420 Patent

33.  The Applicants filed the applicationabwould become the ‘420 Patent on
December 3, 1998. On December 6, 2000, all asbelaims were rejected for non-statutory
double-patenting over the parent ‘799 Patente Ekaminer reasoned that the only difference
between the pending claims and the ‘799 claias that the pending claims applied the ‘799
claims’ content-based and collaborative filtering to a search engine environment. Further, the
Examiner stated that “it would have been obvitwusne of skill in the arat the time of the
invention to have implemented the informatidtefing system of Langt al. (U.S. Patent no.
5,867,799) wherein the computer network provittexteof (See Lang et al. Figure 1) would
have incorporated a search engin€December 6, 2000 Office Action at 3).

34. On May 7, 2001, the applicants submitte@raninal disclaimer to overcome the

double-patenting rejection.
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35. On May 21, 2001, the Examiner allowed the pending claims. In so doing, the
Examiner made clear that a search engiaedmployed a combination of content-based and
collaborative filtering was not novel. Nonethalgthe Examiner found that the claims were

patentable because of the “wire” element:

2. The [ollowing is an examiner's statement of reasons for allowance: The present invention
is directed to a search engine operated with collaborative and content-based filtering. The closest
prior art [Michael Persin, Document Filtering for Fast Ranking, ACM, July, 6, 1994, pages 339-
348] discloses a similar fillering method. However, Michael Persin fails to show “storing a finked

list of relevant informons as a wire and providing a system for returning a wire to an individual

user”. These limitations, in conjunciion with all other limitations of the base claims were not

shown by, would not have been obvious over, nor would have been fairly suggested by the prior

art of record.
(May 21, 2001 Notice of Allowability at 2 (emphasgisoriginal)). At nopoint did the applicants
alert the Examiner that not all of the claims altyjuzontained the “wire” element that was key to
the Examiner’s conclusion of fgntability.

2. The ‘664 Patent

36. The application that would becomeett®64 Patent was filed on October 22,

2001. The Examiner allowed the patent, withauor rejection, on March 31, 2004.

C. The Relevant Claims

37.  The relevant claims of the astl patents are reproduced befow:

1. The ‘420 Patent

10. A search enginsystem comprising:

a) a system for scanning a network to make a demand search for
informons relevant to a query from an individual user;

® The letter designations in each of thesproduced claims are added for clarity.
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b) a content-based filter systdar receiving the informons from the
scanning system and for filtering the informons on the basis of applicable
content profile data for kevance to the query; and

c) a feedback system for receiviogilaborative feedback data from
system users relative to informoc@nsidered by such users;

d) the filter system conibing pertaining feedback data from the feedback
system with the content profile data in filtering each informon for
relevance to the query.

14. The system of clairiO wherein the collaborative feedback data comprises
passive feedback data.

15. The system of clairh4 wherein the passive feedback data is obtained by
passively monitoring the actualgonse to a proposed informon.

25. A method for operating a searehgine system comprising:

a) scanning a network to make a dechaearch for informons relevant to
a query from an individual user;

b) receiving the informons in a cemt-based filter system from the
scanning system and filtering the informons on the basis of applicable
content profile data for relevance to the query;

c) receiving collaborative feedbacktddrom system users relative to
informons considered by such users; and

d) combining pertaining feedback datah the content profile data in
filtering each informon for relevance to the query.

27. The method of clair5 wherein the collaborative feedback data provides
passive feedback data.

28. The method of clain27 wherein the passive feedback data is obtained by
monitoring the actual respam$o a proposed informon.

2. The ‘664 Patent

1. A search system comprising:

a) a scanning system for searching for information relevant to a query
associated with a first usera plurality or users;
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b) a feedback system for receivingammation found to be relevant to the
guery by other users; and

c) a content-based filter systemr tmmbining the information from the
feedback system with the informati from the scanning system and for
filtering the combined information for relevance to at least one of the
guery and the first user.

5. The search system of claihwherein the filtered information is an
advertisement.

6. The search system of claibfurther comprising an information delivery
system for delivering the filtered information to the first user.

21. The search system of clathwherein the content-based filter system filters
by extracting features from the information.

22. The search system of clakit wherein the extracted features comprise
content data indicative of the relevancéhe at least one dfie query and the
user.

26. A method for obtaining informationlevant to a first user comprising:

a) searching for information relevanta@uery associated with a first user
in a plurality of users;

b) receiving information found to elevant to the query by other users;

¢) combining the information found to be relevant to the query by other
users with the searched information; and

d) content-based filtering the combined information for relevance to at
least one of the quegnd the first user.

28. The method of clain26 further comprising the step of delivering the filtered
information to the first user.

38. The method of clain26 wherein the searching step comprises scanning a

network in response to a demand search for the information relevant to the query
associated with the first user.
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D. The Court’'s Claim Constructions

38. On June 15, 2012the Court issued arkmanOrder construing several terms
in the asserted claimsSéeDocket Entry 171 (“Markman Orde)). The Court’s constructions
are as follows:

informon: information entity of potential or actuedterest to the fidividual/first] user

user: an individual in communidan with the network ¢ the ‘420 claims); an
individual in communication witla network (in the ‘664 claims)

relevance to the queryhow well an informon satisfiese¢hndividual user’s information
need in the query

guery: request for search results

collaborative feedback data:data from system users regarding what informons such
users found to be relevant

scanning a network:looking for or examining items in a network
a scanning systema system used to search for information
demand search:a single search engine quemrformed upon a user request

order of steps:Step [a] must be performed bef@tep [b] in ‘420 claim 25; Steps [a]
and [b] must be performed be#oStep [c] in ‘664 claim 26

V. THE SCOPE AND CONTENT OF THE PRIOR ART

A. The Prior Art Generally

39. This section contains a brief historys#farch and collaborative filtering, focusing
on the years shortly before the apations for the asserted patewsre filed. In this section, |
explain some of the key ideas dissed in the patenta@describe the state of the art at the time

of the patents.

" While the Order was filed on June 15, 2012 derstand that it veanot distributed to
the parties until June 18, 2012.
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40. The 1990’s was a period with much resdaon, and application of, search and
collaborative filtering. Two parallehreads came together in the 1990’s: search engines such as
AltaVista allowed people to type queries anttieve documents, while recommender systems
such as GroupLens used collaborative filtering to recommend items such as movies or news
articles to people. These collaborative filteralgorithms took advantage of the fact that if you
liked the last ten movies thaliked, you will probably like the el@nth movie that | like as well.

41.  As the number of documents on the Internet grew, a key question for search
engines became determining which documentg Weest” for a given user making a given
query. As will be described below, it was clémamany people that collaborative filtering could
provide one part of the answer to that questidhis is the context in which the ‘420 and ‘664
Patents were written.

a. Recommender systems

42. Recommender systems have long been ussédléat which of a large set of items
a user might be interested in. For example, Netflix determined which of its movies to suggest to
a subscriber and Amazon determined which oft@fsproducts to present to a shopper. Note
that the items have often been web pagesaating general information or descriptions of
specific products such as movies or books.

43. Recommendations can be based on manipattrs of the web pages, the products
they describe, and the users to whom tlieememendation is offered. Most simply, the
popularity of the page or product can be u$env many people bought a book, clicked on an ad,
or linked to a web page. More popular items an&ked higher in the ligb be presented to the
user. More sophisticated approacfasselecting recommendations incluctentent-basednd

collaborativefiltering.
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44.  Content-based filteringses attributes of the items being considered for
recommendation in order tother select recommendations for a given user. In movie
recommendations, for example, content-basedifijecould use the movig'director and lead
actors, genre information (is it a comedy or nad@P)d words that appear in the synopsis of the
movie. These might be matehagainst the user’s profile.g, based on movies previously
viewed by the user) or against the words the yg@Ed in a query to a search engine. Thus, if a
user’s profile showed that he liked romiarcomedies starring Steve Martin, the movie
recommendation system might present him witvies that have been labeled as romantic
comedies and had Steve Martin as one of theac#iternatively, if tle user typed “romantic
comedies Steve Martin” as a search queryptbeie recommendation system might also present
him with romantic comedies that had Stdvartin as one ahe actors.

45.  Collaborative filteringworks on the principle thatyou and | like many of the
same items, then it is a good idea to recemdnto you additional items that | have likéd.

Many different algorithms are used for this task. A simple okensarest neighbors-based
collaborative filtering which works as follows:

a) Represent each person in a databasdislyad products that #y have purchased.

b) For a ‘target’ user, for whom one wants to make a recommendation, find the set of

people who have the most similar listmfrchased products. The number of products

that occur on both lists is a simple measurkaf similar they are. In practice, much
more sophisticated algorithms are used thlad into account how many items each user
has purchased and how poputae different items are.

c) Select the k (where k is a number, such)awost similar users to the target user.

8 Typically, one does not know if a user adty likes a product or page; one only knows
if they purchased it or clicked on it. Thus, i teixample that appears later in this paragraph, |
speak of “purchased” instead of “liked.”
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d) Rank potential products to recommend basedow many of the k similar users have
purchased those products. Products that more similar people have purchased are ranked
more highly.

e) Optionally, return only the most highly-ranked items on the list.

46. Some recommender systems use a different varant-based collaborative
filtering, where instead of finding similar users bdsa their purchase haty, similar items are
found based on the items being purchased by the sapkepén this case, each item is a list of
the people that have purchased it, and simildétyveen a pair of items is computed based on
how “similar” their lists of purchasers are.

47.  Early collaborative filtering systemand some current systems, worked by
having users explicitly rate items.g.,“On a scale of 1 to 5, where 1 is ‘I hate it and 5 is ‘| love
it,” how do you rate this movie?”)However, researchers soon fouhdt it is often sufficient to
monitor users’ actions tofier what they like. Sucpassive monitoringncludes noting what
items a user has viewed, clicked or purchasetpw long the user Baspent viewing a given
web page or listening to a given song.

48. By the mid 1990’s, content-based and collaborative filtering were both well
established in academia and in industry and tittemvas paid to how to improve these filtering
methods in various ways, including by comhmthem. This is important, among other reasons,
because when one first starts an infororagystem, one only has data for content-based
recommendations. In other words, when a sydiesinstarts, no user selections are generally
available on which to do collaborative filteriniyloreover, if a system has relatively few users
compared to the number of selectable items, stames might be selectadfrequently or not at

all, making it hard or impossible tecommend these items using collabogfiitering alone.
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49. *“Collaborative filtering” as derm in the literature dateback at last to the 1992
Goldberg et al. article on theliapestrysystem, and was receivisgynificant press by 1995 with
the WEBHOUND system and the founding of what became Fikedtyvork, Inc Several of the
key academic collaborative filtering systemmgluding GroupLens, Fab, Referralweb, PHOAKS
and Siteseer were described in 1997 in a widedyl Communications of the ACM Special Issue
on collaborative filtering. Workshops on resmender systems soon followed, sponsored by the
American Association foArtificial Intelligence (AAAI 1998) and the ACMSpecial Interest
Group on Information RetrievgBIGIR 1999), among others. An overview of the applications
of collaborative filtering covenig the 1990’s is given the 2002 bdadord of Mousé.

b. Search engines

50. By the time of the asserted pateneareh engines had been popular for many
years. The first wave of modern search ergyimecluding AltaVista, IfoSeek, and Lycos, were
launched in 1994. By 1998, Google and MSN Seheathalso launched search engines. These
‘modern’ search engines all share the same teatenology: they first caict a database of web
pages (originally entered manually, and latdlected using automatic web-crawling software
called “spiders”), which are then inded by the words that they contathUsers type in a query,
which is then matched against the index taeeér documents that contain the query words (or
some subset of them). The resulting retriedecuments are then rankkbdsed on some metric
of quality (.9, popularity as described above) and litdkshe highest-reked documents are
presented to the user, along with short sames of the documents called “snippets” or

“squibs”.

° Detailed bibliographic citations for theferences discussed in this paragraph are
contained in Exhibit B of this report.

19 Formally, this list of documents contaigi each word is calleah “inverted index”:
each word has a list of documents thatitwss in, inverting the normal document collection
where each document has a list of words that occur in it.
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51.  Current systems are actually much mswphisticated, using not only the words
of the query but also related words includuagiant spellings and synonyms, and the set of
documents returned are selected for diversitwelsas for quality. However, the basic idea
remains the same as in the 1990’s.

52.  Searchwhere a user enters a queryragi time (“one shot” or “demand”
gueries) and immediately looks aettesults, is closely relatedfitiering (‘wires” in the
asserted patents) where a user provides a atagdery and documents are collected for the user
to read. Search is widely used, of coursemioglern search enginegiltering was widely
studied in the mid-1990’s, but has proved legsuter than demand search, although it remains
common among, for example, news-clipping servibhas send subscribers daily collections of
articles that match theinterest profiles.

53. For example, in a search system, a user might enter the query “Paris museum
vacations” and the system would immediatelggent him (within seconds) with dozens or
hundreds of documents matching these terms.r Afesenting the userithr these documents,
the search for and presentation of documents would cease. By contrast, in a filtering system, a
user might have a standing request for docunemsit Paris museum vacations. Every day, the
system would look for newly-published documemiztching these terms and would deliver them
to the user’s folder.

54.  As previously noted, search systems and filtering systems are conceptually very
similar. In the example from the precedpayagraph, for instanca,search system and a
filtering system might use the same algorithntgsfind candidate documents. The difference
would simply be that the search system cotglamne-time search and delivers responsive

documents to the user almost instantaneouslijeafiltering systemanducts the same search
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every day and delivers new documents to the whenever one of its daily searches uncovers a
new and non-duplicative responsive document.

B. Exemplary Prior Art References

1. U.S. Patent No. 6,185,558 to Bowman et al. (“Bowman”)

55. U.S. Patent No. 6,185,558 to Bowman et al., entitled “ldentifying the Items Most
Relevant to a Current Query 8= on Items Selected in Conties with Similar Queries,” was
filed on March 10, 1998 and claims priority to @ysional application filed one week earlier.
The Bowman patent issued on February 6, 20Qihderstand that Bowman is accordingly a
prior art patent with respect tbe asserted patents, whichioh priority to a December 3, 1998
patent application®

56. As detailed in the specification, Bowmamctions similarly to a traditional
search engine in that it accepts a query feonser and generates a body of search results in
response to the querySde idat Abstract; 5:31-32; claim 28). However, Bowman also gives
each search result a ranking score accorditgwooften prior users who had entered the same
guery had selected that particular resuied idat Abstract; 2:30-35; 5:335; claim 28). Items
that were selected more oftgat higher ranking scores.

57. Bowman then adjusts the ranking scoreath search result according to how
manyof the terms in the query are toled by the search resulSee idat 8:50-53; claim 29).

Search results whose content contains all thest@émrthe query get higher ranking scores, while

1| understand I/P Engine has specificaligclaimed any knowledger belief that the

asserted patents may claim a priodgte earlier thaDecember 3, 1998.S€el/P Engine’s
Third Supplemental Response to Interrogatéoy 1 (July 2, 2012) (“After a reasonable
investigation of available infaation including a review dhe documents identified in
Plaintiff's First Supplemental Response ttelnogatory No. 1 and discussions with named
inventors Andrew K. Lang and Donald Kosak, Ridi is not aware of evidence sufficient to
form a contention as to the conception ofany reduction to practice activities related to, the
patents-in-suit prior to &cember 3, 1998.”)
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search results get progressividwer ranking scores as their cent contains fewer and fewer of
the terms in the query.Sée id).

58. The search results are finally presente the user in ranked ordeid.(at
Abstract). Additionally, the stem may present only a subset of the search results whose
ranking scores exceed a certain threshold, or a&pradined number of search results that have
the highest ranking scoresSge idat 9:60-64).

59. For example, if a user enters thareh query “Paris museum vacations,”
Bowman generates a body of search result items that contain the words “Paris,” “museum,” or
“vacations.” Bowman then gives each of gnéems a ranking score based on how often they
were selected by other users who had enteeedubry “Paris museum vacations.” Bowman
then adjusts the ranking scot®sgiving higher scores to itemsatihcontain “Paris,” “museum,”
and*“vacations,” while giving lower scores terms that contain only two of these terms (and
giving evenlower scores to items that only contain one of these terms.) Bowman finally
presents these items (or some subset of these items) to the user.

60. Thus, in Bowman, the final ranking score for each item is generated through a
combination of what I/P Engine asserts to béaborative filtering (degrmining how often other
users who entered the same query selecteiteting and content-based filtering (analyzing the

item’s content to see how maaf/the words from the qug appear in the item).

2. U.S. Patent No. 6,006,222 to Culliss (“Culliss”)

61. U.S. Patent No. 6,006,222 to Culliss, entitled “Method for Organizing
Information,” was filed on August 1, 1997 and issued on December 21, 1999. | understand that
Culliss is accordingly a prior art patent with resgedhe asserted patents, which claim priority

to a December 3, 1998 patent application.
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62. Culliss, like Bowman, is directed to aasch engine system that ranks search
results based on a combinatiortloé content of the search reswdtel feedback from prior users
who had entered the same queng &iewed these search results.

63. In Culliss, Internet articles are associatath key terms that they containld(at
3:60-64). For example, two articles about nwmsesiewing vacations in Paris (“Article 1” and
“Article 2”) might both be assoated with the key terms “Paris,” “museum,” and “vacations” if
they both contained all three of these words.

64. These articles are given a “key term gCdor each of the key terms that they
contain. [d. at 3:65-66). Culliss disclos#isat each key term score might initially be set at 1.
(Id. at 3:10-4:9). Thus, in the above exampldjdde 1 would have a key term score of 1 for
each of “Paris,” “museum,” and “vacations,daso would Article 2. Alternatively, Culliss
discloses that the key term scores might beécseeflect how many tinseeach of the key terms
appeared in the document’s conter8ed idat 14:32-36 (“Although the sces in the index are
initially shown at 1, they can be initially set toyadesired score. For example, the scores can be
initially set to correspond with the frequency of team occurrence in thetarle.”) Thus, if the
term “Paris” appeared five times in Article 1, theerticle 1 would have a key term score of 5 for
“Paris.” If the term “museum” appeared threwds in Article 1, then Article 1 would have a key
term score of 3 for “museum.”

65. A user of Culliss’s system enters a search query, and the system returns squibs of
the documents that match the key terms in the quédlyat(4:10-26). Each squib shows a
truncated portion of the correspamgl document’s content, so thser can evaluate whether he
wants to select and view the full documend. &t 4:26-36). Sticking ith the above example, a
user who enters the query “Paris museum vacdtisasld be presented withquibs of Article 1
and Article 2.
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66. Culliss discloses that the articles are présgio the user in the order dictated by
their combined key term scoredd.(at 5:2-10). For example, Article 1 had a key term score
of 5 for “Paris,” 3 for “museum,” and 2 for “vadans,” its aggregate score for the query “Paris
museum vacations” would be 10 (5 + 3 +2). Ifiéle 2 had a key term score of 4 for “Paris,” 2
for museum,” and 3 for “vacations,” its aggresgatore for the query “Paris museum vacations”
would be 9 (4 + 2 +3). Thus, Article 1 wadbe presented abovetite 2 because it had a
higher aggregate score.

67. When a user selects an article whapals is presented to him, the key term
scores for that article whiatorrespond to the terms in thser’s query are increasedd. (at
4:37-49). This is because the user, by selecti@@itticle in response tos query, has implicitly
endorsed the idea that these key terms from they que appropriately matched to the article.
(See id.

68. For example, if our hypothetical first usgho queried “Paris museum vacations”

” o

selected Article 2, then Article 2's key teswoores for “Paris,” “museum,” and “vacations”
might each rise by +1.S¢e idat 4:43-45 (“To alter the key tergtores, a positive score such as
(+1) can be added to the key term scores, for gi@m .”) The next user who enters the same
guery would thus see a different rank of artickessed on the new key term scores that reflect
the input of the prior user.Sée idat 4:66-5:1). Sticking witlbur example, Article 2 would

have a new aggregate score of 12 (instead aft®) the first user selected it, because its key

term scores for “Paris,” “museum,” and “vacatd each increased by +1 when the first user
selected it. Thus, a later useino queries “Paris museum véoas” would see Article 2 (which
has a new aggregate score of 12) presentecealuticle 1 (which still has its old aggregate

score of 10).
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69. In short, the article rankinip Culliss is based on a combination of the articles’
content and feedback given by previous userseavitered the same query. This is because both
factors (article content and user feedback)uaexl to calculate the key term scores that

determine the article ranking.

3. U.S. Patent No. 6,202,058 to Rose et al. (*Rose”)

70. U.S. Patent No. 6,202,058 to Rose et al., entitled “System for Ranking the
Relevance of Information Objects AccesbgdComputer Users,” was filed on April 25, 1994
and issued on March 13, 2001. | understand thaeRoaccordingly a prior art patent with
respect to the asserted patemtisich claim priority to a Degrber 3, 1998 patent application.

71. Rose describes a system that predicts how relevant various items in an
information database will be to users of the basa. “The prediction of relevance is carried out
by combining data pertaining to the conteneath item of information with other data
regarding correlations ofterests between users.ld.(at Abstract).

72. Rose makes its content-based analggisomparing a vector representing a
document’s content to a vector repenting the user’s preferencekl. &t 6:11-58). The closer
the vectors are to each other, the more releentiocument is judged b for the user.Id. at
6:56-58).

73. Rose makes its correlation-based analigg recording feedback from system
users about how much they likddcuments that they viewedld(at 5-26-30). Based on this
user feedback, the system determines the defm@relation in variousisers’ interests.Id. at
6:59-66). This correlation of interests is usethelp predict whether a given document will be
deemed relevant to a given user. Specifically, a document will be deemed relevant to a user if
other users, whose preferencegeate with the user at issugd given a high rating to the

document. Id. at 7:6-19). As noted above, Rosentmnes the content-based scores and
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correlation scores to generate an overall stmrthe document, which indicates the document's
relevance to the userSée idat Abstract, 7:34-36).

74. Rose also discloses that this contergdaticorrelation-based filtering can be used
to filter documents from a wide variety of information systems, including “search results
obtained through an online textnieval service.” (2:54-55%ee alsalaim 26).

4, Feature Guided Automated Collaborative Filtering by Yezdezard
Zerxes Lashkari (“Lashkari™)

75. Feature Guided Automated Collaborative Filterivwgs a thesis submitted by
Yezdezard Lashkari as parttué Master of Science in MedlArts and Sciences at the
Massachusetts Institute of Technology in 1995. | tstdad that Lashkari is accordingly a prior
art reference with respect to the assertednpstevhich claim priority to a December 3, 1998
patent application.

76.  Lashkari disclosed a filtering framewoektitled “Feature Guided Automated
Collaborative Filtering” (FGACF), which he dedmed as “A formal framework for combining
content-based and automated collaborativeriiig techniques to leverage off of the
complementary strengths of botlchaiques.” (Lashkari at 20-21).

77. Lashkari's FGACF algorithm implemergsntent-based filtering by extracting
features from documents in order to increthgeaccuracy of the daborative filtering
component of the dclosed algorithm.d. at 33-35). Lashkari regnized that blindly applying
collaborative filtering without any content-basdtefing would have poor results as users might
strongly agree about some categsnf documents but stronglysdigree about other categories
of documents (they may have similar tastes éhiécal articles, but radally different tastes
when it comes to purchasing automobile$dl. &t 30).

78.  Lashkari disclosed a WWW-specific ingphentation of feature extraction through

his implementation of the WEBHOUND server interfackel. &t 62-63). Specifically, Lashkari
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disclosed extraction of “Title Keywords”, ‘@&ly Keywords”, “Anchor Keywords”, “Server
Domain”, “Number of Inline Imagesgnd “Number of Hypertext Links.”Id. at 63).

79.  Lashkari's FGACF algorithm also implentercollaborative filtering through the
automated collaborative filtering algorithm (ACF)d.(at 33-34). The ACF algorithm utilized
by FGACF implements collaborative filtering assarted by I/P Engine because it compares the
activity of a first user to the activity of otheraus, and then uses the most similar users' prior
rankings to calculate a predicted rating for the first udek.a{ 25).

80. Lashkari's FGACF combines content-bd&éering and collaborative filtering to
ultimately generate predicted rankingd. @t 39). Specifically, Lashkari's prediction equation
incorporates content-based filtering by using tbBeaWeights” and “Cluster Weights” before
ultimately calculating a final ranking score based on AG#&.) (‘Feature Weight” reflects the
importance of a given feature relative to tiileer features for a particular useld. @t 38).
“Cluster Weight” is an indicatioof “how important a particularser seems to find a particular
feature value cluster.”ld. at 37). The algorithm calculatestbof these factors by extracting
features from documents that the user has alrestdd in order to asdein how important the
user finds those specific features. Inmplementation where the only feature under
consideration is “Body Keywords” and the keyadsiare not clustered whatsoever, “Feature
Weight” would be irrelevant because there is only one feature and “Cluster Weight” would
reduce to the importance the useadtes to each query keyword.

81. For example, suppose a user enters ¢hech query “Paris museum vacations” in
a Lashkari system where “Body Keywords” are tinly extracted feature given any weight in
the algorithm and there is no keyword clusteriitne system will first determine the “Cluster
Weight” for each keyword by analyzing the usar&orical rankings for pages that have that
keyword. If a user has histoally ranked content highly vem the content contained the
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keyword, that keyword will hava higher “Cluster Weight” score (for example, the user might
have ranked pages higher thahtzoned “Paris” than those thadntained “vacations.”)ld. at
37). The system will then find the neighborgdlaé user by finding otlmaisers with similar
historical rankings, assigning moneight to the neighbors that arere similar with respect to
ranking the query keywords (for example, a selcoser that also highly ranked pages with
“Paris” is a closer neighbor than a third uext did not highly rank pages with “Paris”)d.(at
38). Finally, the system will make a final rami score for each item based on the neighbors'
ratings of that item (for exgole, if a neighbor viewed the Wwpage under consideration and gave
it a poor rating, the webpage would have a lofivexl ranking score)Thus, the final ranking
predictions of the Lashkari FGACF algorithntcamporate both contemtased filtering through
the extraction and weighing of features for eaeld page and collaborative filtering through the
ACF algorithm.

82. Finally, Lashkari discloses that the \WHOUND filtering system can be paired
with a traditional search engine, such as Lycogairoo!, to filter searchesults returned by the

search engine in response to a user quedy.at 78).

5. U.S. Patent No. 6,421,675 to Ryan et al. (“Ryan”)

83. U.S. Patent No. 6,421,675 to Ryan et al., entitled “Search Engine,” was filed on
July 15, 1998 and issued on July 16, 2002. Ryameslariority to a provisional application filed
on March 16, 1998. | understand that Ryan is adeglyla prior art patenwith respect to the
asserted patents, which claim priofitya December 3, 1998 teat application.

84. Ryan describes a search engine systdrarein a user can request several
different types of search, inaling “Popular Search,” “Convential Search,” and “Content Only
Search.” $eeRyan at 20:30-66.) The Popular Sedraictionality combines content-based and

collaborative filtering, as those limitationsveabeen interpreted by I/P Engine. More
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specifically, after a user &rs the desired keyworfd“Popular Search” lists “the most popular
URLs for that keyword.” Ifl. at 20:34-35.)

85.  Among various other data tables, Ryanntans a table that pairs URLs and
keywords. Web site owners may submit new URLs and associated keywords to the search
engine. [d. at 18:38-67.) Alterately, specialist crawlers may bent out to locate web site
addresses and keywordd.(at 19:31-33.) The initial pang of keywords with URLS is
“content based filtering” under I/P Engine’s infringement theori&se, e.qg.7/2/12
Infringement Contentions for Google at 9: “Googl@\Words receives and filters advertisements
on the basis of content data (e.g., ad texyword and landing page attributes) for relevance to
the query.” (emphasis added.)

86. For each keyword-URL pair entered inte thystem, Ryan tracks “the cumulative
number of significant visits (hifdo each URL addresses coperding to each key-word,” “the
previous cumulative number ofgsiificant visits measured at aarlier predetermined instant,”
and “the date time in which a web-page devealgubmitted a web-page to the search engine.”
(Ryan at 12:23-39.) These thredues are termed X, Y, and Z respectively, and are stored in a
data structure corresponding to Table 3 of the Ryaant. Tracking visits to search results is
collaborative feedback data undd? Engines infringement theorieSee, e.g.7/2/12
Infringement Contentions for Google at IBhe CTR [clickthrough rate] is collaborative

feedback data.”

12 As Ryan explains, a key-word is “[t]meord or phrase that is entered in the search
engine.” (Ryan at 6:10-11.)
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TABLE 3

Links hetween information suppliers (web-pages) and information requests
[kev-wiorids)

Kev-word Key-word Eey-word Eey-word  Eey-word

RL L

address 1

ULRL XY Z
address 2

LURL XY, L

address 2

LTRL NYZ

address 4

LRI L L
address 5

LK1

address o

URL.

address 7

87. A more technical description of Ryaréperation follows. Initially, Ryan tracks
the user’s interactions with vaus URLs. That tracking can e simple as merely recording
that the user visited the URLwgin a keyword search (Ryanld:31-34), or it can involve only
recording the visit ithe user spends a specifemount of time at the URL.Id, at 16:34-39.)
Tracked visits are fed into a “cumulative sut@rtable,” which cours the number of valid
visits within a specified time peridd.

TABLE 8

cumulative surfer hit table created from accumulated surfer traces

Key-word Key-word Fey-word Key-word

URL address 1

URL address 2 i} L

URL address 3 0 it
URL address 4 il

URL address 5

URL address & o

URL address 7 (x

88.  Atregular times, the cumulative surfer hibl@ain Table 8 is wesd to update Table

3. Ryan essentially adds the new number aé*ho the previous number of “hits” for each

13" Ryan only counts a subsequent visit framser if it does notogur immediately after
a prior visit. (Ryan at 17:2-9.This is meant to prevent users from artificially inflating the
popularity of the keyword/URL pair bglicking on that result repeatedly.
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keyword-URL pair. (Ryan at 17:23-26.) Previous hits may bed&ago that older visits do not
matter as much as newer visit$d. Ryan also keeps track tbfe prior number of visits.Id. at
18:21-27.) For example, ifXIN.com previously had 120 visits from users who requested a
search on “news” and got 25 more visits inlds reporting period, Ryan may record both the
current number of visits (145) all as the previous number ofits (120). This allows Ryan
to track “hot” URLSs that are pdly increasing in popularity.ld.)

89. When a user requests a popular searchnRgroduces a list of web pages based
on the values of X taken from Table 3 (172, FIG. 5) for the keyword 270 enteeetidsed on
the number of previous visits made bjertusers who entered the same quely. a 21:16-19.)
“[T]he resulting list of web pages is then taggednd sent to the user for them to make their

selections.” Id. at 21:24-26.)

Popular search select and keyword
entrv {272}

l

List of web pages is produced based
on the values of X from table 3 for
the keyword entered
(274)

l

The list of web pages is combined with
the web page details in table 2 (URL
address, description)

(276)

!

Resulting set of web
pages are sent to user
(278)

Figure 6
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6. Marko Balabanovic et al., “Fab: Content-Based, Collaborative
Recommendation,” Comm’ns of the ACM (March 1997)
(“Balabanovic™)

90. “Fab: Content-Based, Collaborative¢®mmendation” by Balabanovic et al. was
published in March 1997. | undensththat Balabanovic is accordingly a prior art reference with
respect to the asserted patemtisich claim priority to a Degrber 3, 1998 patent application.

91. Balabanovic describes the “Fab” system as an information recommender system
that combines content-based and collaboediitering. (Balabanovic at 66 (“By combining
both collaborative and content-based fihgrsystems, Fab may eliminate many of the
weaknesses found @ach approach.”))

92. Fab stores a profile for each user tlegiresents the user’s interestl. &t 69). It
presents each user with documents wiuasgent matches the user’s profiléd.Y The user
rates these documents on a 7-point scale, and dodsrthat the user rates highly are presented
to other users who have similareugrofiles to the first user.d()

93. Thus, a given document might godhgh both content-based filtering and
collaborative filtering before being presentedtoser. Consider: if Document X’s content
matches User #1's profile, then Document X willdgvesented to User #1. This is an example of
content-based filtering. If User #1 gives Docuntn¥ a high rating, theocument X will be
passed to User #2 (a user who has a similafi@tof User #1). Tis is an example of
collaborative filtering. Thus, Documentwas ultimately presented to User #2 via a

combination of content-based filieg and collaborate filtering.

7. Shoshana Loeb, “Architecting Personlized Delivery of Multimedia
Information,” Comm’ns of th e ACM (December 1992) (“Loeb”)

94.  “Architecting Personalized Delivery of Multimedia Information” by Loeb was
published in December 1992. | understand that li®elscordingly a prior art reference with

respect to the asserted patentisich claim priority to a Dearber 3, 1998 patent application.
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95. Loeb describes the “LyricTime” musicgem, which selects and presents songs
to system users. “[T]o select songs fromdh&base, it users the information filter which
implements the model . . . using descriptionthefsongs, a listener profile, and feedback from
the listener.” (Loeb at 45).

96. The system derives “descriptors” for each candidate song. For example, the song
True Love Wayby Buddy Holly might have the Blowing descriptors: “Buddy Hollyrue Love
Waysquiet fifties artistic male vaal American music . . .”ld. at 46). Using these descriptors,
the system presents to a listener songslibst match the listener profildd.}

97. The listener profile is not static, badlapts based on active (“explicit”) and
passive (“implicit”) feedbackrom the listener. See id(“The adaptor uses listener-explicit and
listener-implicit feedback information to upddke listener profiles”)).To receive active
feedback, the LyricTime user interface has a rolwutfons that users caelect to indicate how
much they liked a given songSde idat 46, Fig. 3). To receivaassive feedback, the system
monitors whether the user chose to skiprgs(which constitutes gative passive feedback
toward that song) or replay the song (whicimstitutes positive passive feedbaclged idat
47).

VI.  THE ASSERTED CLAIMS ARE INVALID AS ANTICIPATED

98. Exhibits A-1 through A-7 of this Reporbntain element-by-element claim charts
of each of the asserted claims in this cadk weferences to the prior art, and are fully
incorporated in their entirety into this Repotithe charts also list additional references that
would render each claim obvious should a finder-of-fact determine that the corresponding
element is not present in the prior art refererfearther narrative disssion of these references

is below.
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A. Bowman anticipates clams 10, 14, 15, 25, 27, and 28 of the ‘420 Patent and
claims 1,5, 6, 21, 22, 26, 28, and 38 of the ‘664 Patent

1. Background on Bowman

99. Asdiscussed above, Bowman functions sirtyilto a traditional search engine in
that it accepts a search query from a user andrgees a body of search results that match the
query. SeeBowmanat Abstract, 5:31-32, claim 28). Howe&yBowman also gives each search
result a ranking score based on how oftenrpréers who had entered the same query had
selected that particular resuliSge idat Abstract, 2:30-35, 5:32-35, claim 28). Bowman further
adjusts the ranking score of theasch results according to hamanyof the search terms in the
guery are matched by each search res@iee (dat 8:50-53, claim 29). For example, if the user
enters the query “Paris museum vacations,” Bawmill adjust the ranking score for the various
search results by giving a relatiydligher score to search resuhat contain all three words in
the query, a lower score to searebults that only contain two tfie words in the query, and an
even lower score to items that onlyntain one of the words in the query.

100. Claims 28 and 29 of Bowman, viewexyether, illustrate how Bowman meets
each of the elements from the asserted claims of the ‘420 and ‘664 Patents. Claim 28 of
Bowman recites:

A computer-readable medium whose contentseaucomputer system to rank items in a
search result by:

[a]** receiving a query specifying one or more terms;

[b] generating a query result identifying aig@lity of items satisfying the query; and

[c] for each item identified in the query réseombining the relative frequencies with
which users selected the item in earlier quespifying each of the terms in the query

to producing [sic] a ranking value for the item.

Claim 29 of Bowman recites:

14 These letter indicators ardded for clarity and convenience.
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The computer-readable medium of clé@8wherein the contents of the
computer-readable medium further causedbmputer system to perform the step
of adjusting the ranking value produded each item identified in the query

result to reflect the number of termsespied by the query that are matched by
the item.

2. Bowman anticipates clain 10 of the ‘420 Patent

101. I understand that the preamble of artlas not always considered a limitation.
Further, I/P Engine’s infringemé contentions assert thaetpreamble of claim 10 is not a
limitation. See, e.g.7/2/12 Infringement Contentions f@oogle at 1 (“no comparison needs to
be made between the accused system, Google AtBNand the preamble”). To the extent the
preamble is considered a limitation here, Bowngathes a “search engine system” as recited in
the preamble to claim 10. Specifically, Bowmadisclosed computer system accepts a search
guery from a user and returns a set of searclisesthich one of ordinargkill in the art would
understand is the hallmark of a search engiSeefowman at 5:31-32 (stating that Bowman's

system includes “a query server fongeating query resulfsom queries.”))

(@) Asystem for scanning a network to make a demand search for
informons relevant to a query from an individual user

102. The Court construed “scanning a netwoak’“looking for or examining items in
a network,” and construed “demand search’aasingle search engine query performed upon a
user request.” The Court constduguery” as a “request for sedrresults.” Thus, the element
of “scanning a network to make a demand d®arequires looking for oexamining items to
make a request for search results.

103. |If the “request for searchsalts” is understood to bedhiteral search terms that a
user enters to trigger a search, then this cedement would be incomprehensible to one of skill

in the art (and the claim woulzk indefinite). One cannot lod&r or examine items to enter

search terms.
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104. However, | understand I/P Engine takespbsition that the “request for search
results” is the search that is rurr@sponsdo the search terms that a user ent&ex7/2/12
Infringement Contentions for Google@(“the search basn Google’s website
(www.google.com) and other ‘searchtwerk’ sites allows a user tenter a search query and run
a single search engine query”). Under I/P Engimgerpretation of this claim element, Bowman
meets this element because Bowman conduatarals for information in response to a user
query. SeeBowman at Claim 28[a-b] (“A computeeadable medium whose contents cause a
computer system to rank items in a searchlrésureceiving a query specifying one or more

terms; generating a query result identifymglurality of items satisfying the query").

(b) a content-based filter system fooreceiving the informons from
the scanning system and for filtering the informons on the
basis of applicable content pofile data for relevance to the

query

105. Bowman discloses this element. Speeify, Bowman examines each search
result’s content profile to see how many of tjuery terms are contained therein, and adjusts the
search results’ ranking @es by giving higher scores to searebults that contain every term in
the query and progressively lower scores toctesesults that contain fewer and fewer of the
terms in the query.SeeBowman at 9:28-53 (“The facility useating tables that has generated
to generate ranking values for items in new quesylts . . . scores may be adjusted to more
directly reflect the numbieof query terms that are matched to the item, so that items that match
more query terms than others are favoretthérankings.”) Indeed, claim 29 of Bowman is
devoted exclusively to this coept of adjusting search resiltanking scores based on how

many terms from the query are founceisch search residtcontent. $ee idat claim 29 (“The

5 Furthermore, I/P Engine has takea position that virtually any retrieval of
information items from any location where thag stored meets the “scanning a network”
limitation. For example, I/P Engine’s infringemetliegations assert thedtrieving a set of ads
from a distributed database meets this limitatiBee, e.g.7/2/12 Infringement Contentions to
Google at 6-9.
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computer-readable medium of cla#@ wherein the contents of the computer-readable medium
further cause the computer system to perform the stagjasting the ranking value produced
for each item identified in the query result to reflect the numbtarofs specified by the query
that are matched by the itein(emphasis added). Bowman then filters awt,(excludes)

search results whose ranking scores fall bel@ertain threshold, or presents a predetermined
number of search results that have the higtaadting scores and filters out all the res$eé
Bowman at 9:60-64). Accordingly, Bowman discloses this elefent.

(©) a feedback system for receivingollaborative feedback data
from system users relative tanformons considered by such
users

106. Bowman discloses a feedback system for receiving collaborative feedback data
from system users relative to informons adased by such users. The Court construed
“collaborative feedback data” as data from sgsusers regarding what informons such users
found to be relevant. Bowman receives sudh 8§ recording how ofteusers who entered the
same search query selected various searchgseddiwman then uses this selection frequency
data to help determine the search results’ rankaores. For example, claim 28[c] of Bowman
recites “for each item identified the query result, combining the relative frequencies with
which users selected the item in earlier quespexifying each of the terms in the query to

producing [sic] a ranking value for the item.d.(at 13:42-465see also idat Abstract: “the

16 Alternatively, if “contenprofile data” were understood tequire a more elaborate or
thorough mapping of the informon’s content, thieis element would be obvious over Bowman
in view of Rose. Rose creates a vector repriisg each informon’s content profile and uses this
vector to filter the informons for relevanceSegRose at 6:11-58). It would be obvious to apply
Rose’s vector methods to Bowman, if one desitemake a more detailed analysis of the
content profile for each searobsult in Bowman. Nonetheleddelieve that Bowman meets
this claim element without reliance on Rose. sbatote I/P Engine’s apparent position that the
“content-based filter” and “content profile data” limitations are met by any filtering that takes
into account the conténf the informons.See, e.g.7/2/2012 Infringement Contentions for
Google at 9 (“Google AdWords receives and filladgsertisements on the basis of content data
(e.g., ad text, keyword, and landing pagelaites) for relevance to the query.”)
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facility generates a query result identifyinglarality of items that satisfy the query. The
facility then produces a rankinglua for at least a portion of the items identified in the query
result by combining the relative frequencies withich users selected that item from the query
results generated from queriegsiiying each of the terms specdiby the query.”)

(d) The filter system combining pertaning feedback data from the
feedback system with the contenprofile data in filtering each
informon for relevance to the query

107. The Court determined that “combining” has its plain and ordinary meaning.
(Markman Order at 2 n. 1.) Bowman discloses this element. Specifically, each search result
item’s ultimate ranking score in Bowman is determined by combining feedback data (showing
how often other users who entered the same ge&degted that item) with content profile data
(showing how many of the query termmpaar in that item’s content)S€e idat claim 29).
Bowman'’s specification explicitlgtates that an item’s feedbastore is “combined” with its
content-based score to produce alfraaking score for the item.Sée idat 9:49-53: “These
[feedback] scores may be combined in otheysyadowever. In particular, scores may be
adjusted to more directly reflettte number of query terms there matched by the item, so that
items that match more query terms than othezdavored in the ranking.”) The final ranking
score is used to determine thenits relevance to the querySde idat 2:23-24 (“The facility
preferably generates ranking values for itentidating their level of dlevance to the current
guery™). As noted above, Bowman then filters out items whose ranking scores fall below a
certain threshold, or presents a predeterminecoruf items that have the highest scores and

filters out all the rest. See idat 9:60-64). Accordingly, Beman discloses this element.

3. Bowman anticipates claimsl4 and 15 of the ‘420 Patent

108. Claim 14 depends from claim 10 and furthequires “wherein the collaborative

feedback data comprises passive feedback data.” Claim 15 depends from claim 14 and further
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requires “wherein the passive feedback datibtained by passively monitoring the actual
response to a proposed informon.” Bowmartsdoth these limitations, because Bowman’s
feedback data is derived from passively mamip users’ actual response search results —

namely, monitoring how frequently users who hattesd the same querylseted each of those
search results.Sge idat 2:31-35 (“The scores in the ragitable preferably reflect, for a

particular item and term, how often users hs@kected the item when the item has been

identified in query results produced for quemesitaining particular term.”) These user

selections can comprise user requests to see more information about one or more of the search
results presented to thensege idat 7:31-33). User selections calso comprise a request to
purchase the item(s) correspondingite search result(s)Id( at 9:2-3).

4, Bowman anticipates claim5, 27, and 28 of the ‘420 Patent

109. Claims 25, 27, and 28 contain the sasubstance as claims 10, 14, and 15,
respectively, but are simply recast as mettadkder than system claims. Thus, Bowman
anticipates claims 25, 27, and 28 for the sarasaes that it anticipates claims 10, 14, and’15.
| incorporate by reference my prior discussafmout how Bowman anticipates claims 10, 14, and
15. 1 also incorporate by referee the claim chart, attachedEhibit A-5 to this Report,

showing how Bowman aniates these claims.

5. Bowman anticipates clain 1 of the ‘664 Patent

110. Il understand that the preamble of artlas not always considered a limitation.
Further, I/P Engine’s infringemé contentions assert thaetpreamble of claim 1 is not a

limitation. See, e.9.7/2/12 Infringement Contentions f@oogle at 30. To the extent the

7 Notably, claims 28 and 29 of Bowman — which, as discussed above, contain the
elements of ‘420 claims 10, 14, and 15 — contiagpreamble “A computer-readable medium
whose contents cause a computer system toitemis in a search result by . . .,” followed by
method steps. Thus, the disclosures @inas 28 and 29 of Bowman can be equally
characterized as a computer system performingethod or as the method itself.
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preamble is considered a limitation here, Bowman recites “a search system” as required by the
preamble to ‘664 claim 1. Specifically, Bowmadisclosed computer system accepts a search
guery from a user and returns a set of seamlitse which qualifies this system as a search
system. $eeBowman at 5:31-32 (stating that Bowman’s system includes “a query server for

generating query resulisom queries.”))

(@) a scanning system for searchimpfor information relevant to a
guery associated with a first user in a plurality of users

111. The Court has construed “a scanning system” as “a system used to search for
information.” Thus construed, Bowman'’s diss®#al system meets this claim element because it
searches for information relevant tg@ery associated with a first us&eeBowman at Claim
28[a-b] (“A computer-readable medium whose eoit$ cause a computer system to rank items
in a search result by: receiving a query speagfyane or more terms; generating a query result
identifying a plurality of items satisfying the query”). Furthermore, Bowman’s system is
intended for use by a plurality of users, as en@ed by the fact that the system records the
collective preferences of multiple user&eé idat 5:33-34). However, because Bowman
searches for results to a query submitted by a patiager, it meets the “first user in a plurality

of users” aspect of this claim element.

(b)  afeedback system for receivig information found to be
relevant to the query by other users

112. Bowman discloses a feedback system for receiving information found to be
relevant to the query by otherars. As previously noted,aim 28[c] of Bowman recites a
computer readable medium that causes a comgyseem to perform the step of “for each item
identified in the query result, combining the tala frequencies with which users selected the
item in earlier queries specifying each of the eimthe query to producing a ranking value for

the item.” The Abstract of Bowman further exipis that a “softwareatility . . . produces a
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ranking value for at least a portion of the itadentified in the query result by combining the
relative frequencies with which users selectediteat from the query mailts specifying each of
the terms specified by the query.” Thus, Bowmantains a feedback system that receives
information found to be relevatd the query by other users.e., it receives feedback about

which search results were selected mosndfteother users who had entered the same query.

(©) a content-based filter system for combining the information
from the feedback system with the information from the
scanning system and for filterirg the combined information for
relevance to at least one of the query and the first user

113. Bowman discloses this element. As for combining the information from the
feedback system with the information frone tfcanning system, Bowman discloses that the
search results are combined with feedbaédrmation showing how often prior users who
entered the same query had selected those reSdésidat claim 28[b-c] (disclosing that the
computer system performs the steps of “genagadi query result identifying a plurality of items
satisfying the query; and for eaittm identified in the quersesult, combining the relative
frequencies with which users selected the itemairiier queries specifygneach of the terms of
the query to producing [sic] a ranking valoe the item.”)

114. Bowman also discloses the “content-basasiiect of this claim element. As
described above, Bowman does not filter seegshlts based solely on feedback from other
users who had entered the same query. R&beman also adjusts the ranking score for each
search result based on how many terms in the cappgar in the search result’s contel@edq
id. at claim 29; 9:50-53). Finally, this combination of content-batsa and feedback data is
used to filter the search resulits relevance to the querySéeBowman at Abstract (“The
facility identifies as most relevant thasems having the highestnking values”); 2:23-24
(“The facility preferably genetas ranking values for items indicating their level of relevance to

the current query”).
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6. Bowman anticipates clam 5 of the ‘664 Patent

115. Claim 5 depends from claim 1 and het requires “wherein the filtered
information is an advertisement.” Bowman nsethis element. Specifically, Bowman discloses
that system users can purchase the it@presented by the search resul®eeg(idat 5:4; 9:2-3;
claim 7). Thus, each search result is essentallgdvertisement for the purchasable item that it
represents. To the extent an advertisement is nqtleitly disclosed, it would be obvious as

explained in Section VII.C.Infra.

7. Bowman anticipates clam 6 of the ‘664 Patent

116. Claim 6 depends from claim 1 and het requires “an information delivery
system for delivering the filtered information to the first user.” Bowman discloses this element,
as it recites that the software facility disgahe filtered search results to the us&eeg(idat
9:56-58) (“In steB08 the facility displays the items idgfred in the query result in accordance
with the ranking values generated for the items in 80); see also idat 10:34-37).

8. Bowman anticipates clam 21 of the ‘664 Patent

117. Claim 21 depends from claim 1 andther recites “wherein the content-based
filter system filters by extractg features from the information.” Bowman discloses this
element. As discussed above, Bowman extractdsvoom the content afach search result in
order to determine how many thie words from the query areund in the search resultSde id.
at 9:50-53; claim 29).

9. Bowman anticipates clain 22 of the ‘664 Patent

118. Claim 22 depends from claim 21 and het recites “wherein the extracted
features comprise content datdicative of the relevance to theleast one of the query and the

user.” Bowman discloses this element, because the words that Bowman extracts from a search

01980.51928/4874260.1 43
UNGAR EXPERT REPORDN INVALIDITY CASE 2:11-cv-512-RAJ




result’s content indicate how relevanetbearch result is to the quenpegé idat 9:50-53; claim
29).

10. Bowman anticipates claim 26 of the ‘664 Patent

119. Claim 26 contains essentially the sagl&ments as claim 1, but is recast as a
method rather than system claim. For examplegre claim 1 requires “a scanning system for
searching for information relevant to a query assed with a first user in a plurality of users,”
claim 26 simply requires “searching for infornmatirelevant to a queryssociated with a first
user in a plurality of users.” Where claim 1 requires “a feedback system for receiving
information found to be relevant to the query by other users,” claim 26 simply requires
“receiving information found to be relevantttee query by other users.” Thus, Bowman
anticipates claim 26 for the sanm&asons that it anticipates claimi®1l incorporate by reference
my prior discussion about how Bowman anticipatiesm 1, as well as the claim chart attached
hereto as Exhibit A-5.

11. Bowman anticipates claim 28 of the ‘664 Patent

120. Claim 28 depends from claim 26 and et recites “the step of delivering the
filtered information to the first user.” As discussed with respect to claguga Bowman
discloses this elementSé¢e idat 9:56-58) (“In ste@08 the facility displays the items identified
in the query result in accordance with thekiag values generated for the items in 866);

see also idat 10:34-37).

18 Notably, claims 28 and 29 of Bowman — which, as discussed above, contain the
elements of ‘664 claim 1 — contain the preamBleomputer-readable medium whose contents
cause a computer system to rank items in a&haasult by . . .,” followed by method steps.

Thus, the disclosures in claims 28 and 29 of Bawmman be equally characterized as a computer
system performing a method or as the method itself.
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12. Bowman anticipates clam 38 of the ‘664 Patent

121. Claim 38 depends from claim 26 and hant recites “wherein the searching step
comprises scanning a network in response to a g is@arch for the information relevant to the
guery associated with the first user.” Asatbaibove, “scanning a network” has been construed
simply as looking for or examining items imatwork, and “demand search” has been construed
as a single search engine query performed upmerarequest. Furthermore, I/P Engine has
taken the position that “scanningnatwork” is satisfied by looking for advertisements stored on
a distributed databaseSde, e.9.7/2/2012 Infringement Contentiofer Google at 6-7). Under
I/P Engine’s interpretation, Bowan meets this element because Bowman conducts a search for
information in response to a user queBeeBowman at Claim 28[a-b] (“A computer-readable
medium whose contents cause a computer systeamkatems in a search result by: receiving a
qguery specifying one or more terms; generatiggery result identifying a plurality of items

satisfying the query”).

B. Culliss anticipates claims 10, 14, 125, 27, and 28 of the ‘420 Patent and
claims 1,5, 6, 21, 22, 26, 28, and 38 of the ‘664 Patent

1. Background on Culliss

122. As discussed above, Culliss describesach engine systethat ranks search
results based on a combinatiortloé content of the search reswdtsd feedback from prior users
who had entered the same quemy &iewed these search results.

123. In Culliss, Internet articles are given “key term scores” for each key term that they
contain. [d. at 3:60-66). The key term scores carriigally set to reflect how many times each
of the key terms appeared in the article’s conteBee(idat 14:32-36).

124. A user of Culliss’'s system enters a query, and the system returns squibs of the

articles that contaikey terms matching the terms in the queng. &t 4:10-26). Each squib
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shows a truncated portion of the corresponding article’s costethe user can evaluate whether
he wants to select andew the full article. Ig. at 4:26-36). These articles are presented to the
user in the order dictated by theombined key term scoredd.(at 5:2-10).

125. When a user selects an article whageils is presented to him, the key term
scores for that article casponding to terms in the user’s query are increasddat @:37-49).
This is because the user, by selecting the artialesponse to his query, has implicitly endorsed
the idea that these key terms from the qaeeyappropriately matched to the articl8ed id).

126. The next user who enters the samergueould thus see a different rank of
articles, based on the new key term scorasr#flect the input athe prior user. See idat 4:66-
5:1) Accordingly, the dicle ranking in Culliss is based orcambination of article content and
feedback from prior users who entered the squeey, because both factors (article content and

user feedback) are used to calteihhe key term scores thattelemine the article ranking.

2. Culliss anticipates claim 10 of the ‘420 Patent

127. As noted above, I/P Engine’s infringemeonntentions assert that the preamble of
claim 10 is not a limitation. To the extenatithe preamble is considered a limitation here,
Culliss recites a “search engisgstem” as recited by the preamble to claim 10. Specifically,
Culliss’s disclosed computer system accepts a search query from a user and returns a set of
search results, which is thellngark of a search engineSé€eCulliss at 4:10-26 (explaining that
Culliss’ system accepts a search query from a user and returns squibs of articles that match the

query.))

(@)  Asystem for scanning a network to make a demand search for
informons relevant to a query from an individual user

128. As noted with respect to the Bowman refece, I/P Engine takes the position that
‘420 claim 10(a) is satisfied if a system condwuctearch for information in response to a user

guery, including looking for advertisements stomed distributed database. Culliss meets this
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element under I/P Engine’s interpretation because Culliss’ system accepts a search query from a

user and returns a set of sgraresults in responseSdeCulliss at 4:10-26).

(b) a content-based filter system fooreceiving the informons from
the scanning system and for filtering the informons on the
basis of applicable content pofile data for relevance to the

query

129. Culliss discloses this element. SpecifigalCulliss uses search results’ aggregate
key term scores to rank these seassults for relevance to the queng. @t 5:2-10). The key
term scores are calculated infay analyzing each search rié'sucontent profile to determine
how many times each of the key terms from duery appear in the search resuied idat
14:35-36 (“the [key term] scores can be initiadBt to correspond with the frequency of the term
occurrence in the article® | also note that, under I/P Engis infringement allegations,
ranking a set of search results is sufficiennet the “filter” limitation even if no candidate
search results are excluded altogeti®&ee, e.g.7/2/12 Infringement Contentions for Google at
11 (asserting that “mixer-disabfi” and “Promotion” meet the claim limitations). Accordingly,
Culliss discloses this element.

(c) a feedback system for receivingollaborative feedback data
from system users relative to informons considered by such
users

130. Culliss discloses a feedback systemréareiving collaborative feedback data
from system users relative to informons coasgd by such users. Specifically, Culliss’s
feedback system records which search results sedeeted by users who entered a given query.
Culliss then raises the key term scores for terntkarselected search results that match terms in

the query. $ee idat 4:37-49).

19 Alternatively, if “contenprofile data” were understood tequire a more elaborate or
thorough mapping of the informon’s content, thieis element would be obvious over Culliss in
view of Rose.Seefn. 16,supra.
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(d) The filter system combining pertaning feedback data from the
feedback system with the contenprofile data in filtering each
informon for relevance to the query

131. Culliss discloses this element. Specifically, Culliss ranks search results for
relevance to a query by calculating their aggregayeterm scores for the terms in that quedy (
at 5:2-10), and each key term score is based oméaination of feedback data and content data.
For example, a key term score for a search resajt be initially determed by the content of
the search result — namely, how many times thadwy appears in the search result’s content.
(See idat 14:34-36). This key term score may thenaltered based on feedback from other
users. If users who had entered the same qudrgdiacted that search result, then the key term
scores would rise for each of the key terms in $learch result that match terms from the query.
(See idat 4:37-49).

132. The example cited in Section V.Bspra provides a concrete illustration of how
Culliss combines content data with feedback data to rank search results for relevance to a query.
Namely, two articles about museum-viewing Paasations (“Article 1” and “Article 2”) might
be given different key term scores for the terms “Paris,” “museum,” and “vacations” based on
how often each of these terms appeared in Artidend Article 2's contdn Thus, if “Paris”
appeared five times in Article 1, then Article buld have a key term score of 5 for “Paris;” if
“museum” appeared three timegArticle 1, then Article 1 wouldhave a key term score of 3 for
“‘museum,” etc.

133. A user who enters the query “Paris musevacations” would be presented with
squibs of Article 1 and Article 2, drcould select one or both ofetim. If the user selects Article

1, then Article 1's key term soes for “Paris,” “museum,” and “vacations” would rise. The next
user who enters the same query might selArl listed in a higher ranked position because

Article 1's key term scores had risersbd on feedback from the first user.
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134. In this way, the key term scores tlogtermine Article 1's relevance ranking for
the query “Paris museum vacatibase determined by combinatiah content profile data (how
often these terms appeared in Article 1's contant) feedback data (how often other users who

entered the same search query had selected Article 1).

3. Culliss anticipates claims 14 and 15 of the ‘420 Patent

135. Claim 14 depends from claim 10 and furthequires “wherein the collaborative
feedback data comprises passive feedback data.” Claim 15 depends from claim 14 and further
requires “wherein the passive feedback datdbtained by passively monitoring the actual
response to a proposed informon.” Cullissets both these limitations because Culliss’s
feedback data is derived from passively mamiip users’ actual response search results —
namely, monitoring how frequently users who hattesd the same querylseted each of those
search results.Sge idat Abstract (“As users enter searcleqes and select articles, the scores
are altered”); 3:3-4 (same)ppecifically, the system passlyanonitors whether the user
performs such selection actions as “openragjeving, reading, vieimg, listening to or
otherwise closely inspéng the article.” [d. at 4:32-34).

4. Culliss anticipates claims 25, 27, and 28 of the ‘420 Patent

136. Claims 25, 27, and 28 contain the sasubstance as claims 10, 14, and 15,
respectively, but are simply recast as methoceratian system claims. Thus, Culliss anticipates
claims 25, 27, and 28 for the same reasons thatiitipates claims 10, 14, and 15. | incorporate
by reference my prior discussion about howli€sianticipates claims 10, 14, and 15. | also
incorporate by reference the claim chart, attacweBxhibit A-6 to this Report, showing how

Culliss anticipates these claims.
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5. Culliss anticipates claim 1 of the ‘664 Patent

137. As noted above, I/P Engine’s infringemeonntentions assert that the preamble of
claim 1 is not a limitation. To the extenathithe preamble is considered a limitation here,
Culliss recites “a search system” as requbedhe preamble to ‘664 claim 1. Specifically,
Culliss’s disclosed computer system accepts a search query from a user and returns a set of
search results, which qualifies tisigstem as a search syster8edCulliss at 4:10-26).

(@) a scanning system for searching for information relevant to a
guery associated with a first user in a plurality of users

138. The Court has construed “a scanning system” as “a system used to search for
information.” Thus construed, Culliss’s discldsg/stem meets this claim element because it
searches for information relevant tg@ery associated with a first use6e¢g id.. Furthermore,
Culliss is intended for use by a plurality of usasgvidenced by the faittat the system records
the collective preferences of multiple useB8ed idat Abstract, 4:37-49). However, because
Culliss searches for results to a query submitted by a particular user, it meets the “first user in a
plurality of users” aspect of this claim element.

(b) a feedback system for receivig information found to be
relevant to the query by other users

139. Culliss discloses a feedback system faereing information found to be relevant
to the query by other users. As previousbyed, Culliss records which search results were
selected by users who entered a given queryaisds the key term scores for terms in the
selected search results that match terms in the queeg idat 4:37-49). Thus, Culliss contains
a feedback system that receives informatiomébio be relevant to the query by other users —
i.e., it receives feedback about iwh search results were selectadst often by other users who

had entered the same query (or a quentaining some of the same terms).

(c) a content-based filter system for combining the information
from the feedback system with the information from the
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scanning system and for filterirg the combined information for
relevance to at least one of the query and the first user

140.  Culliss discloses this element. Culldiscloses a content-based filter system
because Culliss’ system ranks search resultsefevance to the query in part by examining the
search results’ contenti-e., examining how often the terms from the query appear as key terms
in each search result’'s contenld. @t 14:34-36). | also note that, under I/P Engine’s
infringement allegations, rankingsat of search results is sufeat to meet the “filter” limitation
even if no candidate searclsuéts are excluded altogethe3ee, e.g.7/2/12 Infringement
Contentions for Google at 11.

141. Culliss’ content-based filter system algperates by combining the search results
from the scanning system with the feedbackrimi@tion from the feedback system. This is
because Culliss’ content-based key term scoxreieh, of course, are associated with the search
results from the scanning system — are adjusésed on the feedback information from other
users. If users who had entered the same dushgelected a given selresult, then the key
term scores will rise for each thfe key terms in that search result that match terms from the
guery. Gee idat 4:37-49).

6. Culliss anticipates claim 5 of the ‘664 Patent

142. Claim 5 depends from claim 1 and het requires “wherein the filtered
information is an advertisement.” Culliss meets this element, because Culliss explicitly states
that the articles which are filtered may be advertisemeBise idat 9:56-62 (“The invention
may allow a user to enter one or more category key terms in formulating a search. For example,
the user may enter the category key terms ‘Apants’ and ‘Los Angeles’ or the category key
terms ‘Romantic’ and ‘Conay’ to find articles i e., advertisements or movjashich fall under

two or more category key terms.”) (emphasis added).
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7. Culliss anticipates claim 6 of the ‘664 Patent

143. Claim 6 depends from claim 1 and het requires “an information delivery
system for delivering the filtered information to fivst user.” Culliss discloses this element, as
it recites that the search engidisplays squibs of thearch results to the useiSee idat 4:25-

31 (“As shown in FIG. 1 &0, the search engine will then diap a squib of each of the matched

articles . . . the user can then scroll through thebsopf the articles ansklect a desired one”)).

8. Culliss anticipates claim 21 of the ‘664 Patent

144. Claim 21 depends from claim 1 andther recites “wherein the content-based
filter system filters by extractinggtures from the information.” Culliss discloses this element.
As discussed above, Culliss extracts words fragrctintent of each searoésult in order to
determine how often the words from the yuare found in thesgearch results.Sge idat
14:34-36).

9. Culliss anticipates claim 22 of the ‘664 Patent

145. Claim 22 depends from claim 21 and het recites “wherein the extracted
features comprise content datdicative of the relevance to theleast one of the query and the
user.” Culliss discloses this element, becdbeenords that Culliss extracts from a search

result’s content indicate how relevané tbearch result is to the quengeg idat 14:34-36).

10. Culliss anticipates claim 26 of the ‘664 Patent

146. Claim 26 contains essentially the saglements as claim 1, but is recast as a
method rather than system claim. For examplere claim 1 requires “a scanning system for
searching for information relevant to a query assedi with a first user in a plurality of users,”
claim 26 simply requires “searching for infornmatirelevant to a queryssociated with a first
user in a plurality of users.” Where claim 1 requires “a feedback system for receiving

information found to be relevant to the query by other users,” claim 26 simply requires
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“receiving information found to be relevawtthe query by other users.” Thus, Culliss
anticipates claim 26 for the same reasons tlattitipates claim 1. | incorporate by reference
my prior discussion about how Culliss anticipatkesm 1, as well as the claim chart attached
hereto as Exhibit A-6.

11. Culliss anticipates claim 28 of the ‘664 Patent

147.  Claim 28 depends from claim 26 and et recites “the step of delivering the
filtered information to the first user.” As discussed with respect to clagumg Culliss
discloses this elementSé¢e idat 4:25-31 (“As shown in FIG. 1 &0, the search engine will
then display a squib of eachtbie matched articles . . . theer can then scroll through the

squibs of the articlesna select a desired one”)).

12. Culliss anticipates claim 38 of the ‘664 Patent

148. Claim 38 depends from claim 26 and furthecites “wherein the searching step
comprises scanning a network in response to a e is@arch for the information relevant to the
query associated with the first user.” Aseatbabove, “scanning a network” has been construed
simply as looking for or examining items imatwork, and “demand search” has been construed
as a single search engine query performed upmearequest. Furthermore, I/P Engine has
taken the position that “scanningnatwork” is satisfied by looking for advertisements stored on
a distributed databaseSde, e.9.7/2/2012 Infringement Contentiofisr Google at 6-7). Under
I/P Engine’s interpretation, diss meets this element because Culliss conducts a search for

information in response to a user quergedCulliss at 4:10-26).

C. Lashkari anticipates claims 10 and 25 ofhe ‘420 Patent and claims 1, 6, 21,
22,26, 28, and 38 of the ‘664 Patent

1. Background on Lashkari

149. Lashkari discloses a general search engine system that utilizes both feature

extraction and automated collaborative filtering idesrto predict webpage ratings. (Lashkari at
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20-21). Lashkari implemented the seaedlgine system on the world wide web as
WEBHOUND, a Personalized WWW Document Filtering Systeld. at 56). WEBHOUND
can be paired with a traditional search engineh &g Lycos or Yahoo!, to filter search results
returned by the search enging@sponse to a user queryd. @t 78).

2. Lashkari anticipates claim 10 of the ‘420 Patent

150. As noted above, I/P Engine’s infringemeonntentions assert that the preamble of
claim 10 is not a limitation. To the extenathihe preamble is considered a limitation here,
Lashkari discloses a “search engine systeméeised by the preamble to claim 10. Specifically,
Lashkari discloses that its WEBHOUND filteringsségm can be paired with a traditional search
engine system such as Lycos or Yaholal. &t 78).

(@) Asystem for scanning a network to make a demand search for
informons relevant to a guery from an individual user

151. The Court has construed “scanning a nekivty mean “lookng for or examining
items in a network.” Lashkari discloses “soang a network” in its implementation of the
WEBHOUND information filtering systemWEBHOUND has “code to retrieve WWW
documents and parse them for features” and thus examines items on a ndtivatk62)).
WEBHOUND implements “WWW Document Retridvand Parsing” as shown in the following

figure:
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WEBHOUND WWW Librariea
UHL sanonicalization

! WEBHOUND commands l Wi Document Retieval and Parsing

| . {
i

|

Raw per—document Featwe Data -
FreaWAIS Stemmar

WWW Document Feature Extraction Karpword Slemming

l______._ R

Figure 5.3: Structure of the WWW Domain Specific Module

Furthermore, I/P Engine has taken the positian thcanning a network’ satisfied by looking

for advertisements stored on a distributed datab&s=e, €.9.7/2/2012 Infringement

Contentions for Google at 6-7). Under I/P Ewags interpretation, the traditional search engines
that WEBHOUND is paired with (such as Lycasd Yahoo!) meet this element when they look
for candidate search results that match a user’s quietyat (/8).

152. Lashkari also discloses a “demand skdr The Court has construed demand
search to mean “a single search engine gperijormed upon a user request.” The traditional
search engines paired with \WHOUND perform such a querySée id.“As a concrete
example, let's say a user is searching for documeniisdien Cooking. He types the keywords

Indian Cooking into the Lycos search form . . .”).

(b)  acontent-based filter system foreceiving the informons from
the scanning system and for filtering the informons on the
basis of applicable content pofile data for relevance to the

query
153. Lashkari’'s Feature Guided Autoted Collaborative Filtering (FGACF)

algorithm discloses a content-based filter system for filtering informons on the basis of
applicable content profile data. Lashkari impésts such a content-based filter system because

it extracts “features” from items in the databand then uses the values of those features to
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compute a predicted rating (relevance score) for each iteimat 39). The WEBHOUND
implementation of the FGACF algorithm extractslsgontent profile items as Title Keywords,
Body Keywords, Anchor Keywords, Server DomaNumber of Inline Images, and Number of
Hypertext Links. Id. at 63)?° Finally, WEBHOUND filters these information items “for
relevance to the query” because WEBHOUND magigloyed to filter query results returned
from a traditional search engine such as Lyc&ee(idat 78 (“let’'s say a &3 is searching for
documents omndian Cooking. He types the keywordadian Cooking into the Lycos search
form . . . the resulting matches could Beefed through WEBHOUND and only the top ranked

ones (in terms of predicted ragihneed be returned.”)

(©) a feedback system for receivingollaborative feedback data
from system users relative to informons considered by such
users

154. The Court has construed “collaborativedback data” to mean “data from system
users regarding what informons such users fdarx relevant.” Lashkari implements a
feedback system that uses collaborateexback data throlig?VEBHOUND’s Automated
Collaborative Filtering (ACF) algghm. Users of the FGACF system give feedback by rating
pages. The FGACF algorithm uses those ratiodsd similar users, or “nearest neighbors”,
that have similar rating histories. Finally, thegicted rating scores generated by the system are

based on the ratings given by those nearest neighddrat 24-25).

(d)  The filter system combining pertaning feedback data from the
feedback system with the contenprofile data in filtering each
informon for relevance to the query

155. Lashkari discloses this element. hkari combines automated collaborative

filtering (the feedback system) with featurdragtion (content-based filtering) in the rating

20 Alternatively, if “contenprofile data” were understood tequire a more elaborate or
thorough mapping of the informon’s content, then this element would be obvious over Lashkari
in view of Rose.Seefn. 16,supra
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prediction equation, as detailed belofee idat 39:

1. Calculate a per item distance between Users [ and J
The distance between users [ and J for item p is:
|| Fexturealle fined]| o a [l - o _
dy g g = 5 FWy o (3 Dis < CW,™ s r°( Dy ) x 72%) (3.5)
ar=1 arp=1
2. Calculate a per item weight for Neighbor J
The neighbor weight for neighbor J of user [ for item p is:

Elrd iffd, < L
Wip i = e g = 3.6
Pl { 0.0 otherwise (36)
3. Calculate Predicted Rating for Item p
The predicted rating for item p is calculated as:
FLP _ E!}::iﬂﬁﬁwﬁ” “.'”t:IJ.J » RJJ-, M Chp {3_?)

iV esghborar|]
E_F=1 H"rfpl;ll; ¥ Cip

156. In the above rating equations, “FW” at€W” represent the feature weight and
cluster weight, respectively.ekture weights represent how important certain features are for a
given user. Cluster weight is dndication of how important garticular user seems to find a
particular feature value.”ld. at 37). For example, if a useas historically rated highly pages
that contain the keyword “vacations”, this indicatkat the user particularly values the keyword
feature, and within that fearyrthe “vacations” keyword value. Feature extraction, and thus
content-based filtering, is inherent in the compateof these factors. It is only possible to
compute them after scanning various itemd extracting the features from each item.

157. In the above rating equations, “D” repeess the distance between two users.
Distance here is a measure of how similar twersiare. “R” represents a rating valug,, R
the rating given by user J to item P. Theng&quation thus incorpoest a feedback system
because the new predicted rating is based on tingsareviously given to an item by the pool

of users.
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158. Finally, as discussed above, WEBHRND's content- and feedback-based
filtering is used to filter documents for relexze to the query when WEBHOUND is paired with
a traditional search engine to filtereqy results from that search engin&e¢ idat 78 (“let’s
say a user is searching for documents$nallan Cooking. He types the keywordadian
Cooking into the Lycos search form . . . thesudting matches could be filtered through

WEBHOUND and only the top rankexmhes (in terms of predicted ratingged be returned.”)

3. Lashkari anticipates claims 25 of the ‘420 Patent

159. Claim 25 contains the same substancelam 10, but is simply recast as a
method rather than system claim. Thus, Lashdaticipates claim 25 for the same reasons that
it anticipates claim 10. | incporate by reference my prior discussion about how Lashkari
anticipates claim 10. 1 also incorporate by refeeetie claim chart, attached as Exhibit A-3 to
this Report, showing how Lashkamnticipates these claims.

4, Lashkari anticipates claim 1 of the ‘664 Patent

160. As noted above, I/P Engine’s infringemeonntentions assert that the preamble of
claim 1 is not a limitation. To the extenttithe preamble is considered a limitation here,
Lashkari discloses a “search system” as rdditethe preamble to claim 1. Specifically,
Lashkari discloses that its WEBHOUND filteringsségm can be paired with a traditional search

system such as Lycos or Yahoadd.(at 78).

(@) ascanning system for searchifor information relevant to a
guery associated with a first user in a plurality of users

161. The Court has construed “a scanning system” to mean “a system used to search
for information.” The parties have agreed th@ié€ry” means a “request for search results.” The
traditional search engines paineth WEBHOUND search for infonation relevant to a request

for search results, thusaeting this limitation. $ee id.“As a concrete examg) let’s say a user
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is searching for documents trdian Cooking. He types the keywordadian Cooking into
the Lycos search form . . .").

(b) a feedback system for receivig information found to be
relevant to the query by other users

162. Lashkari implements a feedback systemreceiving information from other
users through the Automated Collaborativedfittg (ACF) algorithm. Users of the FGACF
system give feedback by rating pages. The ACF algorithm uses those ratings to find similar
users, or “nearest neighbor#fiat have similar rating histose Finally, the predicted rating
scores generated by the system are baseceaatihgs given by those nearest neighbaic. af
24-25). Since the rating scores icalie the relevance of the pageother users, Lashkari thus
implements a feedback system for receivingnmiation found to be relevant by other users.

163. Moreover, | note that Plaintiff's infringeent allegations allege that that the sub-
element of “receiving information found to be relevianthe quernby other users” is met by
receiving information globally from system usenot just information from users who had
entered a common queryS€e7/2/2012 Infringement Contentions for Google at 33-35). Thus,
under Plaintiff's Infringement @tentions, Lashkari thus med¢t® “to the query” sub-element
by receiving information found to be relevdnyt nearest-neighbors, &v if these nearest

neighbors had not entered a common qgaery.

2L Alternatively, it would be obvious iight of Bowman and Culliss to modify
Lashkari’'s WEBHOUND system such that WEBHND received information that other users
found relevant to a particulguery. As discussed above, Bowman and Culliss both disclose
“receiving information found to be relevawotthe quenby other users.’SeeSections VI.A.5(b)
and VI.B.5(b),supra Moreover, Lashkari itself recogrs the utility ofpairing WEBHOUND
with a traditional, query-based search engirgee(idat 78). Thus, instead of having
WEBHOUND just receive feedback from nest neighbors, it would be obvious to have
WEBHOUND receive feedback from the substhearest-neighbors who entered the same
query into the search engine that WEBHOUNIpa&red with. By receiving feedback from the
subset of nearest-neighbors who had entégredame query, WEBHOUND'’s feedback data
would be even more tightly focused and highealdy for a nearest-mghbor who entered that
particular query.
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(c) a content-based filter system for combining the information
from the feedback system with the information from the
scanning system and for filterirg the combined information for
relevance to at least one of the query and the first user

164. Lashkari discloses this element. As for combining the information from the
feedback system with the information from gmanning system, Lashkadoops over the results
of the scanning system (all of the items) as pfitls rating equation andcorporates the ratings
given by other users. In the following eqoatiwhich calculates themsilarity (distance)
between users | and J, the summation symbol logpsall items and incorporates user feedback

scores as “R".See idat 37:

zll!t-n.urltﬂfi‘_ﬂir} x.r-_,-P:n, J,:-c*r?, H, ““,5,,“” s } 1
Bos = R L = » X Chp %Y
IJ =

=1 cyp I,:-cc_.-_l‘,:-c"r |:3|]

Unde fined otherwise

165. Lashkari also discloses the “content-lsisespect of this claim element.
Lashkari does not solely filter search results based on feedback from other users. Rather, feature
weights represent how importantieen features are for a given user. Cluster weight is an
“indication of how important a pacular user seems to findparticular feature value.”ld. at
37). For example, if a user has historicadljed highly pages thabntain the keyword
“vacations,” this indicatethat the user particularly valuestheyword feature, and within that
feature, the “vacations” keyword lue. Feature extraction, arttls content-based filtering, is
inherent in the computation ofdbke factors. It is only posséio compute them after scanning
various items and extracting the features from each item.
166. The cluster weights and feature wegybttimately tie into the final rating

predictions, as shown in the followilsgt of equations (“FW” and “CW")See idat 39:
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|| Featurealle fined]| - el - o =
dy s = Z FW, = |( E D75 =« CW " x ™ (Dy ) x v5=) (3.5)
=] ar=]
2. Calculate a per item weight for Neighbor J
The neighbor weight for neighbor J of user [ for item p is:

Eoderd i d <0
Wiara= { ‘ hemisn (3.6)

0.0 otherwise

3. Calculate Predicted Rating for Item p
The predicted rating for item p is calculated as:

(INesghborsr|| 1o .
J=1 Wiy p0 % Rap % egp

i eighbora; ||
et Wi, iaxeyp

Fip = (3.7)

167. Since feature weights and cluster weiglitsnately affect the predicted ratings,
and they are computed through a process okectiltased filtering, Lagiari thus utilizes a

“content-based filter system.”

5. Lashkari anticipates claim 6 of the ‘664 Patent

168. Claim 6 depends from claim 1 and fet requires “an information delivery
system for delivering the filtered information to the first user.” Lashkari discloses this element,
as it discloses that search results filtedogdVEBHOUND are delivered to the useld. @t 78
(“the resulting matches could fitkered through WEBHOUND andnly the top ranked ones (in

terms of predicted rating) need be returned.”))

6. Lashkari anticipates claim 21 of the ‘664 Patent

169. Claim 21 depends from claim 1 andther recites “wherein the content-based
filter system filters by extractg features from the informat.” Lashkari discloses this
element. As discussed above, Lashkari extractarksfrom all items in #hdatabase in order to
compute “feature weights” and “cluster weights’ part of its ratingrediction algorithm. I¢l. at

35-38).
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7. Lashkari anticipates claim 22 of the ‘664 Patent

170. Claim 22 depends from claim 21 and het recites “wherein the extracted
features comprise content datdicative of the relevance to theleast one of the query and the
user.” Lashkari discloses this element because the rating prediction algorithm awards a higher
score to extracted features that closely m#telfeatures and feature values the user has
indicated he found relevant thugh his prior rating behaviorld( at 39-40).

8. Lashkari anticipates claim 26 of the ‘664 Patent

171. Claim 26 contains essentially the sagl&ments as claim 1, but is recast as a
method rather than system claim. For examplegre claim 1 requires “a scanning system for
searching for information relevant to a query assed with a first user in a plurality of users,”
claim 26 simply requires “searching for infornmatirelevant to a queryssociated with a first
user in a plurality of users.” Where claim 1 requires “a feedback system for receiving
information found to be relevant to the query by other users,” claim 26 simply requires
“receiving information found to be relevantttee query by other users.” Thus, Lashkari
anticipates claim 26 for the same reasons tlattitipates claim 1. | incorporate by reference
my prior discussion about how Lashkari antiogsatlaim 1, as well as the chart attached as

Exhibit A-3 which shows how Lashkanticipates these claims.

9. Lashkari anticipates claim 28 of the ‘664 Patent

172.  Claim 28 depends from claim 26 and et recites “the step of delivering the
filtered information to the first user.” As discussed with respect to clagugsa Lashkari
discloses this element.

10. Lashkari anticipates claim 38 of the ‘664 Patent

173. Claim 38 depends from claim 26 and furthecites “wherein the searching step

comprises scanning a network in response to awésearch for the information relevant to the
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guery associated with the first user.” Aseatbabove, “scanning a network” has been construed
as looking for or examining items in a netwaskd “demand search” has been construed as a
single search engine query performed upon aresgrest. Furthermore, I/P Engine has taken
the position that “scanning a netul” is satisfied by looking for advertisements stored on a
distributed databaseS¢e, e.9.7/2/2012 Infringement Contentiofie Google at 6-7). Under

I/P Engine’s interpretation, tieaditional search engines paired¢h WEBHOUND meet this
element by looking for items relevantdaaiser’s search engine quergse¢ idat 78).

D. Under I/P Engine’s infringement alleqaions, Ryan anticipates Claims 10, 14,
15, 25, 27, and 28 of the ‘420 Patent and Claims 1, 5, 6, 26, 28, and 38 of the
‘664 Patent

1. Background on Ryan

174. As discussed above, Ryan discloses acbeamgine that accepts a search query—
termed “keyword” in the patent (Ryan 6:10-11)—amherates a set of search results that match
that query. $ee, e.g. icat Figure 3B and accompanying texRyan further tracks the behavior
of each user with respect to aplayed list of search results. “By updating the database with the
selections of many different usethe database can be updadtegdrioritize those web listings
that have been selected thestwith respect to a given kepnd, and hereby presenting first the
most popular web page listingsarsubsequent search using shene keyword search entry.”

(Id. at 2:31-37.)

2. Ryan anticipates Claim 10 of the ‘420 Patent

175. As noted above, I/P Engine’s infringemeonntentions assert that the preamble of
claim 10 is not a limitation. To the extent thia¢ preamble is considered a limitation here, Ryan
recites a “search engine system,” as recited &ypthamble to claim 10. As Ryan states, “[the

present invention relates to a method and appathat allows for enhaed database searching,
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and more particularly; for use as an internatcle engine.” (Ryan dt8-10.) In fact, thétle of
the Ryan patent is simply “Search Engine.”

(@) Asystem for scanning a network to make a demand search for
informons relevant to a guery from an individual user

176. The Court construed “scanning a network” as looking for or examining items in a
network, and construed “demand search” as@lesisearch engine query performed upon a user
request. I/P Engine’s infringeent allegations assert thatrieving a set of ads from a
distributed database meets this limitati@ee, e.g.7/2/12 Infringement Contentions to Google
at 6-9. Ryan discloses “scan[ing] for [] keymds through a database of web addresses and the
text stored on the web sites”:

The search command is transmitted to a server computesjdhleds a search

engine associated with the server computer. The search engine receives the search
command, and then using it scans for tHesewords through a database of web
addresses and the text stored on the web. Shereafter, the results of the scan

are transmitted from the server congrutack to the user's computer and

displayed on the screen of the iseomputer. (Ryan at 1:23-31.)

177. Ryan further discloses that there camidtiple server computers containing the
keyword database, and that those secweenputers can be networked together:

The present invention is preferaligplemented in a network environment
wherein each computer contains, tglly, a microprocessor, memory and
modem, a certain of the computers eamidisplays and the like, as are well
known. As shown in FIG. 1B, a plurality of user sites/computers 100A-100D are
shown, as are a plurality of senamputers 102A-B, and developer
sites/computers 104A-B. It is understood tina typical interet network, that
different server computers 102 can berncwanected together, as is illustrated.
(Ryan at 3:66 — 4:8)

178. Moreover, Ryan populates the datalsased server computers through a web
crawler:

In order for the search engine todeare of new web sites and to update its
records of existing sites, either the proprietors of the web sites notify the search
engine themselves or the informationyniee obtained via a "web crawler’ to
update the database at the servermdsr. A web crawler is an automated
program which explores amdcords the contents ofngeb site and its inks to
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other sites, thereby spreading betweerssiiean attempt to index all the current
sites. (Ryan at 1:32-40.)

See alsdrkyan at 15:61 — 16:6: “Popuiat) the Web-page Data Table (URL Table) 188. This
table is populated in a numbefrways, including ... web crawlers may also add URL
addresses and descriptions (theadition is either the first felines of the web-page or in the
HTML coded ‘title’).”
179. Accordingly, Ryan discloses “[a] system for scanning a network to make a
demand search for informons relevanatquery from an individual user.”

(b) a content-based filter system fooreceiving the informons from
the scanning system and for filtering the informons on the
basis of applicable content pofile data for relevance to the

query

180. I/P Engine’s infringement allegations assert that receiving and filtering
advertisements on the basis of @ritdata such as keyword foteeance to the query meets this
claim limitation. See, e.g.7/2/12 Infringement Contentionsrf@oogle at 9: “Google AdWords
receives and filters advertisementstioa basis of content data (e.g., ad tkayword and
landing page attributes) for relevance to the query” (emphasis added). Ryan receives and filters
search results on the basisloé keyword entered by the user:

These results are in the form of a lishkad according to criteria specific to the

search engine. These criteria may rafmgs the number of occurrences of the

key-words anywhere within the searchest, to methods giving a weighting to

key-words used in particular positions (as previously mentioned). When multiple

key-words have been used, sites ase ainked according to the number of
different key-words gplicable. (1:59-66.)

181. As described above, URLs in Ryan can be paired with keyword based on

submissions from web site owners or by autochatawlers that process those websites. (Ryan
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at 18:36 to 19:52.) This pairing of keywortdswveb pages is a “content-based filter system”
under I/P Engine’s infringement contentidAs.
(c) a feedback system for receivingollaborative feedback data

from system users relative to informons considered by such
users

182. The Court has construed “collaborativedback data” as “data from system users
regarding what informons such users found todbevant.” (Markman Order at 10.) Ryan
receives data from its users regarding what informons thosefasedsto be relevant. As Ryan
explains, “human brain power is captured by rdocw which web pages the user goes to after
each keyword search.” (Ryan at 9:39-41.) “[T$uefer trace data thaéin be collected includes
keyword 124, URL 126, user ID 128, IP addr&38, date-time 132, brief web page description
134, and is identified as such since it provideseetior record of how searchers (surfers) use the
search engine.”ld. at 10:54-58.) This surférace data is used to upda table that tracks the
number of times a given URL was selecsétdr the user enter a given keyword:

TABLE 3

Links between information supplicrs (web-pages) and information requests
(key-words |

Eey-word  Key-word Eey-word  Key-word  Key-word

URL YA

address 1

URI XY, 7
address 2

LIRL L A

address 3

URL Y, A

address 4

URI Y P Y, 2
address 5

URL

address 6§

LRI

address T

2. To the extent the “content profile datnd “content-based filter[ing]” from this
element require a more elaborate mappintpefinformon’s content than the keyword-URL
matching in Ryan, then this element would be obvious over Ryan in view of Resi. 16,
supra.
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where X is “the cumulative number of signifi¢asits (hits) to each URL addresses [sic]
corresponding to each key-word,” Y is “the previous cumulative number of significant visits
measured at an earlier predetermined instant]Zais the time the webpage was added to the
search engine. (Ryan at 12:16-660rthermore, there can be multiple values of X, Y, and Z for
each keyword-URL pair corresponding to differeharacteristics of the user. For example,
Ryan might track the responses amanales, females, New Zealand&rdmericans, engineers,
lawyers, etc. Ifl. at 12:63 to 13:37.) The table woukdis contain the eaulative number of

times New Zealanders clicked &$SPN.com after searching foptrts,” the cumulative number

of times engineers clickkeon EPSN.com after searching for “Paris,” etc.

(d) The filter system combining pertaning feedback data from the
feedback system with the contenprofile data in filtering each
informon for relevance to the query

183. Ryan combines the feedback system dised above with content profile data in
filtering each informon for relevance to the query. As described above, Ryan maintains a
cumulative count of the number of visits tace URL for each keyworentered by the user.

(See “X” in table 3). Moreover, Ryan also imains such cumulative counts for user groups
“representing different countriesgcupations, sex, age and so forth.” (Ryan at 13:26-27.) This
information is used for the “Popular Search” functionality:

FIG. 6 illustrates the process forteiamining a list of popular web pages

associated with the entry of a keyword 27@tep 272. If this search is selected

and a keyword is entered, step 274 follows and produces a list of web pages based
on the values of X taken from Table 3 (172, FIG. 5) for the keyword 270 entered.
These web pages are identified by a uniyeb-page(URL) number from Table

3. Thereatter, in step 276 the listwéb-page numbers found from step 274 is
combined with the URL address andbagage description from Table 2 (188

FIG. 5). In step 278 the resulting Isftweb pages is then tagged, depending on

the results of step 246 in FIG. 5 as ddsauli previously, and séto the user for

them to make their selectiondd.(at 21:13-26.)

23 The named inventors of the &ypatent are fra New Zealand.
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Popular search select and keyword
entry { 2723

l

List of web pages is produced based
on the values of X from table 2 for
the kevword entered
{274)

h

The list of web pages is combined with
the web page details in table 2 (URL
address, description)

(276)

|
Y

Resulting set of web
pages are sent to user
(278)

Fipure &
184. Accordingly, Ryan discloses this claim element.

3. Ryan anticipates claims 14 and 15 of the ‘420 Patent

185. Claim 14 depends from claim 10 and furthequires “wherein the collaborative
feedback data comprises passive feedback data.” Claim 15 depends from claim 14 and further
requires “wherein the passive feedback datbtained by passively monitoring the actual
response to a proposed informon.” Ryan disdag#aining passive feedback by monitoring the
actual response to a proposed informon: “Adew to the presentvention, collecting the
surfer trace data is achieved $snding, in the list of web pages generated by the search to the
user, hidden links that will automatically send information back to the search engine (or a
subsidiary server). While the user only sees ks intended link is dplayed, the hidden link
notifies the search engine of the transfeld. &t 9:41-47.)

186. In fact, Ryan spends some time discnggiow to capture user click information

within the constraints of web technology:
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The HTTP link associated with the "wwweather.com” label is link.asp?n=1." If
the user selects this link, tiedore, in a process is invide to the user, the user is
first directed to the link asp page on #ite corresponding to the web server using
the search engine 10 according to the gmegvention, and pass parameter n with
value 1.

Server side code (application codatthuns on the web server) uses this
parameter to identify Me URL and description of the user's chosen site, This
information is then stored in a databdsdle along wit othresurfer trace data.

The server side code then executes agetloperation to the user's required URL.
The user then sees theequired page appeald(at 10:22-34.)

See also idat 9:22-30 (describing how to use tistamps to ascertain the user’s level of
interest).

187. Accordingly, Ryan discloses the limitans of claims 14 and 15 of the ‘420
Patent.

4, Ryan anticipates claims 25, 27, and 28 of the ‘420 Patent

188. Claims 25, 27, and 28 contain the sasubstance as claims 10, 14, and 15,
respectively, but are simply recast as methoceratian system claims. Thus, Ryan anticipates
claims 25, 27, and 28 for the same reasons thatitipates claims 10, 14, and 15. | incorporate
by reference my prior discussion about hovaRgnticipates claims 10, 14, and 15. | also
incorporate by reference the claim chart, attaaweBxhibit A-7 to this Report, showing how
Ryan anticipates these claims.

5. Ryan anticipates claim 1 of the ‘664 Patent

189. As noted above, I/P Engine’s infringemeonntentions assert that the preamble of
claim 1 is not a limitation. To the extent thia¢ preamble is considered a limitation here, Ryan
recites “a search system” as required by the phoéaito ‘664 claim 1. As Ryan states, “[t]he
present invention relates to a method and appathat allows for enhaed database searching,

and more particularly; for use as an mit search engine.(Ryan at 1:8-10.)

01980.51928/4874260.1 69

UNGAR EXPERT REPORDN INVALIDITY CASE 2:11-cv-512-RAJ



(@) a scanning system for searchimpfor information relevant to a
guery associated with a first user in a plurality of users

190. The Court construed “a scanning system” as “a system used to search for
information.” (Markman Order at 17.) Akscussed above with regard to “a system for
scanning a network to make a demand searncimformons relevant to a query from an
individual user” in the ‘420 PatenRyan discloses a search engiwvbich is “a system used to
search for information.” Moreover, Ryan—Ilik@ost search engines—searches for information
relevant to a query. Furthermore, Ryan canrnetlifferent search results based on the identity
of the user. For example, “[Wn the general profile type satiiis used (ranked based on X1),
the Basketball site would be ramkat the top. When the New Zaal setting is chosen (ranked
based on X:2) the rugby site wdube highest. This would be dleetion of the preferences of
the New Zealanders.” (Ryan at 12:12-16.) Moreover, Ryan stores identifying information about

each user in Table 5. (Ryan at 14:16-46.)

TABLE 3

User identification Table

[RETH Diefamlt Other
identification  password email privfile information

Joe Bloggs  dogs jbloggsm@AQL  Us, Male

191. Ryan further stores the kepwd-URL pairs for each indidual user, either at the
search engine site or at tmalividual’s computer. (Ryan at B4 to 15:28.) This allows Ryan
to further customize the seandsults provided to the user.

192. Accordingly, Ryan contains “a scannisgstem for searching for information

relevant to a query associated witfirat user in a pluality of users.”

(b)  afeedback system for receivig information found to be
relevant to the guery by other users

193. As discussed above with regard to éadback system for receiving collaborative

feedback data from system users relativiefiarmons considered by such users” in the ‘420
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Patent, Ryan discloses a feedback systenefmiving information found to be relevant to the
query by other users. As Ryan explains, “lnrbrain power is capted by recording which

web pages the user goes to after each keywordrségiRyan at 9:39-41.)[T]he surfer trace
data that can be collectettludes keyword 124, URL 126, user ID 128, IP address 130, date-
time 132, brief web page description 134, andesidied as such since it provides a trace or
record of how searchers (surfeuse the search engine.ld.(at 10:54-58.) Thisurfer trace data
is used to update a table thacks the number of times a givERL was selected after the user
enter a given keyword:

TABLE 3

Links between information supplicrs (web-pages) and information requests
(key-words |

Eey-word  Key-word Eey-word  Key-word  Key-word

URL YA

address 1

URI XY, 7
address 2

LIRL L A

address 3

URL Y, A

address 4

URI Y P Y, 2
address 5

URL

address 6§

LRI

address T

194. where X is “the cumulative number significant visits (hits) to each URL
addresses [sic] corresponding to each keyaywof is “the previous cumulative number of
significant visits measured at an earlier predatned instant,” and Z is the time the webpage
was added to the search engine. (Ryan at 1&016+urthermore, there can be multiple values
of X, Y, and Z for each keyword-URL pair corresponding to different characteristics of the user.
For example, Ryan might track the resporm@eng males, females, New Zealanders,
Americans, engineers, lawyers, ettd. @t 12:63 to 13:37.) Thelike would thus contain the
cumulative number of times New Zealanderskeiton ESPN.com after searching for “sports,”
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the cumulative number of times engineers clickedEPSN.com after searching for “Paris,” etc.

Accordingly, Ryan discloses this claim element.

(©) a content-based filter system for combining the information
from the feedback system with the information from the
scanning system and for filterirg the combined information for
relevance to at least one of the query and the first user

195.  As discussed above with regardhe “filter system combining pertaining
feedback data from the feedback system wighcitntent profile data ifitering each informon
for relevance to the query” of the ‘420 Patétyan combines the information from the feedback
system with the information from the scanning system.

FIG. 6 illustrates the process forteianining a list of popular web pages

associated with the entry of a keyword 27@tep 272. If this search is selected

and a keyword is entered, step 274 follows and produces a list of web pages based
on the values of X taken from Table 3 (172, FIG. 5) for the keyword 270 entered.
These web pages are identified by a unyeb-page (URL) number from Table

3. Thereatfter, in step 276 the listwéb-page numbers found from step 274 is
combined with the URL address andbaygage description from Table 2 (188

FIG. 5). In step 278 the resulting Istweb pages is then tagged, depending on

the results of step 246 in FIG. 5 as ddsaxulipreviously, and seto the user for

them to make their selectiondd.(at 21:13-26.)
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Popular search select and keyword
entry { 2723

l

List of web pages is produced based
on the values of X from table 2 for
the kevword entered
{274)

h

The list of web pages is combined with
the web page details in table 2 (URL
address, description)

(276)

|
Y

Resulting set of web
pages are sent to user
(278)

Figure 6
196. Ryan also discloses a “content-bééiéier system” under I/P Engine’s

infringement allegations. |I/P Engine’s imigement allegations asséhat receiving and

filtering advertisements on the basis of content datd as keyword meets this claim limitation.

See, e.9.7/2/12 Infringement Contentions for Goegit 35-36 (“AdWords uses a ‘Quality

Score’ to evaluate an advertisement’s relevance . . . The Quality Score is a combination of

factors including feedback daiz., ‘[a] keyword’s clickthroughate (CTR),” and content data,

i.e., ‘the relevance of your ad tekeyword and landing page.” (emphasis added). As discussed

above with respect to ‘420 claim 10(bupra Ryan receives and filters search results on the

basis of the keyword entered the user. Accordingly, Ryan discloses this claim element under

I/P Engine’s infringement allegations.

0. Ryan anticipates claim 5 of the ‘664 Patent

197. Claim 5 depends from claim 1 and het requires “wherein the filtered

information is an advertisement.” Ryan meets this element:
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Another novel feature of éhpresent invention, whichdirectly inures to the
benefit of the end user, directly benefits the advertiser, because it allows for
content to be targeted in real tiln@sed upon various criteria. As will be
described more fully hereinafter, antent providing algorithm is initially
selected which will determine how conténselected in step 34. Step 36 follows,
and based upon inputs from users and comeviders, which content to show is
determined. Thereafter, the advertisemanésdisplayed for the user to see,
simultaneously with the display of eitHeywords and/or web pages. (Ryan at
4:57-67.)

7. Ryan anticipates claim 6 of the ‘664 Patent

198. Claim 6 depends from claim 1 and het requires “an information delivery
system for delivering the filtered information to the first user.” Ryan discloses a system that
delivers the information to the user: “In step 2fi8 resulting list of web pages is then tagged,
depending on the results of step 246 in FIG. 8essribed previously, arggnt to the user for

them to make their seleotis.” (Ryan at 21:23-26.)

8. Ryan anticipates claim 26 of the ‘664 Patent

199. Claim 26 contains essentially the sagl&ments as claim 1, but is recast as a
method rather than system claim. For examplere claim 1 requires “a scanning system for
searching for information relevant to a query assed with a first user in a plurality of users,”
claim 26 simply requires “searching for infornmatirelevant to a queryssociated with a first
user in a plurality of users.” Where claim 1 requires “a feedback system for receiving
information found to be relevant to the query by other users,” claim 26 simply requires
“receiving information found to be relevant t@tquery by other users.” Thus, Ryan anticipates
claim 26 for the same reasons that it anticipael&sn 1. | incorporate by reference my prior
discussion about how Ryan anticipates claim lyelsas the chart attached Exhibit A-7 that

shows how Ryan anticipates these claims.
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9. Ryan anticipates claim 28 of the ‘664 Patent

200. Claim 28 depends from claim 26 and fant recites “the step of delivering the
filtered information to the first user.” As discussed with respect to clasu@g Ryan
discloses this element: “In step 278 the rasgllist of web pages ithen tagged, depending on
the results of step 246 in FIG. 5 as describedipusly, and sent to the user for them to make
their selections.” (Ryan at 21:23-26.)

10. Ryan anticipates claim 38 of the ‘664 Patent

201. Claim 38 requires “[tlhe method oflaim 26 wherein the searching step
comprises scanning a network in response to a @ s@arch for the information relevant to the
guery associated with the first user.” As disged regarding the “system for scanning a network
to make a demand search for informons relet@atquery from an individual user” element of
the ‘420 Patent, Ryan scans a network to matkenaand search for information relevant to the
query. Accordingly, Ryan discloses this element.

E. Rose anticipate claims 1, 6, 21, 22, 26, 28, and 38 of the ‘664 Patent

1. Background on Rose

202. Rose describes a system that predicts how relevant various items in an
information database will be to users of the basa. “The prediction of relevance is carried out
by combining data pertaining to the conteneath item of information with other data
regarding correlations of imests between users.” (RaseAbstract).

203. Rose performs its content-based analiy comparing a vector representing a
document’s content to a vector regeng the user’s preferencedd. @t 6:11-58). The closer
the vectors are to each other, the more releentlocument is judged b for the user.Id. at

6:56-58).
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204. Rose makes its correlation-based analipg recording feedback from system
users about how much they likddcuments that they viewedld(at 5-26-30). Based on this
user feedback, the system determines the defmarelation in variousisers’ interests.|d. at
6:59-66). This correlation of interests is usethelp predict whether a given document will be
deemed relevant to a given user. Specifically, a document will be deemed relevant to a user if
other users, whose preferencegeate with the user at issugd given a high rating to the
document. Ifl. at 7:6-19). As noted above, Rosenmnes the content-based scores and
correlation scores to generate an overall stmrthe document, which indicates the document's
relevance to the userSée idat Abstract, 7:34-36).

205. Rose also discloses that this contergdaticorrelation-based filtering can be used
to filter documents from a wide variety of information systems, including “search results
obtained through an online tendtrieval service.” Ifl. at 2:54-555ee alsalaim 26).

2. Rose anticipates Claim 1 of the ‘664 Patent

206. As noted above, I/P Engine’s infringemeontentions assert that the preamble of
claim 1 is not a limitation. To the extent thia¢ preamble is considered a limitation here, Rose
recites “a search system” as required by tieaumble to ‘664 claim 1. Specifically, Rose’s
system can accept a search query from a useretumth a set of search results, which qualifies

this system as a search systei®eeRose at 2:54-55, claim 26).

(@) ascanning system for searchimfor information relevant to a
guery associated with a first user in a plurality of users

207. The Court has construed “a scanning system” as “a system used to search for
information.” Thus construed, Rose meets this claim element because it searches for information

relevant to a query asso@dtwith a first user. See idat 2:54-55, claim 26).
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(b) a feedback system for receivig information found to be
relevant to the query by other users

208. Rose discloses a feedback systemdgeiving information found to be relevant
by other users. Specifically, Rosxords users’ level of interastsearch results presented to
them. Gee idat 5:7-28).

209. While Rose only teaches receiving infotioa about what is relevant to other
users, rather than informatioratiother users deemed relevima particular query /P
Engine’s infringement allegationgnore the “to a query” sub-elemt of this claim element.
Specifically, I/P Engine alleges that thag tho a query” sub-element is met by receiving
information globally from system users, nastinformation from users who had entered a
common query.See7/2/2012 Infringement Contentions fGoogle at 33-35 (asserting that
AdWords meets this limitation byeerding how often users in general clicked on a given ad and
incorporating this clickthrough rate into the a@uaality Score). Thus, Rose meets this claim
element under I/P Engine’s infringement allegatj@ven if Rose receivdsedback from users
in general instead of just users who leatered a common search query.

210. Alternatively, modifying Rose to recordddback from a subset of users that had
entered the same search query would be a siamglebvious modification to make. It would be
obvious to modify Rose in this manner given tbider references — such as Bowman — already
teach the utility of recording feedback from a subset of users that had entered the same search
guery. SeeBowman at claim 28[c] (“foeach item identified in thguery result, combining the
relative frequencies with which users selected the item in earlier gapaesying each of the
terms in the query to producing [sic] a ranking edlor the item.”)) If Rose were modified in
this manner, then Rose would squarely meeelement of “receiving information found to be
relevantto the quenby other users.” By receiving feedback from users who had entered the

same query about how relevant they found certanch results to be, Rose would inherently be
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receiving feedback about how relevard tisers found those selaresults to béor their shared

query.

(©) a content-based filter system for combining the information
from the feedback system with the information from the
scanning system and for filterirg the combined information for
relevance to at least one of the query and the first user

211. Rose discloses this element, as itldises that the search results derived from
the scanning system are filtered through mlzimation of content-based and feedback-based
filters. This content-based and feedback-basethod is used to filteahe search results for
relevance to the userS¢eRose at Abstract (“ltems of information to be presented to a user are
ranked according to thelikely degree of relevace to that user and displayed in order of
ranking. The prediction of relevance is carmed by combining data pertaining to the content
of each item of information with bér data regarding correlatioosinterests between users. A
value indicative of the content of a document baradded to another value which defines user

correlation, to produce a ranking score for a documesed;also idat 7:35-50).

3. Rose anticipates Claim 6 of the ‘664 Patent

212. Claim 6 depends from claim 1 and fugt requires “an information delivery
system for delivering the filtered information to the first user.” Rose discloses this element, as it
recites that “[ijnformatiorpresented to a user via an information access systeanked
according to a prediction of the likely degree dévance to the user’s interests.” (Rose at

Abstract (emphasis added)).

4. Rose anticipates Claim 21 of the ‘664 Patent

213. Claim 21 depends from claim 1 andther recites “wherein the content-based
filter system filters by extractinfgatures from the information.Rose discloses this element.
Specifically, Rose extracts “attributes” of each miation item to ascertain that item’s content.
(See idat 6:10-25 (“To derive the caent-based data, certain elements of the message, e.g., each
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word in a document, can be assigned a weltdged on its statisticahportance . . . For non-
document types of information, the content data be based upon otladtributes that are
relevant to a user’s interesttimat information. For examplan the movie database, the content
vector might take into accountetype of movie, suchs action or drama, the actors, its viewer

category rating, and the like.”)

5. Rose anticipates Claim 22 of the ‘664 Patent

214. Claim 22 depends from claim 21 and het recites “wherein the extracted
features comprise content datdicative of the relevance to theleast one of the query and the
user.” Rose discloses this element, becthuséattributes” that Rose extracts from an

information item’s content indicate howleeant that item is to the userSde id.

6. Rose anticipates Claim 26 of the ‘664 Patent

215. Claim 26 contains essentially the sas@ments as claim 1, but is recast as a
method rather than system claim. For examplegre claim 1 requires “a scanning system for
searching for information relevant to a query assed with a first user in a plurality of users,”
claim 26 simply requires “searching for infornmatirelevant to a queryssociated with a first
user in a plurality of users.” Where claim 1 requires “a feedback system for receiving
information found to be relevant to the query by other users,” claim 26 simply requires
“receiving information found to be relevant tetuery by other users.” Thus, Rose anticipates
claim 26 for the same reasons that it anticipaekaisn 1. | incorporate by reference my prior
discussion about how Rose anticipates claim Wedkas the chart athed as Exhibit A-1

which shows how Rose anticipates these claims.

7. Rose anticipates Claim 28 of the ‘664 Patent

216. Claim 28 depends from claim 26 and fnt recites “the step of delivering the

filtered information to the first user.” As discussed with respect to clasu@a Rose
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discloses this elementS¢eRoseat Abstract) (“[ijnformatiorpresented to a user via an
information access systasiranked according to a predictiontbé likely degree of relevance to
the user’s interests.”) (emphasis added).

8. Rose anticipates Claim 38 of the ‘664 Patent

217. Claim 38 depends from claim 26 and furthecites “wherein the searching step
comprises scanning a network in response to a g is@arch for the information relevant to the
qguery associated with the first user.” Asatbabove, “scanning a network” has been construed
simply as looking for or examining items imatwork, and “demand search” has been construed
as a single search engine query performed apaser request. Rose discloses this claim
element because it looks for search itssn response to a user’s quergeéRose at 2:54-55,
claim 26).

VII. THE ASSERTED CLAIMS ARE OBVIOUS IN LIGHT OF THE PRIOR ART

218. The discussion above demonstrated thata$serted claims are anticipated by one
or more of Bowman, Culliss, Lashkari, Ryan, and Rose. To the extent that any of those
references do not disclose limitations in the asdestaims, this section demonstrates that those
limitations consist only of obviouspplications of art known to orwd ordinary skill, and thus
the claims are invalid for obviousness in light of each reference.

219. Exhibits A-1 through A-7 of this Repaare element-by-element claim charts of
each of the asserted claims irstbase with references to theor art. These Exhibits are
incorporated by reference intcethody of this Report and should d@nsidered as part of this

Report.

A. Standard for Obviousness

220. | understand that the Supreme CourKBRexpanded upon the framework for

analyzing obviousness set forthprevious cases includigraham v. John Deerdt is my
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understanding that iIKSR the Supreme Court rejected the Federal Circuit’s “rigid” application
of the “teaching, suggestion, or motivation” testobviousness in favor of an “expansive and
flexible approach” using “commasense.” | understand thatli®R the Supreme Court
specifically cautioned against granting patents éinatnothing more than combinations of known
elements driven by non-innovative factors suchmasket demands. The Court also provided
guidance on how combination patents shoultidedled. The Supreme Court noted that
“[g]ranting patent protection tadvances that would occur iretbrdinary course without real
innovation retards progress and may, in treeaa# patents combining previously known
elements, deprive prior inventiongtheir value or utility.” TheSupreme Court also stressed the
need for “caution” before validating patents theg merely combinations of elements found in
the prior art. In view of this caution, the@@t explained that “[tjhe combination of familiar
elements according to known methods is likelype obvious when it does no more than yield
predictable results.”

221. | further understand that the Suprenmu@ pointed to other factors which may
show obviousness. For example, the Supreme ©@bsdrved, “[w]hen a work is available in one
field of endeavor, design incentives and other mddeees can prompt variations of it, either in
the same field or a different one. If a persbordinary skill inthe art can implement a
predictable variation,” it is obwus. Similarly, the Court notedah‘[i]f a technique had been
used to improve one device, and a persaordihary skill would ecognize that it would
improve similar devices in the same wayngsihe technique is obvious, unless its actual
application is beyond his or hskill.” Further, “[w]hen there is a design need or market
pressure to solve a problem and there areite fumber of identifiedpredictable solutions, a

person of ordinary skill has gooeason to pursue the known options within his or her technical
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knowledge.” Finally, “[i]f a person of ordinary ilkcan implement a predictable variation of the
prior art in the manner claimed, 8103 likely bars its patentability.”
222. lunderstand that iIKSR the Supreme Court also stdtthat the factors from

Graham v. John Deerghould be used in the obvioussenalysis. These factors are:

(1) The scope and content of the prior art,

(2) Differences between thei@rart and the claims asserted,

(3) The level of ordinary skill in the pertinent art.

(4) “Secondary considations” of non-obviousness

B. The Asserted Patents Are a Combination of Prior Art Elements.

223. Each of the elements of the ‘420 and ‘G&tents was presenttime prior art.

1. Scanning a network for information relevant to a query

224. Scanning a network for information relevaota query appears in ‘420 claims 10
and 25, as well as ‘664 claim 38. The Courtd¢@sstrued “scanning a tveork” as looking for
or examining items in a network. I/P Engine telen the position that this element is satisfied
by looking for advertisements adistributed databaseSde, e.g.7/2/2012 Infringement
Contentions for Google at 6-7)Under I/P Engine’s interpretati, a wide variety of prior art
references look for items in a database or né¢ytbus meeting this element. For example, the
Lycos search engine, disclosed as a fronteemdponent of Lashkasi WEBHOUND system,
accepts a search query from a user and looks for items relevant to the @eetyasbkari at
78). Bowman’s system also actep search query from a userd looks for items relevant to
that query. $eeBowman at claim 28[a-b]). Culliss discloses a search engine that looks for
search results matching a user’s query. (Culligsl®i-26). And Rose’s system includes a text
retrieval service that looksifand retrieves items matchingiser query. (Rose at 2:51-55,

claim 26).
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2. Receiving information found to berelevant to the query by other
users

225. Receiving information found to be relevaatthe query by other users appears in
‘664 claims 1 and 26. A wide variety of prior egferences also receive information found to be
relevant to the query by otherars. For example, Bowman records how often prior users who
had entered the same query had setkatparticular sgch result. $eeBowman at Abstract
(“[A] software facility . . . produces a rankinglua for at least a portion of the items identified
in the query result by combining the relative fregcies with which users selected that item
from the query results specifg each of the terms specified tye query.”) Culliss records
which search results were selected by usersemtered a particular query, and raises the scores

for terms in the selected search resthtat match terms in that quensegCullissat 4:37-49).

3. Receiving collaborative feedback data

226. Receiving collaborative feedback dafgpears in ‘420 claims 10 and 25. The
Court construed “collaborative feedback daa™data from system users regarding what
informons such users found to be relevant.lli€uand Bowman disclose this element for the
same reason that they disclose “receiving infdram found to be relevant to the query by other
users.” This is because “collaborative feedback datdlides‘information found to be relevant
to the query by other users” undbe Court’s construatn — the latter term is a subset of the
former.

227. Numerous references besides Culéingd Bowman also disclose receiving
collaborative feedback data under the Cowt’sstruction, because they receive data from
system users regarding what informons such users found to be rel&Semte.gRose at 5:8-

34; Lashkari at 57).
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4, Combining feedback data with conént data in filtering information

228. Combining feedback data with contelatta in filtering information, which
appears in ‘420 claims 10 and 25 and ‘664 clalmasd 26, was well-known in the art. To put it
another way, numerous priott aeferences combined contdyased filtering with feedback-
based filtering to filter information. For example, Rose discloses that “[ijtems of information to
be presented to a user are rahkecording to their likely degrex relevance to that user and
displayed in order of rankingl'he prediction of relevance ¢airried out by combining data
pertaining to the content of each item of infation with other data regarding correlations of
interests between usergRose at Abstract) (emphasis addeBpwman discloses that an item’s
relevance score is derived by combining:féBdback showing howften other users who
entered the same query selected that itewh;(2) content analysghowing how many terms
from the query appear in the item’s contef@owman at claims 28-29)_ashkari states that
“[t]his thesis presents a novel technique for information filtering that attempts to address the
problems faced by both ACF [Automated CollabimaFiltering] and content-based approaches
by combining the two to make usfeheir complementary strengths(Lashkari at 15-16)
(emphasis added). And Balabanovic states‘fbt combining both coliborative and content-
based filtering systems, Fab may eliminate mainyhe weaknesses found in each approach.”

(Balabanovic at 66).

5. Receiving passive feedback data

229. Receiving passive feedback data app&ard20 claims 14, 15, 27, and 28. As
discussed above, both BowmardaCulliss teach receiving passieedback data from users.
These references do not require users to explitidie their interest in documents. Rather, they
infer user interest by passively monitoring wiidocuments the users select for viewing,

purchasing, etc. SeeBowman at 7:31-33, 9:2-3; Cudb at 4:32-34).
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230. Itis unsurprising that these refereneéected to receive paive (rather than
active) feedback from users. As Loeb exmpdaithere are only twieasic ways to receive
feedback from users: activelye., requiring the user to entedditional information as to his
preferences—or passivelye. deducing those preferences fridm user’s actions. (Loeb at 40-
41.) There are also known benefits to usingipadsedback rather than active feedback to
gather information about user preferences. dxample, Loeb observes that “casual users are
not likely to be willing to engagm lengthy interactions with thgystem in order to articulate
current information needs and provide explicit feedback,” and thus implicit means are needed to
ensure their participationld{ at 41.) Accordingly, one of dinary skill would understand that
feedback from system users, regarding whatmation these users found to be relevant, could

constitute passive feedback.

6. Filtering advertisements

231. Filtering advertisements appears in ‘G8dim 5. It was well-known in the art
that advertisements are one type of informatidityethat can be filtered. Indeed, several of the
prior art references discussed herein speadlfi disclose filtering advertisementsSeeCulliss at
9:56-62; Bowman at 5:4, 9:2-Ryan at 4:57-67).

7. Extracting features from information

232. Extracting features from éhfiltered information apgars in ‘664 claims 21 and
22. As was commonly recognized, it is necessahetpful to extract features from information
items in order to analyze those items’ @ritfor purposes of content-based filtering.
Accordingly, many of the refereas discussed in this Report dase extracting features from
information. For example, Rose disclosesanting word features from textual information
items and thematic or other descriptive fieas from non-textual information itemsSeeRose

at 6:10-25 (“To derive the contebased data, certain elementshed message, e.g., each word in
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a document, can be assigned a weight, baséd statistical importance . . . For non-document
types of information, the content data can b&eldaupon other attributesathare relevant to a

user’s interest in that inforrtian. For example, in the movie database, the content vector might
take into account the type of movie, such as action or dthmagctors, its viewer category

rating, and the like.”) Lashkari extracts docunfeatures and uses themits “Feature-Guided
Automated Collaborative Filtering” algorithmSéelashkari at 35 (“The idea behind the

FGACF algorithm is that users dom¢cessarily correlate on the itéewel but rather for certain
combinations of values of features of th#ems. Thus the FGACF algorithm treats each item

as consisting of a set tdature valuesor a set ofeaturesdefined in the domain.”) (emphasis in
original).

8. Delivering filtered information to users

233. Delivering filtered information to usgrppears in ‘664 claims 6 and 28.
Delivering filtered information to users is, unsuspgly, an element adlmost any information
filtering system. This is because filtered information has little utility unless it is somehow
delivered to a user who has need for saébrmation. Accordingly, numerous prior art
references disclose ldeering filtered information to users SéeRose at Abstract (“Information
presented to a useta an information access system is ranked according to a prediction of the
likely degree of relevance to the user’s interests.”) (emphasis added); Bawvas-58 (“In
step808§ the facilitydisplaysthe itemdgdentified in the queryesult in accordance with the
ranking values generated for the items in §@@) (emphasis added); Culliss at 4:25-31 (“As
shown in FIG. 1 aR0, the search engine will thelisplay a squib of each of the matched articles
... the user can then scroll through the squilibefirticles and seleatdesired one”) (emphasis

added).
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C. The Combinations In the Asserted Patent Claims Are Predictable And Do
Not Yield Any Unpredictable Results.

234. The Supreme Court iIKSRstated “[w]hen a work iavailable in one field of
endeavor, design incentives and other market faraegprompt variationsf it, either in the
same field or a different one. If a person of ordinary skill can implement a predictable variation,
8103 likely bars its patentability. The Supreme Courts stated that “[tjhe combination of
familiar elements according to known methods is likely to be obvious when it does no more than

yield predictable results.”

1. The Combinations in the Asserted Patents Are Predictable

235. Combining the elements of the asserted patents was predictable. The elements
were available in combination and only witighl variations in the very same field of
information retrieval and filtering. It is my apon that this combination adds nothing to the
nature and quality of each of the individuarakents on its own, which | understand the Supreme
Court has emphasized in KSR.

236. Combining content and feedbacldata to filter information: It would have
been predictable for a filter system to comlpatent data and feedback data, because content-
and feedback-based filtering methods can comeid each other and compensate for each other
other’'s weaknesses. Numerous prior art refmemecognized this fact. As Lashkari states,
“[t]his thesis . . . attempts to address thebbems faced by both ACF [Automated Collaborative
Filtering] and content-based approaches by combining the two to make use of their
complementary strengths.” (Lashkari at 15:18nd as Balabanovic states, “[b]y combining
both collaborative and content-based fihgrsystems, Fab may eliminate many of the

weaknesses found in each apptroadBalabanovic at 66}

4 The ‘420 specification reteis that “[c]ollaborative filteng . . . is the process of
filtering informons, e.g. documents, by determ@mivhat informons other users with similar
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237. Specifically, content-based filtering alone can be ineffective for filtering
information items whose content is difficult for angouter to determine. In particular, computer
programs may have difficulty determining thentent of non-textual information items like
photographs, music clips, and videos, sincedlitesns often lack structured syntax for a
computer to parse.

238. Conversely, feedback-based filtering aleudfers from a “cold-start” problem:
when a feedback system first gets up and nmrthere are by definition no feedback ratings
from prior users. Even after a feedback sysgets up and running, feeaitk-based filtering can
prove ineffective if there are a relatively large number of information items and a relatively small
number of users. In such case, the feedbaukrage might become very sparse, meaning that
many items may have few if any user feedback ratings.

239. As references such as Lashkari anthBanovic recognized, combining content-
and feedback-based filtering can overconeweaknesses that each method suffers from in
isolation. For example, even though computers may have difficulty determining the content of
photographs, music clips, and vide human users have no difficulty providing feedback on such
items. And even though some items in an infdromefiltering system might have few or no user
feedback ratings if the system has many itemdendisers, the lack of user feedback for an
item does not adversely affect a computer program’s ability to determine that item’s content.

240. Because combining content- and feedback-based filtering methods can overcome
the weaknesses that each method suffers frasoiation, it would be predictable for an

information filtering system to combine these two approaches.

interests or needs found be relevant.” Ifl. at 4:26-29). Thus, collaborative filtering is a type
of filtering that relies on user feedback.
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241. Using a content- and feedback-basedltier system to filter search results:
Combining a content- and feedback-based filtstesy with a search emgg, and using it to filter
search results for relevance to the query eruer, would also haveeen predictable and
obvious. Indeed, the prosecution argtto the ‘420 Patent illusti@as this point. In a December
6, 2000 Office Action, the Examiner rejected th20 Patent over the parent ‘799 Patent on the
ground that it would have been obvious to coralihe ‘799 Patent’s content/collaborative
filtering method with a search enginé&SegDecember 6, 2000 Office Action at 3). The
applicants acquiesced to this obviousness rulingling fa terminal disclaimer that restricted the
‘420 Patent’s term to that of the ‘799 Pater8edMay 7, 2001 Amendment and Response at 5).

242. | agree with the Examiner that it would have been obvious to combine a content-
and feedback-based based filtering system with @lsemgine, so as to filter search results for
relevance to a query or a us@y the mid-1990’s, it was weknown that search engines were
powerful information-retrieval methods. Yet it svalso well-known that search engines could
retrieve massive amounts of potentially-irrelevdata. Thus, it would have been obvious to
combine search engines with existing information filtering methods — such as methods that used
content- and feedback-based filtering — in otdepresent a smallend more relevant body of
search results for the user. For example, Laskkalicitly states that its WEBHOUND system,
which uses content-based and collaborative filtering, can be combined with existing search
engines such as Lycos or Yahoo! to filter seaesults returned by those search engin8ge (
Lashkari at 78).

243. Scanning a network for information relevant to a query:As noted above, the
Court has construed “scanning a network” as looking for or examining items in a network.
Under this interpretation, scanning a networnkifdormation relevant to a query would have
been a predictable element of a search emyistem (whether or not the search engine was
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combined with a content- and feedback-badser)i Search engines commonly used networked
computers or servers, and a predictable paats#arch engine funoti would be looking for
search results on those networks that devaat to a user query.

244. Using passive feedback datdt would have been predictable to empfmgssive
feedback data in any information filtering system that used feedback data. This is because
passive feedback is one of omlyo types of feedback that can be received, and there were
known advantages to receiving passive feedbackl.o&b explains, user feedback can either be
active—t.e., requiring the user to enter additional imf@tion as to his preferences—or passive,
i.e. deducing those preferences from the user’s actions. (Loeb at 40-41.) There are known
benefits to using passive feedback rather twive feedback to gather information about user
preferences. For example, “casusers are not likely to vglling to engage in lengthy
interactions with the system in order to artatalcurrent information needs and provide explicit
feedback,” and thus implicit means aeeded to ensure their participatiohd. @t 41.)
Accordingly, it would be prediable and obvious to employ passifeedback in a feedback-
based information filtering system.

245. Extracting features from information: Just as using pass feedback data
would be a predictable elementafy feedback-based filterstgm, extracting features from
information items would be a predictable elenwrdny content-based filter system. This is
because extracting features from inforroatitems is a well-known and effective way of
determininghose items’ content. As Rose expkione can determine items’ content by
extracting word features from textual itemseatracting non-word features from non-textual
items —e.g, extracting genre and actor informatiord&termine the content of a movie. (Rose
at 6:10-25). Because content-based filtering irequanalyzing the content of the items to be
filtered, and because feature extion is a simple and well-known method of determining an
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item’s content, feature extraction would bpradictable element of a content-based filter
system.

246. Delivering filtered information to users: As noted above, even the most
sophisticated information-filtering system has litildity if the filtered information cannot be
somehow delivered to the users who have a faratl Accordingly, it would be predictable for
any information-filtering method to include tekement of delivering filtered information to
users.

247. Filtering advertisements: There are no technical oorceptual difficulties in
filtering advertisements as opposed to filtering otpes of digital media. Thus, it would be
predictable for an information filtering systemfilter advertisements. Indeed, this would allow
such a system to be used in the lucrative mddketomputerized advertigy services — a market
that was well-established by the asserted psitpnbrity date of 2cember 1998. Accordingly,
it is unsurprising that many of the prior art refeces discussed in this Report specifically
disclose filtering advertisementsSgeCulliss at 9:56-62; Bowman &t4, 9:2-3; Ryan at 4:57-

67).

D. Claims 10, 14, 15, 25, 27, and 28 of thé20 Patent and claim 5 of the ‘664
Patent are obvious over Rose in view of Bowman

1. Claim 10 of the ‘420 Patent is obvious over Rose in view of Bowman

248. As noted above, I/P Engine’s infringemeontentions assert that the preamble of
claim 10 is not a limitation. To the extent thtia¢ preamble is considered a limitation here, Rose
recites a “search engine system,” as reditethe preamble to claim 10. Specifically, Rose
discloses filtering $earch result®btained through an onlinexteretrieval service.” Ifl. at 2:54-

55) (emphasis added). Similarly, Rose ltises that its information access system may

comprise “an electronic search anttieval system.” (Claim 26).
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(@) a system for scanning a network to make a demand search for
informons relevant to a guery from an individual user

249. As noted above, I/P Engine takes the positiat ‘420 claim 10(a) is satisfied if a
system conducts a search for information in respda a user query. Rose meets this element,
because Rose’s system accepts a search quergafuser and returns a set of search results in
response. See idat 2:54-55; claim 26).

(b) a content-based filter system fooreceiving the informons from
the scanning system and for filtering the informons on the
basis of applicable content pofile data for relevance to the

query

250. Rose discloses a content-based filter system that filters informons on the basis of
applicable content profile data. Specificallye gearch results in Rose’s system are filtered by
comparing a vector representing a documesdigent to a vector representing the user’s
preferences.|d. at 6:11-58). The closer the vectors @areach other, the more relevant the
document is judged to be for the usdd. &t 6:56-58).

251. While Rose’s comparison of document vedtouser vector filters for relevance
to the user rather than relexz to the query, it would be obvious modify Rose so that Rose
filtered for relevance to the query. As Rose discloses, any sort of information content can be
described by a vectorld( at 6:26-35). Thus, while Rose comgaia search result vector against
a vector representing the useofile, Rose’s method could besjuas easily used to compare a
search result vector againstector representing the usegsgery. Moreover, one of skill the art
would be motivated to modify Rose in thismnar. As discussed above, there are a limited
number of ways to filter coanht-based information: chiefly, one could filter for relevance to a
user or to a user’s query. Furthermore, othiremces such as Bowman already teach the utility

of filtering search results for relevance to a quedgeSection VI.A,supra(explaining how
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Bowman combines content-based and feedbaslkedb methods to filter search results for
relevance to a query).

252. One of skill in the art would be motivatéol combine Bowman with Rose, such
that Rose’s system would filter information for relevatecéhe query Rose and Bowman are
both directed to the problem of efficiently éting large amounts of information. Moreover,
they both solve this problem in similar waysamely, by combining content data with feedback
data to create a hybrid content/feedbakt&ring method. Because Rose and Bowman propose
similar approaches to solving the same problem, one of skill in the art would be strongly
motivated to combine their teachings.

(©) a feedback system for receivingollaborative feedback data
from system users relative to informons considered by such
users

253. Rose discloses a feedback system forivewg collaborative feedback data from
system users relative to informons considdngguch users. Specifically, Rose receives
feedback from system users about how highly tla¢gd search results presented to theBee (
Roseat 5:31-46). For each user, Rose uses thabtak from users most similar to that user to
determine how relevant a given searesult will be for that user.Sge idat 6:59-7:10). In
other words, Rose judges thateamgch result will be deemed maedevant to a given user if

other users who are similartteat user had rated that sefaresult highly.

(d)  The filter system combining pertaning feedback data from the
feedback system with the contenprofile data in filtering each
informon for relevance to the query

254. Rose combines the feedback data withabntent profile data to filter each
document for relevanceSeeRose at Abstract (“Items of infoattion to be presented to a user
are ranked according to their ligadegree of relevance to thateunsnd displayed in order of

ranking. The prediction of relevance is carried dayt combining data pertaining to the content
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of each item of information with other dategarding correlations ointerests between usébs.
(emphasis added$ge also idat 7:35-50.

255.  While Rose uses this hybrid filtering thed to filter documents for relevance to
the user, it would be obvious to modify Rose st thfiltered for relevance to the query. This
could be done simply by comparing each document vector to a query vector instead of to a user
vector, and by recording feedback from the stio$ other users who had entered the same
search query (instead of recording feeddagkn all users). There would be no technical
difficulties to modifying Rose in this mannekloreover, one of skill the art would be motivated
to modify Rose in this manner, given the linditeumber of ways to do relevance filtering and
the fact that other references such as Bowmaady teach the utility of filtering search results
for relevance to a quenSee alsdection VII.D.1(b)supra(explaining why one of skill in the
art would be motivated to combine R@sand Bowman’s teachings).

2. Claims 14 and 15 of the ‘420 Paterdre obvious over Rose in view of
Bowman

256. Claim 14 depends from claim 10 and furthequires “wherein the collaborative
feedback data comprises passive feedback data.” Claim 15 depends from claim 14 and further
requires “wherein the passive feedback datibtained by passively monitoring the actual
response to a proposed informon.” Rose disclagesdback system where users actively state
their level of interest in eaadibcument that they view.SéeRose at 5:8-30). However, Bowman
teaches passive feedback. Bowman’s feedbaekislaerived from passively monitoring users’
actual response to search results — namely,toramg how frequently users who had entered the
same query selected eachtodse search resultsSedeBowmanat 2:31-35).

257. It would have been obvious to modify Rasethat it utilized passive feedback in
the manner that Bowman does. There are ontyiiasic types of user feedback that can be

collected — active feedback and passive faekb Moreover, one of skill in the art would
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understand that passive feedback has advantagesctive feedback, particularly for casual
users who might not have the patience or isteie provide active feedback on each document
that they view. $eel.oeb at 40-41).See als@ection VII.D.1(b)supra(explaining why one of
skill in the art would be generally motivatemlcombine Rose’s and Bowman’s teachings).

3. Claims 25, 27, and 28 of the ‘420 Patemire obvious over Rose in view
of Bowman

258. Claims 25, 27, and 28 contain the sasubstance as claims 10, 14, and 15,
respectively, but are simply recast as methoceratian system claims. Thus, claims 25, 27, and
28 are obvious over Rose in view of Bowmantfe same reasons that claims 10, 14, and 15 are
obvious over Rose in view of Banan. | incorporatey reference my prior discussion about
how claims 10, 14, and 15 are obvious over Rosgem of Bowman. | also incorporate by
reference the chart attachedhcs Report as Exhibit A-1, showing how these claims are obvious

over Rose in view of Bowman.

4, Claim 5 of the ‘664 Patent is obwus over Rose in view of Bowman

259. As disclosed above, Rose anticipatesnalaiof the ‘664 Patent. Claim 5 depends
from claim 1 and further requires “wherein the fité information is an advertisement.” To the
extent Rose does not disclose thatiltered information includes advertisemeft&owman
does disclose this element because it dissléikering information representing purchasable
products. $eeBowmanat 5:4; 9:2-3; claim 7). It would babvious to one of skill in the art that
Rose could also be used to filter advertisemefitsere is nothing inherently different about
advertisements compared to other digital mednd nothing about the workings of Rose’s
system would prevent it from filtering advertisert'enMoreover, one of skill in the art would be
motivated to use Rose’s system to filter advertients, since this would allow Rose’s system to

be used in the lucrative market fmvmputerized advertising serviceSee als@&ection

%> Rose refers to messages genericaBeeRoseat 3:36-37).
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VII.D.1(b), supra(explaining why one of skill in the art would be generally motivated to
combine Rose’s and Bowman’s teachings).

260. For the same reasons, claim 5 wouldbeious over Rose in view of either
Culliss or Ryan, each of which (like Bownjatiscloses filtering advertisementsSegCulliss at

9:56-62; Ryan at 4:57-67).

E. Claims 14, 15, 27, and 28 of the ‘420 Pateahd claim 5 of the ‘664 Patent are
obvious over Lashkari in view of Bowman

261. As detailed in Section VI.Guprg Lashkari anticipatesll asserted claims
except: (a) claims 14, 15, 27, and 28 of the ‘420Rated (b) claim 5 of the ‘664 Patent. As
explained below, each of these claims wdwdde been obvious over Lashkari in view of
Bowman.

1. Claims 14, 15, 27, and 28 of the ‘420 Bmt are obvious over Lashkari
in view of Bowman

262. Claims 14, 15, 27, and 28 of the ‘420 Patedd the requirements of receiving
passive feedback data thabistained by passively monitorirtige user’s actual response to a
proposed informon. Lashkari discloses a feedlsgskem where users actively state their level
of interest in each document that they vieBed_ashkari at 57). However, Bowman teaches
passive feedback that is dexd from passively monitoring ess’ actual response to search
results — namely, monitoring how frequently usen® had entered the same query selected each
of those search resultsSgeBowmanat 2:31-35).

263. It would have been obvious to modify Lashkso that it utilizd passive feedback
in the manner that Bowman does. There are twiybasic types of uséeedback that can be
collected — active feedback and passive faekb Moreover, one of skill in the art would

understand that passive feedback has advantagesctive feedback, particularly for casual
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users who might not have the patience or isteieprovide active feedback on each document
that they view. $eelLoeb at 40-41).

264. Furthermore, just as one of skill in tag would be motivated to apply Bowman’s
teachings to Rose, one of skilltime art would be motivated to apply Bowman'’s teachings to
Lashkari. Lashkari and Bowmanmne both directed to the problerhefficiently filtering large
amounts of information. Moreover, they both sothis problem by combining content data with
feedback data to create a hybrid content/feedback filtering method. Because Lashkari and
Bowman propose similar approaches to solvirmgshime problem, one of skill in the art would
be motivated to combine their teachings.

2. Claim 5 of the ‘664 Patent is olious over Lashkari in view of
Bowman

265. Claim 5 of the ‘664 Patent depends fralaim 1 and further requires “wherein
the filtered information is an advertisemé&nthough Lashkari does hepecifically disclose
that its filtered information includes advertisems, Bowman does disclose this element because
it discloses filtering information entigerepresenting purchasable produc&eeBowmanat
5:4; 9:2-3; claim 7). It woulthe obvious to one of skill in thetahat Lashkari could also be
used to filter advertisements. There ishirog inherently different about advertisements
compared to other digital media, and nothingulihe workings of Lashkari’'s system would
prevent it from filtering advertisements. Moreowarng of skill in the art would be motivated to
use Lashkari’s system to filter advertisements;esithis would allow Lashkari’s system to be
used in the lucrative market for computerized advertising serviéées . als@ection VILE.1,
supra(explaining why one of skill in the art would generally motivated to combine Lashkari's

and Bowman'’s teachings).
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266. For the same reasons, claim 5 would be @bwiover Lashkari in view of either
Culliss or Ryan, each of which (like Bowmatiscloses filtering advertisementsSegCulliss at

9:56-62; Ryan at 4:57-67).

F. Claims 21 and 22 of the ‘664 Patentra obvious over Ryan in view of Rose

267. As detailed in Section VI.BBuprg Ryan anticipates all asserted claims (under
I/P Engine’s infringement ali@tions) except claims 21 and @2he ‘664 Patent. Claim 21
depends from claim 1 and further requires “wiretke content-based filter system filters by
extracting features from the information.” Qa2 depends from claim 21 and further requires
“wherein the extracted features comprise contetd indicative of the relevance to the at least
one of the query and the user.”

268. To the extent Ryan does not disclose éldded limitations of claims 21 and 22,
these claims would be obvious over Ryan in vidiRose. Rose meetsethimitations of claims
21 and 22 because it extracts “attribute” featur@s feach information item to ascertain that
item’s content, and these features comprise codtga indicative of the item’s relevance to the
user. SeeRoseat 6:10-25 (“To derive the content-bagkda, certain elements of the message,
e.g., each word in a document, can be assignesight, based on its distical importance . . .
For non-document types of infortian, the content data can besbd upon other attributes that
are relevant to a user’s inter@sthat information. For exgphe, in the movie database, the
content vector might take into account the typenofiie, such as action or drama, the actors, its
viewer category rating, and the like.”)

269. It would have been obvious to combiRese’s feature-extraction methods with
Ryan, because feature extraction is a simapigé commonly-known method of determining an
item’s content for purposes of content-bas#drfing. Thus, it would have been obvious to

apply this method to any system (such as Rysyssem) that employed content-based filtering.
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Furthermore, both Rose and Ryan are both @eMtut the same problem of filtering large
amounts of information, and they propose broadtylar solutions that inveke the utilization of
content data and feedback data. Given tmencon problem that Rose and Ryan are directed
towards, and the similar solutions that they psapfor this problem, one of skill in the art would

be motivated to combine these two referehtsschings.

G. The Combinations In the Asserted Patents Do Not Yield Unpredictable
Results

270. As the Supreme Court observedi8R “[tihe combination of familiar elements
according to known methods is likely to be obvieteen it does no moredh yield predictable
results.” In my opinion, there i®othing unpredictable that resultem combining the elements
of the asserted patents. Each of the vargesients was well known in the prior art, and their
combination introduces nothing new. Indeed, manhefprior art references disclose goals and
advantages very similar to those claimethie asserted patents, as discussed above.

271. For example, the asserted patents’ civaioon of content-based and feedback-
based filtering yields no unpredictable results. To the contrary, this combination simply yields
an improved filtering process by letting the comtemd feedback-based methods compensate for
each other’'s weaknesses — just as the pridraat predicted. For example, Lashkari and
Balabanovic disclose combining content-basedcatidborative filtering pecisely so that these
methods may complement each other and compensate for each other’'s weak8esses. (
Lashkari at 15-16; Balabavic at 66). Rose similarly explains that a one-dimensional content-
based filtering approach is ovedimplistic, and “[i]t is desirablé . . . provide a system that
takes into account a variety of #itrtes that are relevatd a user’s likely inteest in a particular

item of information. In this regard, it is p@ularly desirable to provide an information
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relevance filtering technique which utilizes coonmmty feedback as one of the factors in the
prediction.” (Ros at 2:16-22).

272. The asserted patents’ use dkthybrid filtering method to filtesearch results
also yields no unpredictable rétsu To the contrary, it waantirely predictable that search
results could filtered just like any other infortioa stream — as the prior art recognized. For
example, Lashkari discloses that its hyd&BHOUND filtering systemmay be appended to a
traditional search engine in orderfilter the vast amounts of infmation that the search engine
might return in response to a usgrery. (Lashkari at 78). bsimilar vein, Bowman explains
that “a new, more effective technique for automatically ordering qusajtsan accordance with

collective and individualiser behavior woultave significant utility.” (Bwman at 1:55-57).

H. One Skilled In The Art Would Have Been Motivated To Pursue The Claimed
Combinations Through Market Forces And Trends

273. In KSR the Supreme Court also observed tiadten there is a design need or
market pressure to solve a problem and thegea finite number of identified, predictable
solutions, a person of ordinaskill has good reason to pursue #tmown options within his or
her technical grasp. If thisads to the anticipated succeasss likely the product not of
innovation but of ordinary skill ancommon sense. In that instarthe fact that a combination
was obvious to try might show that it was obvious under sec. 103.”

274. Here, one of ordinary skill would habeen motivated to pursue the claimed
combinations. First, the explgs growth in the quantity dhternet information by the mid-
1990’s created a need for powerful and sophisticateithods of filtering this information. As
Lashkari noted, “[t]he increasirayailability of inexpensive eaputing power coupled with the
rapid proliferation of computer networks and cectivity has created a rewaion in terms of an

average user’s access to vast amounts of irfiom However, this ease of access to vast
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guantities of information has sharply exacerbaeyrowing problem of personal information
overload . . . The solution lies developing increasingly sopkisated and personalized tools
that can help users in filtering tleegast quantities of information.” @ishkari at 13-14).

275. As forhowto create such sophisticatatdgpowerful filtering methods, it was
well-known that content-based and collaborafikering methods each had disadvantages that
could be overcome by combining the two. Erample, Balabanovic explains that “[b]y
combining both collaborative and content-basering systems, Fab may eliminate many of
the weaknesses found in each approach.” (Balabanovic at 66).tHevasserted patents
themselvesecognize, in their “Background of the Imt@n” section, that it was previously
known that content-based and cotiedttive filtering be used together to filter search results.
(1:17-26, 1:41-45). Thus, it would have been obvious to one of skileiart to combine
content-based filtering and collaborative or feedback filtering to filter search results for relevance
to a query or user, as taught by the asserted patents.

276. Indeed, the marketplace was quick to embrace these types of solutions even
before the December 3, 1998 filing date of the sdeatents. By mid-1998, for example, the
Direct Hit system was unveiled in the meifdace, winning partmghips with several
commercial search engines. irélit took as its input the caamt-filtered search results that
traditional search engines returned. It then applied its own collabdiiiéviag methods to
these search results by lookinchatv relevant other users had found these search result$®o be.
The end result was a set of search resultsddibeen subjected to both content-based and

collaborative filtering.

26
See
http://www.pcworld.com/article/9531/directit tools_help_surfers_search_smarter.htmi;
http://internettourbusom/arch/1998/TB082598.HTM
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The Graham Factors Demonstrate That the ‘420 and ‘664 Patent Claims
Which Merely Combine Known Elements Are Obvious

277. 1 understand that the Supreme CourKBRinstructed that the factors @raham
v. John Deere Co. of Kansas Ci883 U.S. 1 (1966), for applyirtbe statutory language of 35
U.S.C. § 103, are as follows:

Under § 103, the scope and content efphior art are to be determined,;
differences between the prior art and thenctaat issue are to be ascertained; and
the level of ordinary skill in the pertmt art resolved. Against this background
the obviousness or nonobviousness efghbject matter is determined.

Grahamalso set forth a broad inquiry and indteourts, where apprapte, to look at any

secondary considerations tlvaduld prove instructive:

Such secondary considerations amgwercial success, long felt but unresolved
needs, failure of others, etc., might biized to give light to the circumstances
surrounding the origin of the subjeuttter sought to be patented.

1. The Scope and Content of the Prior Art

278. The firstGrahamfactor, “the scope and contesf the prior art,” shows the
asserted patents to be obvious. As detailedigirout this Report, each element of the asserted
patents existed in the prior ai$eeSection VII.B,supra

279. In patrticular, the idea of combining content-based filtering with collaborative or
feedback-based filtering was well-known in the aB8edBalabanovic at 66; Ros# Abstract).
Also known was the idea that such hybrid methomldd be used to fiir search results for
relevance to a query SéeBowman at claims 28-29; Cullisd 4:37-49 and 14:34-36). The idea
that feedback data could comprise passive feddtata was also well-known in the art, given
the knowledge that passive feedback had impbeédvantages over active feedback for casual
users who might be disinclined to provide acteedback on documents that they view. (Loeb
at 41). And the idea that these methods coulddeel to filter advertisements was also well-

known in the art. $eeCulliss at 9:56-62; Bowman at 59:2-3; Ryan at 4:57-67).
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2. Differences Between the PrioArt and the Claims at Issue

280. As to the second factor, the “differendetween the prior art and the claims
asserted,” each element of the asserted pagisied before and each claim of the patents is
anticipated as detailed above. To the extenttlseany difference at all between the prior art
and the claims, however, it would be obviouste of ordinary skill to add any missing
elements of the asserted claims toleprior art reference described above.

281. Forinstance, and as explained figrtin Sections VII.B and VII.Gupra,the
concept of filtering information using a combiioa of content- and feedback-based methods
was well-known in the art and would have been obvio8ge(e.gRose at Abstract, Bowman
at claims 28-29, Lashkari at 15-16, Balabanovié@t The concept that such methods could be
used to filter search results for relevanca tuery or user was also well-known and obvious.
(See, e.gBowman at claims 28-29; Lashkari at T8&2cember 6, 2000 Office Action at 3). The
concept that feedback-based filtering could emplagsivefeedback data was also well-known
and obvious. $ee, e.gBowman at 7:31-33; Culliss at32-34; Loeb at 40-41). And the
concept that these methods could be usditteo advertisements was also well-known and

obvious. GeeCulliss at 9:56-62; Bowman at 54.2-3; Ryan at 4:57-67).

3. Level of Ordinary Skill in the Pertinent Art

282. The thirdGrahamfactor is the level of ordinary skill in the pertinent art. As the
Supreme Court recognizedKSR “[a] person of ordinary skills also a person of ordinary
creativity, not an automaton.”

283. The asserted patents apply non-novigdrimation filtering techniques to the
problem of determining the relavee of documents to a query amda user. One skilled in the

art would be familiar with the underlying technéguand would immediately see the possibility
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of applying them to the problem of the pateatsevidenced by the numerous prior art systems
using the same techniques towards the same end.

284. In my opinion, an individual with a B&egree in computer science or having
equivalent programming experience to someone sutth a degree, plus®years of experience

in the field of information retrieval, would be are of the scope and conterfi the prior art.

4, The Secondary Considerations Set Forth itisraham Do Not Alter the
Conclusion of Obviousness

285. | understand that secondargnsiderations that coufttove instructive on the
issue of obviousness include commercial sucgeasse and awards, long felt but unresolved
needs and failure of others. In this casis, my opinion thathere are no secondary

considerations that overcortiee obviousness determination.

(@) Commercial Success

286. | understand that the asserted paterse never successfully commercialized.
Indeed, named inventor Andrdvang could not name any entityatheven created a prototype
product embodying the asserted patents, muclalessnmercially succeful product. (Lang
Dep. at 64:23-65:5).

(b) Praise and awards

287. Likewise, the asserted patents were neweorded and praise or awards by
others. Mr. Lang testified that could not naamg “awards or acclaim” given to “the patents

themselves or to technology that implements [them[! gt 262:10-22).

2" Notably, Google served an Interroggton I/P Engine asking what secondary
considerations I/P Engine would rely upon tbutka claim of obviousness, and I/P Engine did
not identify any secondary consideratiomsesponse to thigterrogatory. $eel/P Engine’s
Third Supplemental Objections and Responsesomy(®’s First Set of Inteogatories at 9 (July
2, 2012)). This confirms my belief that there ap secondary considerations that might rebut
the obviousness of the adgel patents.
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(c) Long-Felt But Unresolved Need

288. There was no long-felt but unresolved néadthe inventions in the asserted
patents. While the explosive growth of Intermébrmation did create a need for sophisticated
methods of filtering this information, numzais systems and publications (including the
Bowman, Culliss, Lashkari, Rose, and Ryan refees discussed above) quickly arose to satisfy
this need.

(d) Failure of Others

289. For the same reason, there was no failurethgrs to implement the inventions in
the asserted patents. To tlmtary, these inventions were impiented in at least Lashkari’s
WEBHOUND system and described in great d@tethe Bowman, Culliss, Rose, and Ryan
references.

VIIl. THE PTO FOUND THAT ROSE, LASHKARI, LOEB, AND OTHER
REFERENCES RAISE A SUBSTANTIAL NEW QUESTION AS TO THE
PATENTABILITY OF THE ASSERTED ‘420 CLAIMS

290. | understand that, on July 18, 2012, theeRuaOffice issued Communication
finding that six prior art referees raised a substantial new question of patentability (“SNQ”) as
to all asserted claims of the ‘420 PatentisT®ommunication was ised in response to ax
partere-examination request filed by Google.

291. Regarding the anticipatory referencescdissed in the body of this Report, the
Communication found that Rosedabashkari each raise &NQ as to the validity of
independent claims 10 and 25. The Communicatitshthat “[w]hen used with text retrieved
from static databases (Rose at 3:26-28), Riisgoses ‘a search engine operated with
collaborative and content-based filtering(Communication at 7). The Communication

similarly found that “Lashkari [] discloses ‘@arch engine operated with collaborative and
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content-based filtering.” 1¢. at 10). The Communication also found that the Loeb, Herz,
Goldberg?® and GroupLen® references raise an SNQ as to the asserted cla8es. idat 6-
11).

292. Finally, the Communication hettiat the ‘420 Patent is gthed to a priority date
of December 3, 1998 and cannot claim an earlieripridate based on the parent ‘799 Patent.
See idat 5:

“the ‘search engine system’ recited ddgims 10 and 25 of the ‘420 Patent does
not appear to be adequately disclosegdment ‘799 patent for the purposes of 35
U.S.C. § 112, first paragraph. Consedlyeithese claims (and their dependents)
do not appear to be entitled to the bédradfthe filing date of the ‘799 Patent.

The priority date for claims 10, 145125, 27, and 28 of the ‘420 Patent is
determined to be the filing date of the ‘149 Apation, 3 December 1998.”

IX. CONCLUSIONS

293. None of the Asserted Claims is valid.
294. All the Asserted Clans are anticipated.

295. All the Asserted Claims are obvious.

Executed on July 25, 2012, in Philadelphia, Pennsylvania.

28 «Herz” refers to U.S. Patent No. 5,835,087 to Herz et al.

29 “Goldberg” refers to Goldberg, D., tliols, D., Oki, B., and Terry, D. (1992)Ising
Collaborative Filtering to Wave an Information TapestrCommunications of the ACM,
December 1992, Vol. 35, No. 12.

30 “GroupLens” refers to Resnick, Pacouvou, N., Suchak, M., Bergstrom, P., and
Riedl, J. (1994).GroupLens: An Open ArchitecturerfGollaborative Filtering of Netnews
Proceedings of ACM 1994 Conference on Corap&upported Cooperative Work (1994).
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Exhibits A-1 through A-7

(Claim Charts Appended to this Report)
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Exhibit A-1

U.S. Patent Claim Charts for the assted ‘664 and ‘420 patents against U.S. Rant No. 6,202,058 to Rose et al. (“Rose”)

Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Rose

1. [preamble] A search system comprising:

SeeRose at 2:51-55 (“The relevancesgicting techniquef the present
invention is applicable to all differetypes of information access systems.
For example, it can be employed todilimessages provided to a user in an
electronic mail systerand search results obtained through an online text
retrieval servic&) (emphasis added); Claim 26 (“The system of claim 14,
wherein said information access system comprises an electronic search
retrieval system.”)

To the extent this reference does not teghchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:42-58.

Lashkari at 59.

Tapestry at 63.

Balabanovic at 69-70.

GroupLens at 2.

Culliss at Abstract, 4:20-26.

Bowman at 5:31-32; claim 28[a-b].

and

n

U
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Rose

Ryan at Abstract, 1:8-10, 1:20-23.

[a] a scanning system for searching for

Seechart for claim 1 [preamble$upra

information relevant to a query associated with a

first user in a plrality of users;

[b] a feedback system for receiving information
found to be relevant to ¢éhquery by other users
and

SeeRose at 6:59-7:10 (“A secorfidctor in the prediction od user’s interest ir

; information is based upon a correlatieith the indications provided by othe
users. Referring to Fig. 6, eaciné a user retrieves a document and
subsequently provides an indication demest, the result can be stored in a
table. From this table, a correlatioratrix R can be generated, whose entri
indicate the degree of gelation between the various users’ interests in
commonly retrieved messages. . . Sgjoeaitly, when a user accesses the
system, the feedback table and the cotimanatrix are used as another fac
in the prediction of the likelihood thatdhuser will be interged in any given
document.”)

To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:13-18, 10:447, 19:9-14; 23:45-24:13.

Lashkari at 59-60, 18.

Tapestry at 63.

GroupLens at 1, 2, 5-10.

Culliss at Abstract; 4:37-41.

N

-

tor

n

U)
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Rose

Bowman at Abstractlaim 28|c], 2:32-34.

Ryan at 2:31-37.

[c] a content-based filtegsystem for combining th
information from the feedback system with the
information from the scanning system and for|
filtering the combined information for relevang
to at least one of the query and the first user.

b SeeRose at Abstract (“ltems of informan to be presented to a user are
eranked according to their ity degree of relevance to that user and display
in order of ranking. The prediction odlevance is carried out by combining
celata pertaining to the content of eaem of information with other data
regarding correlations ofterests between users. vAlue indicative of the
content of a document can be added to another value which defines usel
correlation, to produce a ranking score for a document.”); 6:5-11 (“In
accordance with the present invention[], the ranking of messages is carri
by combining data based upon an attribute of the message, for example
content, with other data relating¢orrelations of indications provided by
other users who have retrie/the message.”); 7:35-50.

To the extent this reference does not tehihclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 18:39-43.

Lashkari at 15-16, 60.

Tapestry at 61, 63.

Balabanovic at 69, 66.

GroupLens at 2, 3.

ed

ed out
s

n

)

Culliss at 14:34-36, 13:35-42.
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Rose

Bowman at 9:28-53; claim 29.

Ryan at 1:59-66, 23:38-49.

5. The search system of claitrwherein the
filtered information is an advertisement.

Rose generically refers to “messag@gich would include advertisements.
SeeRose at 3:35-44.

To the extent this reference does not teach this claim element,
this reference in combinatiamith the knowledge of one of
ordinary skill in the art rends this claim element obviousee, e.g.
Herz at 61:4-18.

Culliss at 9:58-62.

Bowman at 5:4, 9:2-3, claim 7.

Ryan at 4:57-59, 22:49-55.

6. The search system of claibrfurther
comprising an information delivery system for
delivering the filtered information to the first
user.

SeeRose at Abstract (“Information prsted to a user via an information
access system is ranked according to a prediction of the likely degree of
relevance to the user’s interests.”); Fig. 7.

To the extent this reference does not teghchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:13-18, Fig. 10 at 1106.

GroupLens at 10, 11.

n

U
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Rose

Culliss at 4:25-31.
Bowman at 9:56-58.

Ryan at 21:14-26, 23:47-49.

21.The search system of claitrwherein the
content-based filter system filters by extractin
features from the information.

SeeRose at 2:35-38 (“The prediction ofeeance is carried out by combinin

gdata pertaining to one or meattributes of each item of information with otk
data regarding correlations of interbstween users.”); 6§0-25 (“To derive
the content-based data, certain elemehthe message, e.g., each word in &
document, can be assigned a weight, thaseits statistical importance . . . F
non-document types of information, tbentent data can be based upon oth
attributes that are relentito a user’s interest in that information. For
example, in the movie database, the content vector might take into accol
type of movie, such as action or drartieg actors, its viewer category rating
and the like.”)

To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:18-29.

Lashkari at 15-16, 60.

Tapestry at 67.

Balabanovic at 69.

GroupLens at 3.

0
ner

A
or
er

Int the

n
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Rose

Culliss at 14:34-36.
Bowman at 9:50-53; claim 29.

Ryan at 16:4-9.

22.The search system of cla@i wherein the
extracted features comprise content data
indicative of the relevande the at least one of
the query and the user.

Seechart for Claim 21supra

26. A method for obtaining information relevan
to a first user comprising:

[ Seechart for Claim 1 (preamble).

searching for information relevant to a query
associated with a first user in a plurality of
users;

Seechart for Claim 1(a)

receiving information found to be relevant to the
query by other users;

> Seechart for Claim 1(b).

combining the information found to be relevant
the query by other usewith the searched
information; and

t&eechart for Claim 1(b).

content-based filtering the combined informatio
for relevance to at leashe of the query and th
first user.

nSeechart for Claim 1(c).

a)

-

28.The method of claim 26 further comprising
the step of delivering the filtered information t
the first user.

Seechart for Claim 6supra
o)

38. The method of claim 26 wherein the
searching step comprises scanning a networlk

Seechart for Claim 1 [a]supra
in
tion

response to a demand search for the informa
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Rose

relevant to the query associated with the first
user.
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Rose

10. [preamble] A search engine system
comprising:

Seechart for ‘664 Patent, Claim 1(preamblgjipra

[a] a system for scanning a network to make a
demand search for informons relevant to a qu
from an individual user;

Seechart for '664 Patent, Claim 1(aypra
ery

[b] a content-based filter system for receiving t
informons from the scanning system and for
filtering the informons on the basis of applical

content profile data for relevance to the query;

and

1e&Seechart for ‘664 Patent, Claim 1(Qupra

)[S

[c] a feedback system ifeeceiving collaborative
feedback data from system users relative to
informons considered by such users;

Seechart for ‘664 Patent, Claim 1(lgupra

[d] the filter system combining pertaining
feedback data from the feedback system wi
the content profile data in filtering each
informon for relevance to the query.

Seechart for ‘664 Patent, Claim 1(gupra
th

14.The system of claimOwherein the
collaborative feedback data comprises pass
feedback data.

To the extent this reference does not teach this claim element,
itles reference in combinatiomith the knowledge of one of
ordinary skill in the art rends this claim element obviousee, e.g.
Herz at 10:44-47.

Tapestry at 62.

GroupLens at 6, 10.

Loeb at 41.
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Rose

Culliss at Abstract; 4:32-34.
Bowman at 2:31-35; 7:31-33; 9:2-3.

Ryan at 9:22-30, 9:41-48.

15. The system of clairh4 wherein the passive
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

To the extent this reference does not teach this claim element,
this reference in combinatiomth the knowledge of one of
ordinary skill in the art rendersighclaim element obvious. See, e.g.:
Herz at 10:44-47.

Tapestry at 62.

GroupLens at 6, 10.

Loeb at 41.

Culliss at Abstract; 4:32-34.
Bowman at 2:31-35; 7:31-33; 9:2-3.

Ryan at 9:22-30, 9:41-48.

25. A method for operating a search engine
system comprising:

Seechart for Claim 10 (preamble).

scanning a network to make a demand search
informons relevant to a query from an individy
user;

f@eechart for Claim 10(a).
ial

receiving the informons ia content-based filter

Seechart for Claim 10(b).
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Rose

system from the scanning system and filtering
the informons on the basis of applicable contg
profile data for releance to the query;

)
2Nt

receiving collaborative fefback data from syster
users relative to informons considered by sug
users; and

nSeechart for Claim 10(c).
h

combining pertaining feedback data with the
content profile data in filtering each informon
for relevance to the query.

Seechart for Claim 10(d).

27.The method of clai@5wherein the
collaborative feedback data provides passive
feedback data.

Seechart for claim 14supra

28.The method of clain27 wherein the passive
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

Seechart for claim 14supra
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Exhibit A-2

U.S. Patent Claim Charts for the assrted ‘664 and ‘420 patents against U.S. Rent No. 5,835,087 to Herz et al. ("Herz")

Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Herz Reference

1. [preamble] A search system comprising:

SeeHerz at 6:42-58 (“The spe@fembodiment of this system . . . uses inte
feedback from users to construct agetrprofile interest summary’ for each
user, for example in the form of a ‘search profile set’ consisting of a plura
of search profiles, each of which corresponds to a single topic of high int¢
for the user. The system further imdés a profile processing module which
estimates each user’s interest in varitarget objects . . . and generates for
each user a customized rank-ordered listiharget objects most likely to be
of interest to that user.”)

See idat 26:20-37 (“One use of these sdang techniques is to search for

target objects that match a search prdfiben the user’s search profile set . .|.

In one method, a ‘webcrawler’ program running on a central computer
periodically scans all servers ieach of new target objects . . .”)

To the extent this reference does not tehihclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at 2:51-55, Claim 26.

Lashkari at 59.

Tapestry at 63.

Balabanovic at 69-70.
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Herz Reference

GroupLens at 2.
Culliss at Abstract, 4:20-26.
Bowman at 5:31-32; claim 28[a-b]

Ryan at Abstract, 1:8-10, 1:20-23.

[a] a scanning system for searching for

first user in a plrality of users;

SeeHerz at 26:20-37 (“One use of these sharg techniques is to search for
information relevant to a query associated withtarget objects that match a search prdfiden the user’s search profile set . ..

In one method, a ‘webcrawler’ program running on a central computer
periodically scans all servers ieaach of new target objects . . .”)

See idat Fig. 16.

See alsehart for claim 1(preamble).

To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at 2:51-55.

Lashkari at 78.

Tapestry at 63.

Balabanovic at 69.

GroupLens at 2.

n
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Herz Reference

Culliss at Abstract, 4:20-26.
Bowman at 5:31-32; claim 28[a-b]

Ryan at Abstract, 1:8-10, 1:20-23.

[b] a feedback system for receiving information
found to be relevant to ¢éhquery by other users
and

SeeHerz at 6:13-18 (“In all these cas#se information delivery process in

; the preferred embodiment is baseddeitermining the sirtarity between a
profile for the target obje@nd the profiles of targetjects for which the use
(or a similar usey has provided positive feedback in the past”) (emphasis
added); 10:44-47 (“For example, iftluser has often liked movies that
Customer @ and Customer fgohave rented, then the user may like other
such movies, which have similar vakifor attribute i.”); 19:9-14 (“The
method of determining a user’s interestes on the followng heuristic: when
X and Y are similar target objects (have similar attributes), and U and V &
similar users (have similar attributes), then topical interest f(U, X) is
predicated to have a similar value te thalue of topical interest f(V, Y).”);
23:45-24:13.

To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at 6:59.

Lashkari at 59-60, 18.

Tapestry at 63.

Balabanovic at 69, 66.
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Herz Reference

GroupLens at 1, 2, 5-10.
Culliss at Abstract; 4:37-41.
Bowman at Abstractlaim 28|c], 2:32-34.

Ryan at 2:31-37.

[c] a content-based filtegystem for combining th
information from the feedback system with the
information from the scanning system and for|
filtering the combined information for relevang
to at least one of the query and the first user.

2 SeeHerz at 18:39-43 (“The interest thegiven target object X holds for a
2user U is assumed to be a sum of twongjtias: q(U, X), the intrinsic ‘quality
of X plus f(U, X), the ‘topical interesthat users like U havia target objects
rdike X.”)

To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at Abstract, 6:5-11.

Lashkari at 15-16, 60.

Tapestry at 61, 63.

Balabanovic at 69, 66.

GroupLens at 2, 3.

Culliss at 14:34-36, 13:35-42.

Bowman at 9:28-53; claim 29.

n
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Herz Reference

Ryan at 1:59-66, 23:38-49.

5. The search system of claibwherein the
filtered information is an advertisement.

SeeHerz at 61:4-18 (“A consner who buys a product is deemed to have

provided positive relevance feedback on advertisements for that product
consumer who buys a product apparentlyaose of a particular advertiseme
(for example, by using a coupon clipped frdmat advertisement) is deemed

have provided particularly high relevanfeedback on that advertisement . | .

Given a database of such relevan@gback, the disclosed technology is the
used to match advertisements with thosers who are most interested in th

. .11)
To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obviousSee, e.g.
Culliss at 9:58-62.

Bowman at 5:4, 9:2-3, claim 7.

Ryan at 4:57-59, 22:49-55.

and a
2Nt
(0]

—

[
33

n

U)

6. The search system of claibfurther
comprising an information delivery system for
delivering the filtered information to the first
user.

SeeHerz at 6:13-18 (“the informatiogelivery process in the preferred
embodiment is based on determining shmilarity between a profile for the
target object and the profiles of targéjects for which the user (or a similar
user) has provided positive feedbackha past”); Fig. 10 at 1106 (“Server
Delivers Article to User”).

To the extent this reference does not tehihclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

n

U)

GroupLens at 10, 11.
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Herz Reference

Rose at Abstract.
Culliss at 4:25-31.
Bowman at 9:56-58.

Ryan at 21:14-26, 23:47-49.

21.The search system of clattrwherein the
content-based filter system filters by extractin
features from the information.

SeeHerz at 6:18-29 (“The inglidual data that deste a target object and
gconstitute the target object’s profile are herein termed ‘attributes’ of the ta
object. Attributes may include, but aret limited to, the following: (1) long
pieces of text (a newspaper story, a movie review, a product description
advertisement), (2) short pieces of téxame of a movie’s director, name of
town from which an advertisement walaced, name of the language in whi
an article was written), (3) numeric regentations (price of a product, rating
given to a movie, reading level of a bop{d) associations with other types ¢
objects (list of actors in a movie, list pérsons who have read a document)

To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at 2:35-38, 6:10-25.

Lashkari at 15-16, 60.

Tapestry at 67.

Balabanovic at 69.
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Herz Reference

GroupLens at 3.
Culliss at 14:34-36.
Bowman at 9:50-53; claim 29.

Ryan at 16:4-9.

22.The search system of cla@d wherein the
extracted features comprise content data
indicative of the relevande the at least one of
the query and the user.

Seechart for claim 21supra

SeeHerz at 10:44-47 (“For example, ifdluser has often liked movies that

Customer @ and Customer fgohave rented, then the user may like other

such movies, which have similar values for attribute i.”)

To the extent this reference does not taachclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at 2:35-38, 6:10-25.

Lashkari at 35.

Tapestry at 67, 63.

Balabanovic at 69.

GroupLens at 3.

n

)

26. A method for obtaining information relevan
to a first user comprising:

[ Seechart for Claim 1 [preamble].

searching for information relevant to a query
associated with a first user in a plurality of

Seechart for Claim 1[a].

01980.51928/4869372.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Herz Reference

users;

receiving information found to be relevant to the Seechart for Claim 1[b].

qguery by other users;

combining the information found to be relevant
the query by other usewith the searched
information; and

t&@eechart for Claim 1[b].

content-based filtering the combined informatio

for relevance to at leashe of the query and the

first user.

nSeechart for Claim 1[c].

28.The method of clain26 further comprising
the step of delivering the filtered information t
the first user.

Seechart for claim 6supra
o

38. The method of clail@6 wherein the searchin
step comprises scanning a network in respon
to a demand search for the information relevg
to the query associated with the first user.

j Seechart for Claim 1[a]surpa
se
int
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Claim language of U.S. Patent No. 6,314,420
(“the '420 Patent”)

Disclosure in Herz Reference

10. [preamble] A search engine system
comprising:

Seechart for ‘664 Patent, claim 1(preamblg)pra

[a] a system for scanning a network to make a
demand search for informons relevant to a qu
from an individual user;

Seechart for ‘664 Patent, claim 1(a).
ery

[b] a content-based filter system for receiving the&Seechart for ‘664 Patent, claim 1(gupra

informons from the scanning system and for

filtering the informons on the basis of applicalp
content profile data for relevance to the query;

and

e

[c] a feedback system ifeeceiving collaborative
feedback data from system users relative to
informons considered by such users;

Seechart for ‘664 Patent, claim 1(kgupra

[d] the filter system combining pertaining
feedback data from the feedback system wi
the content profile data in filtering each
informon for relevance to the query.

Seechart for ‘664 Patent, claim 1(Qupra
th

14.The system of claimOwherein the

SeeHerz at 10:44-47 (“For example, ifdluser has often liked movies that

collaborative feedback data comprises passi@ustomer @; and Customer {gohave rented, then the user may like other

feedback data.

such movies, which have similar values for attribute i.”)

To the extent this reference does not teghchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Tapestry at 62.

GroupLens at 6, 10.

U)
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Claim language of U.S. Patent No. 6,314,420
(“the '420 Patent”)

Disclosure in Herz Reference

Loeb at 41.
Culliss at Abstract; 4:32-34.
Bowman at 2:31-35; 7:31-33; 9:2-3.

Ryan at 9:22-30, 9:41-48.

15. The system of clairh4 wherein the passive
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

Seechart for Claim 14supra

25. A method for operating a search engine
system comprising:

Seechart for Claim 10 [preamble].

scanning a network to make a demand search
informons relevant to a query from an individy
user;

f@eechart for Claim 10][a].
jal

receiving the informons ia content-based filter
system from the scanning system and filtering
the informons on the basis of applicable contg
profile data for releance to the query;

Seechart for Claim 10[b].
)

nY

L

nt

receiving collaborative felback data from syster
users relative to informons considered by sug
users; and

nSeechart for Claim 10][c].
h

combining pertaining feedback data with the
content profile data in filtering each informon
for relevance to the query.

Seechart for Claim 10[d].

27.The method of clail@5 wherein the

Seechart for Claim 14supra

01980.51928/4869372.1
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Claim language of U.S. Patent No. 6,314,420
(“the '420 Patent”)

Disclosure in Herz Reference

collaborative feedback data provides passive
feedback data.

28.The method of clain27 wherein the passive
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

Seechart for Claim 14supra
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Exhibit A-3

U.S. Patent Claim Charts for the assedd ‘664 and ‘420 patents against LashkariFeature Guided Automated Collaborative
Filtering,” MIT Masters Thesis (September 1995) (“Lashkari”)

Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Lashkari

1. [preamble] A search system comprising:

Seelashkari at 59 (“Users can seArthe WEBHOUND database for
documents containing a particular URBdment . . . or by keywords in the
title . . .”); see alsahart for claim 1[a]infra.

To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at 2:51-55, Claim 26.

Herz at 6:42-58.

Tapestry at 63.

Balabanovic at 69-70.

GroupLens at 2.

Culliss at Abstract, 4:20-26.

Bowman at 5:31-32; claim 28[a-b].

Ryan at Abstract]:8-10, 1:20-23.

n

U)

[a] a scanning system for searching for

Seelashkari at 78 (“WEBHOUND is primarily an information filtering

01980.51928/4869385.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Lashkari

information relevant to a query associated withsarvice. Popular WWW search engineshsas Lycos [24], WebCrawler [29]

first user in a plrality of users;

Yahoo [44], etc. are primarily inforrtian retrieval engines (as opposed to
information filtering systems). Thevo are complementary — a WEBHOUN
like front-end to a popular search enggueh as Lycos, could enable users
with WEBHOUND accounts to filter theesults of their searches on the
extensive databases coied by these search engines in a personalized
fashion. As a concrete example, let’'s say a user is searching for docume
Indian Cooking He types the keywordadian Cookingnto the Lycos search
form. The number of documents ntattg both keywords numbers in the
hundreds. Even though any good search engine will order the matches i
descending order of match, there arkét®o many documents for the averag
user to go through. However, if the user had a WEBHOUND account, th
resulting matches could be filteréhrough WEBHOUND and only the top
ranked ones (in terms of predidteating) need be returned.”)

See alsahart for claim 1(preamble).

D

2NtS on
N

[b] a feedback system for receiving information

found to be relevant to ¢hquery by other users;

and

Seelashkari at 59-60 (“Users cask WEBHOUND to recommend
documents using simple ACF . . .&Js can ask WEBHOUND to recommen
documents using FGACF”); 18 (“Automated Collaborative Filtering (ACF
refers to the system automaticallytelenining correlations amongst users in
their evaluation of items, and using these correlations to recommend
interesting items.”)

To the extent this reference does not tehihclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at 6:59-7:10.

I

n

)

Herz at 6:13-18, 10:447, 19:9-14; 23:45-24:13.
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Lashkari

Tapestry at 63.

Balabanovic at 69, 66.

GroupLens at 1, 2, 5-10.

Culliss at Abstract; 4:37-41.

Bowman at Abstractlaim 28[c], 2:32-34.

Ryan at 2:31-37.

[c] a content-based filtesystem for combining th
information from the feedback system with the
information from the scanning system and for|
filtering the combined information for relevang
to at least one of the query and the first user.

b Seel ashkari at 15-16 (“This thesis pesgs a novel technique for informatio
efiltering that attempts to addres®tproblems faced by o ACF and content-
based approaches by combining the tavmake use of their complementary
restrengths. The technique we preséefture Guided Automated

Collaborative Filtering(FGACF), uses easily extriable features of items to
dynamically partition the domain and so allow ACF to be applied relative
set of features.”); 60 (“Users cask WEBHOUND to recommend documen
using FGACF.”)

To the extent this reference does not tedhchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at Abstract, 6:5-11.

Herz at 18:39-43.

Tapestry at 61, 63.

=)

to a

n

U

01980.51928/4869385.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Lashkari

Balabanovic at 69, 66.
GroupLens at 2.

Culliss at 14:34-36, 13:35-42.
Bowman at 9:28-53; claim 29.

Ryan at 1:59-66, 23:38-49.

5. The search system of claitrwherein the
filtered information is an advertisement.

To the extent this reference does not teach this claim element,
this reference in combinatiomth the knowledge of one of
ordinary skill in the art rends this claim element obviousee, e.g.
Herz at 61:4-18.

Culliss at 9:58-62.

Bowman at 5:4, 9:2-3, claim 7.

Ryan at 4:.57-59, 22:49-55.

6. The search system of claibfurther
comprising an information delivery system for
delivering the filtered information to the first
user.

SeeChart for Claim 1[a].

21.The search system of claitrwherein the
content-based filter system filters by extractin
features from the information.

g

SeeChart for Claim 1][c].

22.The search system of clad wherein the

Seelashkari at 35 (“The idea behind tR&ACF algorithm is that users don

01980.51928/4869385.1




Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Lashkari

extracted features comprise content data
indicative of the relevande the at least one of
the query and the user.

necessarily correlate on the item level tather for certain combinations of
values of features of these itemshu$ the FGACF algorithm treats each ite
as consisting of a set tdature value$or a set ofeaturesdefined in the
domain.”)

To the extent this reference does not tehihclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at 2:35-38, 6:10-25.

Herz at 6:29-33.

Tapestry at 67, 63.

Balabanovic at 69.

GroupLens at 3.

Culliss at 14:34-36.

Bowman at 9:50-53; claim 29.

Ryan at 16:4-9.

m

n

Uy

26. A method for obtaining information relevan
to a first user comprising:

[ Seechart for Claim 1[preamble].

searching for information relevant to a query
associated with a first user in a plurality of
users;

Seechart for Claim 1[a]

receiving information found to be relevant to the

> Seechart for Claim 1[b].

01980.51928/4869385.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Lashkari

guery by other users;

combining the information found to be relevant
the query by other usewith the searched
information; and

t&@eechart for Claim 1[b].

content-based filtering the combined informatio
for relevance to at leashe of the query and th
first user.

nSeechart for Claim 1[c].

a)
C

28.The method of clain26 further comprising
the step of delivering the filtered information t
the first user.

Seechart for Claim 6.
o)

38. The method of clail26 wherein the searchin
step comprises scanning a network in respon

j Seechart for Claim 1[a].
se

to a demand search for the information relevant

to the query associated with the first user.

01980.51928/4869385.1




Claim language of U.S. Patent No. 6,314,420
(“the '420 Patent”)

Disclosure in Lashkari

10. [preamble] A search engine system
comprising:

Seechart for ‘664 Patent, Claim 1(preamblgjipra

[a] a system for scanning a network to make a
demand search for informons relevant to a qu
from an individual user;

Seechart for ‘664 Patent, Claim 1(aupra
ery

[b] a content-based filter system for receiving t
informons from the scanning system and for
filtering the informons on the basis of applical

content profile data for relevance to the query;

and

1e&Seechart for ‘664 Patent, Claim 1(Qupra

)[S

[c] a feedback system ifeeceiving collaborative
feedback data from system users relative to
informons considered by such users;

Seechart for ‘664 Patent, Claim 1(lgupra

[d] the filter system combining pertaining
feedback data from the feedback system wi
the content profile data in filtering each
informon for relevance to the query.

Seechart for ‘664 Patent, Claim 1(gupra
th

14.The system of claimOwherein the
collaborative feedback data comprises pass
feedback data.

To the extent this reference does not teach this claim element,
itles reference in combinatiomith the knowledge of one of
ordinary skill in the art rendersighclaim element obvious. See, e.g.:
Herz at 10:44-47.
Tapestry at 62.

GroupLens at 6, 10.

Loeb at 41.

01980.51928/4869385.1




Claim language of U.S. Patent No. 6,314,420
(“the '420 Patent”)

Disclosure in Lashkari

Culliss at Abstract; 4:32-34.
Bowman at 2:31-35; 7:31-33; 9:2-3.

Ryan at 9:22-30, 9:41-48.

15. The system of clairh4 wherein the passive
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

Seechart for claim 14supra

25. A method for operating a search engine
system comprising:

Seechart for Claim 10[preamble].

scanning a network to make a demand search
informons relevant to a query from an individy
user;

f@eechart for Claim 10][a].
jal

receiving the informons ia content-based filter
system from the scanning system and filtering
the informons on the basis of applicable contg
profile data for releance to the query;

Seechart for Claim 10[b].
)

nY

L

nt

receiving collaborative felback data from syster
users relative to informons considered by sug
users; and

nSeechart for Claim 10][c].
h

combining pertaining feedback data with the
content profile data in filtering each informon
for relevance to the query.

Seechart for Claim 10[d].

27.The method of clai@5wherein the
collaborative feedback data provides passive
feedback data.

Seechart for claim 14supra

01980.51928/4869385.1




Claim language of U.S. Patent No. 6,314,420 | Disclosure in Lashkari
(“the '420 Patent”)

28.The method of clain27 wherein the passive | Seechart for claim 14supra
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

01980.51928/4869385.1 9




Exhibit A-4

U.S. Patent Claim Charts for the asserted ‘664 andt20 patents against Balabanovic et al., “Fab: Content-Based,
Collaborative Recommendation,” Communicationsof the ACM (March 1997) (“Balabanovic”)

Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Balabanovic Reference

1. [preamble] A search system comprising:

SeeBalabanovic at 69 (“The dlection stage gathers pages relevant to a small

number of topics, computer-generatdaisters of interests which track the
changing tastes of the user populat)p69-70 (“We have implemented
several different kinds of collection agents Index agentgonstruct queries
to pass to various commercial Web search engines that have already
performed exhaustive indexing.”)

To the extent this reference does not taachclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at 2:51-55, Claim 26.

Herz at 6:42-58.

Lashkari at 59.

Tapestry at 63.

GroupLens at 2.

Culliss at Abstract, 4:20-26.

Bowman at 5:31-32; claim 28[a-b].

n

Uy
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Balabanovic Reference

Ryan at Abstract]:8-10, 1:20-23.

[a] a scanning system for searching for

information relevant to a query associated with a

first user in a plrality of users;

SeeChart for Claim 1 [preamble].

[b] a feedback system for receiving information
found to be relevant to ¢éhquery by other users
and

SeeBalabanovic at 69 (“Pages found by ttwdlection agents are sent to the

; central router, which forwards theon to those usershwse profiles they
match above some threshold . . . When the user has requested, received
looked over their recommendations, ttaeg required to assign appropriate
ratings from a 7-point scale. The useatings are used to update their
personal selection agent's profiledaare also forwarded back to the
originating collection agents, which wilse them to adapt their profiles.
Additionally, any highly rated pages arespad directly to the user's nearest
neighbors — other people with sinmilarofiles. These collaborative
recommendations are processed by theiviggpuser's selection agent in the
same way as the pages from the central routee®;also idat 66 ("By
combining both collaborative and cent-based filtering systems, Fab may
eliminate many of the weaknesses foimdach approach . . . here we
describe the two approaches éontent-based and collaborative
recommendation, explain how a hybrid system can be created, and then
describe Fab, an implementation of such a system.”)

To the extent this reference does not tehihclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at 6:59-7:10.

Herz at 6:13-18, 10:447, 19:9-14; 23:45-24:13.

, and

n

Uy

Lashkari at 59-60, 18.
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Balabanovic Reference

Tapestry at 63.

GroupLens at 1, 2, 5-10.

Culliss at Abstract; 4:37-41.

Bowman at Abstractlaim 28[c], 2:32-34.

Ryan at 2:31-37.

[c] a content-based filtesystem for combining th

information from the feedback system with the
information from the scanning system and for|
filtering the combined information for relevan¢

to at least one of the query and the first user.

e Seechart for Claim 1[b].

D

C

e

5. The search system of claibhwherein the
filtered information is an advertisement.

To the extent this reference does not teach this claim element,
this reference in combinatiamith the knowledge of one of
ordinary skill in the art rends this claim element obviousee, e.g.
Herz at 61:4-18.

Culliss at 14:34-36, 13:35-42.

Bowman at 9:28-53; claim 29.

Ryan at 1:59-66, 23:38-49.

6. The search system of claibrfurther

comprising an information delivery system for

delivering the filtered information to the first
user.

SeeChart for Claim 1[b].

01980.51928/4869466.1




Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Balabanovic Reference

21.The search system of claitrwherein the
content-based filter system filters by extractin
features from the information.

SeeBalabanovic at 69 (“Every agent mtins a profile, based on words
gcontained in Web pages which have been rated.”)

To the extent this reference does not taaahclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Rose at 2:35-38, 6:10-25.

Herz at 6:18-29.

Lashkari at 15-16, 60.

Tapestry at 67.

GroupLens at 3.

Culliss at 14:34-36.

Bowman at 9:50-53; claim 29.

Ryan at 16:4-9.

n

)

22.The search system of clad wherein the
extracted features comprise content data
indicative of the relevande the at least one of
the query and the user.

SeeBalabanovic at 69 (“Every agent mtains a profile, based on words
contained in Web pages which have besird. A collection agent's profile
represents its current topic, whereakection agent's profile represents a
single user's interests. Pages foundheycollection agents are sent to the
central router, which forwards thewn to those usershwse profiles they
match above some threshold.”)

To the extent this reference does not tedhchclaim element, this reference

01980.51928/4869466.1
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Balabanovic Reference

Rose at 2:35-38, 6:10-25.
Herz at 6:29-33.

Lashkari at 35.

Tapestry at 67, 63.
GroupLens at 3.

Culliss at 14:34-36.

Bowman at 9:50-53; claim 29.

Ryan at 16:4-9.

combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

U)

26. A method for obtaining information relevan
to a first user comprising:

[ Seechart for Claim 1[preamble].

searching for information relevant to a query
associated with a first user in a plurality of
users;

Seechart for Claim 1[a].

receiving information found to be relevant to the
guery by other users;

> Seechart for Claim 1[b].

combining the information found to be relevant
the query by other usewith the searched
information; and

t&@eechart for Claim 1[b].

content-based filtering the combined informatio

nSeechart for Claim 1[c].

01980.51928/4869466.1



Claim language of U.S. Patent No. 6,775,664 | Disclosure in Balabanovic Reference
(“the '664 Patent”)

for relevance to at leashe of the query and th
first user.

1%}

28.The method of clain26 further comprising Seechart for Claim 1[b].
the step of delivering the filtered information tp
the first user.

38. The method of clai@6 wherein the searching Seechart for Claim 1[a].
step comprises scanning a network in response
to a demand search for the information relevant
to the query associated with the first user.

01980.51928/4869466.1 6




Claim language of U.S. Patent No. 6,314,420
(“the '420 Patent”)

Disclosure in Balabanovic Reference

10. [preamble] A search engine system
comprising:

Seechart for ‘664 Patent, Claim 1(preamblgjipra

[a] a system for scanning a network to make a

Seechart for '664 Patent, Claim 1(aypra

demand search for informons relevant to a query

from an individual user;

[b] a content-based filter system for receiving the&seechart for '664 Patent, Claim 1(sypra

informons from the scanning system and for

filtering the informons on the basis of applicalp
content profile data for relevance to the query;

and

e

[c] a feedback system ifeeceiving collaborative
feedback data from system users relative to
informons considered by such users;

Seechart for '664 Patent, Claim 1(lsypra

[d] the filter system combining pertaining
feedback data from the feedback system wi
the content profile data in filtering each
informon for relevance to the query.

Seechart for '664 Patent, Claim 1(supra
th

14.The system of claimOwherein the

To the extent this reference does not teach this claim element,

collaborative feedback data comprises passitieis reference in combinatiamth the knowledge of one of

feedback data.

ordinary skill in the art rendersighclaim element obvious. See, e.g.:
Herz at 10:44-47.
Tapestry at 62.
GroupLens at 6, 10.

Loeb at 41.

01980.51928/4869466.1




Claim language of U.S. Patent No. 6,314,420
(“the '420 Patent”)

Disclosure in Balabanovic Reference

Culliss at Abstract; 4:32-34.
Bowman at 2:31-35; 7:31-33; 9:2-3.

Ryan at 9:22-30, 9:41-48.

15. The system of clairi4 wherein the passive
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

Seechart for claim 14supra

25. A method for operating a search engine
system comprising:

Seechart for Claim 10 (preamble).

scanning a network to make a demand search f@eechart for Claim 10(a).
informons relevant to a query from an individual

user,

receiving the informons ia content-based filter

system from the scanning system and filtering

Seechart for Claim 10(b).

the informons on the basis of applicable contént

profile data for releance to the query;

receiving collaborative fefback data from syster
users relative to informons considered by sug
users; and

nSeechart for Claim 10(c).
h

combining pertaining feedback data with the
content profile data in filtering each informon
for relevance to the query.

Seechart for Claim 10(d).

27.The method of clai@5wherein the
collaborative feedback data provides passive
feedback data.

Seechart for claim 14supra

28.The method of clain27 wherein the passive

Seechart for claim 14supra

01980.51928/4869466.1




Claim language of U.S. Patent No. 6,314,420
(“the '420 Patent”)

Disclosure in Balabanovic Reference

feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

01980.51928/4869466.1




Exhibit A-5

U.S. Patent Claim Charts for the asserted ‘664 an@d20 patents against U.S. Patent No. 6,185,558 (“Bowman”)

Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Bowman

1. [preamble] A search system comprising:

SeeBowman at 5:31-32 (stating that Bman's system includes “a query
server for generating query results from queries.”)

See idat Claim 28[a-b] (“A computer-reiable medium whose contents cau
a computer system to rank items isearch result by: receiving a query

specifying one or more terms; genamngta query result identifying a plurality
of items satisfying the query”)

Seeidat 1:18-22 (“Many World Wide Wesites permit users to perform
searches to identify a small numbeirderesting items among a much large
domain of items. As an example, several web index sites permit users to
search for particular web sites amganost of the known web sites.”)

To the extent this reference does not taachclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:42-58.

Lashkari at 59.

Tapestry at 63.

Balabanovic at 69-70.

se

=

n

Uy
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Bowman

GroupLens at 2.
Rose at 2:51-55.
Culliss at Abstract, 4:20-26.

Ryan at Abstract, 1:8-10, 1:20-23.

[a] a scanning system for searching for

Bowman at 1:28-37 (“In order to perform a search, a user submits a querny

information relevant to a query associated withcantaining one or more query terms. Theery also explicitly or implicitly
identifies a domain of items to search. For example, a user may submit g query

first user in a plrality of users;

to an online bookseller containing terms tthegt user believes are words in t

title of a book. A query server progranopesses the query to identify within

the domain items matching the terms of the query. The items identified b
query server program are coliieely known as a query result.”)

Id. at 1:20-25 (“As an example, sevenadb index sites permit users to sear
for particular web sites among mosttbé known web sites. Similarly, many
online merchants, such as booksellersiteusers to seardior particular
products among all of the products that barpurchased from a merchant. |
many cases, users perform searchesder to ultimately find a single item
within an entire domain of items.”)

Id. at 4:43-48“By ordering and/or subsettingeghtems in the query result in

this way in accordance with collectivedaindividual user behavior rather than

in accordance with attributes of the items...”)

Id. at 5:14-16 (“Further, rating scoragy be produced by a rating function
that combines different types iofformation reflecting collective and
individual user preferences.”)

ne

y the

=)
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Bowman

Id. at 5:31-35 (“The memory 130 prefehalbontains a query server 131 for
generating query results from queriagjuery result ranking facility 132 for
automatically ranking the items in a queegult in accordance with collectiv
user preferences, and item ratinglés 133 used by the facility.”)

Id. at 7:65-67 (“In response to receiving the HTTP request documented i
Entry 1, the query server gerates a query result for the query and returns
the web client submitting the query.”)

See alsa@hart for claim 1(preamblejupra

To the extent this reference does not teghchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:42-58.

Lashkari at 59.

Tapestry at 63.

Balabanovic at 69-70.

GrouplLens at 2.

Rose at 2:51-55.

Culliss at Abstract, 4:10-26

[}

n Log
it to

n

U)

[b] a feedback system for receiving information
found to be relevant to ¢éhquery by other users
and

Bowman at Abstract (“[A] software fdity . . . produces a ranking value for
; least a portion of the items identified in the query result by combining the
relative frequencies with which users selected that item from the query re

at

sults
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Bowman

specifying each of the terms specified by the query.”)

Id. at Claim 28[c] (“for each item ideni#d in the query result, combining th
relative frequencies with which users selected the item in earlier queries
specifying each of the terms in the gu# produce a ranking value for the
item.”)

Id. at 2:32-34 (“The scores in the ratin@l@preferably reflect, for a particuls
item and term, how often users have cield the item when the item has bee
identified in query results produced fgueries containing particular term.”)

Id. at 6:26-31 (“In augmenting the itentiray table 300, the facility identifies
the selection of the item having itadentifier ‘1883823064’ from a query
result produced by a query speaiky the query terms ‘human’ and
‘dynamics’. FIG. 4 shows the staiéthe item rating table after the item
rating table is augmented by the facility to reflect this selection.”)

Id. at 2:62-3:2 (“The facility may also use the ranking values to subset th¢
items in the query result to a smallember of items. By ordering and/or
subsetting the items in the query result in this way in accordance with
collective and individual user behavior . . . the facility substantially increa
the likelihood that the user will gekly find within the query result the
particular item or items that he or she seeks.”)

Id. at 8:21-27 (“Where information abouser selections istored in web
server logs such as those discusdeava, the facility peferably identifies
user selections by traversing these lo§ach traversal camccur either in a
batch processing mode after a log for a specific period of time has been
completely generated, or in a real-tipr@cessing mode so that log entries &
processed as soon as they are generated.”)

D

2N

14

L

5€S

Are
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Bowman

Id. at Fig. 4:
item rating [ablc/
‘ term  item score
| identifier
dynamics 0801062272 1
401 / |
dynamics 1883823064 23
w2 4~
|~ dynamies 9676530409 7
403 <
|~ human 0814403484 16
404 —|
|~ human 1883823064 | 46
405 - |
L~ human 6303702473 | 3
406 =1 |
i
1

To the extent this reference does not teghchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:13-18, 10:447, 19:9-14,; 23:45-24:13.

Lashkari at 59-60, 18.

Tapestry at 63.

GroupLens at 1, 2, 5-10.

Rose at 6:59-7:10.

n

U)
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Bowman

Culliss at Abstract; 4:37-41.

Ryan at 2:31-37.

[c] a content-based filtegsystem for combining th
information from the feedback system with the
information from the scanning system and for|
filtering the combined information for relevang
to at least one of the query and the first user.

2 Bowman at 9:28-53 (“The facility usediray tables that it has generated to

2 generate ranking values for itemsiew query results . . . scores may be
adjusted to more directly reflect thember of query terms that are matched

céhe item, so that items that match mquery terms than others are favored
the rankings.”)

Id. at claim 29 (“The computgeadable medium of clai@8 wherein the
contents of the computer-readable medium further cause the computer s
to perform the step of adjustingethanking value produced for each item
identified in the query result to refit the number of terms specified by the
query that are matched by the item.”)

Id. at 1:42-45 (“As another example, the list may be ordered based on th¢
extent to which each identified itematches the terms of the query.”)

Id. at 2:40-47 (“To generate a rankinglue for a particular item in a query
result, the facility combines the nagj scores corresponding to that item and
the terms of the query. BEmbodiments in which the goal is to generate
ranking values for each item in the quesgult, the facilitypreferably loops
through the items in the query resultelafor each item, combines all of the
rating scores corresponding to that itand any of the terms in the query.”)

Id. at 9:28-43 (“The facility uses ratingdlas that it has generated to generg
ranking values for items in new query results. FIG. 8 is a flow diagram
showing the steps preferably perfornisdthe facility to order a query result
using a rating table by generating a raigkvalue for each item in the query
result. In steps 801-807, the facility logjpsough each item identified in the

to

ystem

D

ite
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Bowman

guery result. In step 80&e facility initializes aanking value for the current
item. In steps 803-805, the facilitydps through each term occurring in the
guery. In step 804, the facility detdmas the rating scercontained by the

most recently-generated rating table for the current term and item. In step 805,

if any terms of the query remain to pecessed, then the facility loops up to

step 803, else the facility continuesstep 806. In step 806, the facility
combines the scores for the current itengenerate a ranking value for the
item.”)

To the extent this reference does not tehihclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 18:39-43.

Lashkari at 15-16, 60.

Tapestry at 61, 63.

Balabanovic at 69, 66.

GroupLens at 2, 3.

Rose at Abstract, 6:5-11.

Culliss at 14:34-36, 13:35-42.

Ryan at 1:59-66, 23:38-49.

n

Uy

5. The search system of claitrwherein the
filtered information is an advertisement.

Bowman at 5:4, 9:2-3, claim 7 (disclogithat system users can purchase tl
items represented by the search results, which effectively render the sea

ne
rch
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Bowman

results as advertisements for those items)

To the extent this reference does not teach this claim element,
this reference in combinatiomth the knowledge of one of
ordinary skill in the art rends this claim element obviousee, e.g.
Herz at 61:4-18.

Culliss at 9:58-62.

Ryan at 4:57-59, 22:49-55.

6. The search system of claibfurther
comprising an information delivery system for
delivering the filtered information to the first
user.

SeeBowmanat 9:56-58 (“In steB08, the facility displays the items identifie
in the query result in accordance witte ranking values generated for the
items in ste[B06")

Id. at 2:63-3:3 (“By ordering and/or sudiing the items in the query result ir
this way in accordance with collectivadaindividual user behavior rather thg
in accordance with attributes of thenitg, the facility substantially increases
the likelihood that the user will gekly find within the query result the
particular item or items that he or she seeks.”)

Id. at 10:30-34 (“In step 907, the facilisglects for prominent display items
having the top three combined scorésadditional embodiments, the facility
selects a small number of items having the top combined scores that is O
than three.”)

To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

AN

ther

n

U)
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Bowman

Herz at 6:13-18, Fig. 10 at 1106.
GroupLens at 10, 11.

Rose at Abstract.

Culliss at 4:25-31.

Ryan at 21:14-26, 23:47-49.

21.The search system of claitrwherein the
content-based filter system filters by extractin
features from the information.

SeeBowman at 9:50-53; claim 29 (disclog the extraction of words from th
gcontent of each search result in arttedetermine how many of the words
from the query are found in the search result.)

Id. at 3:16-24 (“Various embodimentsttie invention base rating scores on
different kinds of selection actions pamned by the users on items identifie
in query results. These include whether the user displayed additional
information about an item, how mutime the user spent viewing the
additional information about the itetmow many hyperlinks the user followe
within the additional information abotlte item, whether the user added the
item to his or her shopping basket, avitether the user ultimately purchase
the item.”)

o

Id. at 7:46-55:

01980.51928/4869471.1

1)



Claim language of U.S. Patent No. 6,775,664 | Disclosure in Bowman
(“the '664 Patent”)

. Friday, Feb. 13, 1998 16:59:27

. User Identifier=82707238671
HTTP__REFERER=http://www.amazon.com/book
query__page

. PATH__INFO=/book__query

5. author="Seagal”

L D =

.

6. title="Human Dynamics”

Log Entry 1

To the extent this reference does not tehhclaim element, this reference |n
combination with the knowledge of oneaflinary skill in the art renders thi
claim element obvious. See, e.g.:

1v2)

Herz at 6:18-29.

Lashkari at 15-16, 60.
Tapestry at 67.
Balabanovic at 69.
GroupLens at 3.

Rose at 2:35-38; 6:10-25.
Culliss at 14:34-36.

Ryan at 16:4-9.

22.The search system of clai?d wherein the Seechart for claim 21supra
extracted features comprise content data
indicative of the relevande the at least one of

01980.51928/4869471.1 10



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Bowman

the query and the user.

26. A method for obtaining information relevan
to a first user comprising:

[ Seechart for Claim 1.

searching for information relevant to a query
associated with a first user in a plurality of
users;

Seechart for Claim 1(a)

receiving information found to be relevant to the
query by other users;

> Seechart for Claim 1(b).

combining the information found to be relevant
the query by other usewith the searched
information; and

t&eechart for Claim 1(b).

content-based filtering the combined informatio
for relevance to at leashe of the query and th
first user.

nSeechart for Claim 1(c).

a)

-

28.The method of claim 26 further comprising
the step of delivering the filtered information t
the first user.

Seechart for Claim 6supra
o)

38. The method of claim 26 wherein the
searching step comprises scanning a networlk
response to a demand search for the informa
relevant to the query associated with the first
user.

Seechart for Claim 1(a)supra
Cin
tion

01980.51928/4869471.1
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Bowman

10. [preamble] A search engine system
comprising:

Seechart for ‘664 Patent, Claim 1(preamblgjipra

[a] a system for scanning a network to make a

demand search for informons relevant to a qu

from an individual user;

Seechart for ‘664 Patent, Claim 1(aupra
ery

[b] a content-based filter system for receiving t

informons from the scanning system and for

filtering the informons on the basis of applical
content profile data for relevance to the query;

and

1e&Seechart for ‘664 Patent, Claim 1(Qupra

)[S

[c] a feedback system ifeeceiving collaborative
feedback data from system users relative to
informons considered by such users;

Seechart for ‘664 Patent, Claim 1(lgupra

[d] the filter system combining pertaining
feedback data from the feedback system wi
the content profile data in filtering each
informon for relevance to the query.

Seechart for ‘664 Patent, Claim 1(gupra
th

14.The system of claimOwherein the
collaborative feedback data comprises pass
feedback data.

Bowman at 2:31-35 (“The scores in ttading table preferably reflect, for a

siparticular item and term, how often uséiave selected the item when the it
has been identified in query result®guced for queries containing particula
term.”)

Id. at 7:31-33 (disclosing that user seil@as can comprise user requests to

Id. at 9:2-3 (disclosing thatser selections can alsomprise a request to
purchase the item(s) correspondinghe search result(s))

more information about one or moretbé search results presented to them).

(D

=

see

01980.51928/4869471.1
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Bowman

Id. at 3:17-23 (“Various embodimentstbie invention base rating scores on
different kinds of selection actions pamned by the users on items identifie
in query results. These include whether the user displayed additional
information about an item, how mutime the user spent viewing the
additional information about the itetmow many hyperlinks the user followe
within the additional information abottie item, whether the user added the
item to his or her shopping basket, avitether the user ultimately purchase
the item.”)

To the extent this reference does not teach this claim element,
this reference in combinatiamith the knowledge of one of

ordinary skill in the art rendersighclaim element obvious. See, e.g.:
Herz at 10:44-47.

Tapestry at 62.

GroupLens at 6, 10.

Loeb at 41.

Culliss at Abstract; 4:32-34.

Ryan at 9:22-30, 9:41-48.

o

15. The system of clairh4 wherein the passive
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

Seechart for Claim 14.

25. A method for operating a search engine

system comprising:

Seechart for Claim 10(preamble).

01980.51928/4869471.1
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Bowman

scanning a network to make a demand search
informons relevant to a query from an individy
user;

f@eechart for Claim 10(a).
jal

receiving the informons ia content-based filter
system from the scanning system and filtering
the informons on the basis of applicable contg
profile data for releance to the query;

Seechart for Claim 10(b).

)
2Nt

receiving collaborative felback data from syster
users relative to informons considered by sug
users; and

nSeechart for Claim 10(c).
h

combining pertaining feedback data with the
content profile data in filtering each informon
for relevance to the query.

Seechart for Claim 10(d).

27.The method of clai@5wherein the
collaborative feedback data provides passive
feedback data.

Seechart for Claim 14.

28.The method of clainr27 wherein the passive
feedback data is obtained by passively
monitoring the actual sponse to a proposed

Seechart for Claim 15.

informon.

01980.51928/4869471.1
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Exhibit A-6

U.S. Patent Claim Charts for the asserted ‘664ral ‘420 patents against U.S. Patent No. 6,006,222 (“Culliss”)

Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Culliss

1. [preamble] A search system comprising:

SeeCulliss at 4:10-26 (explaining that Cis’ system accepts a search que
from a user and returns squilisarticles that match the query)

Id. at Abstract (“As users enter searchriggeand select articles, the scores
altered. The scores are then usesubsequent searches to organize the
articles that match a search query.”)

Id. at 1:17-20 (“The present inventiorlates to search engines, and more
particularly pertains ta method for organizing fiormation by monitoring the
search activity of users.”)

To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:42-58.

Lashkari at 59.

Tapestry at 63.

Balabanovic at 69-70.

GroupLens at 2.

Rose at 2:51-55.

y

are

n

U
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Culliss

Bowman at 5:31-32; claim 28[a-b]

Ryan at Abstract, 1:8-10, 1:20-23.

[a] a scanning system for searching for

information relevant to a query associated withnaanner the articles which are associatéti the matched key terms. This cg

first user in a plrality of users;

Culliss at 4:11-15 (“The search engihen identifies in any conceivable

be done by comparing all or part of tearch query, or terms equivalent to
those in the search query with the kegyms in the index to identify the key

terms which match the search query. The search engine may account for

Boolean logic operators in the search query.”)

Id. at 1:44-47 (“The search engine then compares the search query with
key terms from the articles and retés at least a portion of the articles
having key terms which match the seagclery. The search engine will then
display to the user éportion of the article such #se title. The user can the
scroll through these retrieved portiarfsthe articles and select a desired
article.”)

Id. at Abstract (“A method of organizg information in which the search
activity of a user is monitodeand such activity is used to organize articles
subsequent search by the same ortaraiser who enters a similar search

query.”)

See alsahart for claim 1(preamble$upra

N

the

in a

[b] a feedback system for receiving information
found to be relevant to ¢hquery by other users
and

Culliss at Abstract (“As users entezasch queries and select articles, the
; scores are altered. The scores are thed ussubsequent searches to organ
the articles that match a search query.”)

Id. at 4:37-41 (“Once the user has seleeedatched article, and as shown i

ize

FIG. 1 at 40, the index can be alteredrsthat the key term scores for the

01980.51928/4869474.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Culliss

selected matched article under the maddkesy terms are altered relative to
other key term scores.”)

Id. at 7:60-67 (“If the user selectedlpmrticle A3, the key term scores for
selected matched article A3 undee thatched key term groupings Alpha-
Gamma would be altered. Additionaltyre key term scores for selected
matched article A3 under the matchey term groupings Alpha-Alpha and

Gamma-Gamma could also be altesatte the key terms Alpha and Gamma

are each represented individually in the results of the search query.”)

Id. at 4:50-65 (“Thus, after executitige search query "Alpha AND Gamma
the search engine would display thygib of matched articles A1 and A3. If

the user selected only article A3, theéx could be altered such that the key

term scores for the selected matchetitle A3 under the matched key termg
Alpha and Gamma are altered relative to the other key term scores. The |
would then look like this:

Index

Alpha Beta Gamma Delta Epsilon

Al -
A2 -
A3 -

Al -1 Al-1 A2 -1 Al-1
A3-12 A3 -1 A3-1

1D bt et

")

Id. at 5:49-54 (“Further, the key tertotal scores for both article A1 and

ndex

article A3 under the matched key terms could also be altered. If the positive

score is added to the key term scdoeghe selected matched article A3 ung

01980.51928/4869474.1
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Culliss

the matched key terms Alpha and Gamma, and the positive score is add
the key term total scores for the nfed articles A1 and A3 (regardless of
whether they were selected or natder the matched key terms, the index
would then look like this:”)

See idat 13:28-3((“Each subsequent user would thus benefit from the pri
human judgments about which key terongroupings are relevant to which
articles.”)

To the extent this reference does not taachclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:13-18, 10:447, 19:9-14; 23:45-24:13.

Lashkari at 59-60, 18.

Tapestry at 63.

GroupLens at 1, 2, 5-10.

Rose at 6:59-7:10.

Bowman at Abstractlaim 28[c], 2:32-34.

Ryan at 2:31-37.

pd to

n

Uy

[c] a content-based filtesystem for combining th

2 Culliss at 14:34-36 (disclosing that a keym score for a search result may

information from the feedback system with theinitially determined by the content tife search result — namely, how many

information from the scanning system and for|

filtering the combined information for relevange

times the key term appears in the search result’s content.)

01980.51928/4869474.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Culliss

to at least one of the query and the first user.

Id. at 13:35-42 (“the compeion scores could be continuously combined w
the ranking provided by the search engmesupplement or correct such a
ranking. For example, the search engiray rank or organize the articles by
providing a relevancy score, such ad gercentile relevancy provided by the
search engines ‘Excite’ ™ or ‘Lyco8”. %)

Id. at 5:1-5 (“To this end, the key tersnores of each matched article under
each of the matched key terms of the mearch could then be associated in
any possible manner to create a comparison score for each matched arti
example, the key term scores could be added, multiplied together or ave
to create the comparison score for that matched article.”)

Id. at 4:65-5:3 (“For the nexdearch by either the saraea different user, the
invention could then rank the matched@es by using the key term scores,
shown in FIG. 1 at 50 and 60. To this end, the key term scores of each
matched article under each of the mattkey terms of the new search coulg
then be associated in any possible manner to create a comparison score
each matched article.”)

Id. at Fig. 1:

1%

cle. For
raged

as

for

01980.51928/4869474.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Culliss

Receive First Search Query

10 '_"'\_' from First User and Identify

Related Articles

Y

Present Articles Related to

20 | First Search Query to First

ser

Y
Allow First User to Select

30 T One or More Articles

r
Alter Scores in Index

40 | According to Selections Made
by First User

y

Receive Search Query from

50 N Second User

Y
Present Articles Related to
60 T Second Search Query to
Second User Ranked by
Scores in Index

FIGURE 1

Id. at 16:23-60 (claim 1)

To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 18:39-43.

Lashkari at 15-16, 60.

Tapestry at 61, 63.

n

U

01980.51928/4869474.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Culliss

Balabanovic at 69, 66.
GroupLens at 2, 3.

Rose at Abstract, 6:5-11
Bowman at 9:28-53; claim 29.

Ryan at 1:59-66, 23:38-49.

5. The search system of claitrwherein the
filtered information is an advertisement.

Culliss at 9:58-62 (“For example, theangnay enter the category key terms
‘Apartments’ and ‘Los Angeles’ or the category key terms ‘Romantic’ and
‘Comedy’ to find articles (i.e. advissements or movies) which fall under tw
or more category key terms.”)

To the extent this reference does not teach this claim element,
this reference in combinatiamith the knowledge of one of
ordinary skill in the art rends this claim element obviousee, e.g.
Herz at 61:4-18.

Bowman at 5:4, 9:2-3, claim 7.

Ryan at 4:57-59, 22:49-55.

(@)

6. The search system of claibrfurther
comprising an information delivery system for
delivering the filtered information to the first
user.

Culliss at 4:25-31 (“As shown in FIG. 120, the search engine will then
display a squib of each of the matchetithes . . . the user can then scroll
through the squibs of the arésl and select a desired one”)

Id. at 5:7-10 (“The matched articles caertibe displayed to the user in orde

-

of comparison score superiority, suhby displaying the matched article

01980.51928/4869474.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Culliss

with the highest comparison score first.”)

Id. at 6:42-45 (“The invention could thersglay the article A3 to the user in
superior position to article A1 becsuthe comparison score for matched
article A3 is higher.”)

See idat 16:53-60 (Claim 1(i))

To the extent this reference does not tehchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:13-18, Fig. 10 at 1106.

GroupLens at 10, 11.

Rose at Abstract.

Bowman at 9:56-58.

Ryan at 21:14-26, 23:47-49.

a

n

U)

21.The search system of claitrwherein the
content-based filter system filters by extractin
features from the information.

are found in these search results.)

Id. at 3:61-63 (“The articles are each asataxi with one or more of these ke
terms by any conceivable method of asation, such as through indexing al
words or through meta-tag headeostaining key words selected by the
author or editor.”)

01980.51928/4869474.1

Culliss at 14:34-36 (disclosing that Culliss extracts words from the content of
geach search result in order to determine how often the words from the query
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Culliss

Id. at 14:47-50 (“The squib may comgeiany portion, hypertext link to or
representation of the matched article, such as the title, headings, first few
of text, audio, video or anyther type of information.”)

To the extent this reference does not teghchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:18-29.

Lashkari at 15-16, 60.

Tapestry at 67.

Balabanovic at 69.

GroupLens at 3.

Rose at 2:35-38; 6:10-25.

Bowman at 9:50-53; claim 29.

Ryan at 16:4-9.

lines

n

U

22.The search system of cla@d wherein the
extracted features comprise content data
indicative of the relevande the at least one of
the query and the user.

Seechart for Claim 21supra

26. A method for obtaining information relevan
to a first user comprising:

[ Seechart for Claim 1.

searching for information relevant to a query

Seechart for Claim 1(a)

01980.51928/4869474.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Culliss

associated with a first user in a plurality of
users;

receiving information found to be relevant to the
query by other users;

> Seechart for Claim 1(b).

combining the information found to be relevant
the query by other usewith the searched
information; and

t&eechart for Claim 1(b).

content-based filtering the combined informatio
for relevance to at leashe of the query and th
first user.

nSeechart for Claim 1(c).

a)

-

28.The method of claim 26 further comprising
the step of delivering the filtered information t
the first user.

Seechart for Claim 6supra
o)

38. The method of claim 26 wherein the
searching step comprises scanning a networlk
response to a demand search for the informa
relevant to the query associated with the first

Seechart for Claim 1(a)supra
in
tion

user.

01980.51928/4869474.1
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Culliss patent Reference

10. [preamble] A search engine system
comprising:

Seechart for ‘664 Patent, Claim 1(aupra

[a] a system for scanning a network to make a
demand search for informons relevant to a qu
from an individual user;

Seechart for ‘664 Patent, Claim 1(aupra
ery

[b] a content-based filter system for receiving t
informons from the scanning system and for
filtering the informons on the basis of applical

content profile data for relevance to the query;

and

1e&Seechart for ‘664 Patent, Claim 1(Qupra

)[S

[c] a feedback system ifeeceiving collaborative
feedback data from system users relative to
informons considered by such users;

Seechart for ‘664 Patent, Claim 1(lgupra

[d] the filter system combining pertaining
feedback data from the feedback system wi
the content profile data in filtering each
informon for relevance to the query.

Seechart for ‘664 Patent, Claim 1(gupra
th

14.The system of claimOwherein the
collaborative feedback data comprises pass
feedback data.

Cullissat Abstract (“As users enter seadueries and select articles, the
igeores are altered”)

Id. at 4:32-34 (disclosing that Cullipassively monitors whether the user
performs such selection actions‘apening, retrievingreading, viewing,
listening to or otherwise cle$y inspecting the article.”)

Id. at 4:37-41 (“Once the user has seleceadatched article, and as shown i
FIG. 1 at 40, the index can be alteredtsthat the key term scores for the
selected matched article under the maddkesy terms are altered relative to
other key term scores.”)

01980.51928/4869474.1
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Culliss patent Reference

Id. at 11:45-53 (“For example, if theser selected only article A3 after
executing a search query containing ridng key term X-Rated, the key terr
score for article A3 under the ratikgy term X-Rated would be altered
relative to the other ratg key term scores.”)

To the extent this reference does not teach this claim element,

this reference in combinatiomth the knowledge of one of

ordinary skill in the art rendersighclaim element obvious. See, e.g.:
Herz at 10:44-47.

Tapestry at 62.

GroupLens at 6, 10.

Bowman at 2:31-35; 7:31-33; 9:2-3.

Ryan at 9:22-30, 9:41-48.

15. The system of clairhi4 wherein the passive
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

Seechart for Claim 14supra

25. A method for operating a search engine
system comprising:

Seechart for Claim 10(a).

scanning a network to make a demand search
informons relevant to a query from an individy
user;

f@eechart for Claim 10(a).
ial

receiving the informons ia content-based filter

Seechart for Claim 10(b).

01980.51928/4869474.1
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Culliss patent Reference

system from the scanning system and filtering
the informons on the basis of applicable contg
profile data for releance to the query;

)
2Nt

receiving collaborative fefback data from syster
users relative to informons considered by sug
users; and

nSeechart for Claim 10(c).
h

combining pertaining feedback data with the
content profile data in filtering each informon
for relevance to the query.

Seechart for Claim 10(d).

27.The method of clai@5wherein the
collaborative feedback data provides passive
feedback data.

Seechart for Claim 14.

28.The method of clain27 wherein the passive
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

Seechart for Claim 15.

01980.51928/4869474.1
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Exhibit A-7

U.S. Patent Claim Charts for the asserted ‘664ral ‘420 patents against U.S. Patent No. 6,421,675 (“Ryan”)

Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

1. [preamble] A search system comprggi

Ryan at Abstract (“The present imtien provides for a method of updatig a
internet search engine database withrésellts of a user's selection of speci
web page listings from the general welg@disting provided to the user as a
result of his initial keyword searchteyn By updating the database with the
selections of many different usersg tihatabase can lgpdated to prioritize

those web listings that have been seld¢he most with respect to a given

keyword, and thereby presenting first thest popular web page listings in 3
subsequent search using thee&keyword search entry.”)

Id. at 1:8-10 (“The present inventiorlates to a methodna apparatus that
allows for enhanced database searchang, more particularly; for use as an
internet search engine.”)

To the extent this reference does not teghchclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:42-58.

Lashkari at 59.

Tapestry at 63.

Balabanovic at 69-70.

=)

:

c

A

n

U

GroupLens at 2.
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

Culliss at Abstract, 4:20-26.
Bowman at 5:31-32; claim 28[a-b]

Rose at 2:51-55, claim 26.

[a] a scanning system for searching for

information relevant to a query associated withtlae has a search engine associated thélserver computer. The search eng

first user in a plrality of users;

Ryan at 1:23-31 (“The search commasittansmitted to a server computer,

receives the search command, and tigng it scans for these key words
through a database of web addressekthe text stored on the web sites.
Thereatfter, the results of the scaa ansmitted from the server computer
back to the user's computer andpdiayed on the screen of the user's
computer.”)

Id. at 1:32-40 (“In order for the searehgine to be aware of new web sites
and to update its records existing sites, either éhproprietors of the web

sites notify the search engine themsslor the information may be obtaineg
via a ‘web crawler’ to update thetalaase at the server computer. A web
crawler is an automated program whicipleres and records the contents of
web site and its inks to other sites, thereby spreading between sites in ar
attempt to index all the current sites.”)

Id. at 8:52-57 (“Step 114, discussed inallehereinafter, is the process of
selecting web pages from novel new sbangine data sets produced in
accordance with the present invention. Tdas run, if desired, in parallel wit
step 116 which obtains a selectionnafb pages from other existing search
engines.”)

Id. at Fig. 1B:

ine

I

=)

01980.51928/4869478.1



Claim language of U.S. Patent No. 6,775,664 | Disclosure in Ryan

(“the '664 Patent”)
Um: ﬂ:zi User Sitef
‘]:G.LII}I; Computer

1008

Server 102A Developer
Site
Computer
Y FIRLEYY
Server 102ZEB
User Site’ User Site/
Compaiter Computer
100C

1000

Figure 1B
See alsa@hart for claim 1(preamblejupra

[b] a feedback system for receiving infgation Ryan at 2:31-37 (“By updatingetdatabase with theelections of many

01980.51928/4869478.1



Claim language of U.S. Patent No. 6,775,664 | Disclosure in Ryan
(“the '664 Patent”)

—

found to be relevant to éhquery by other users|, different users, the database can be tgatito prioritize hose web listings tha
and have been selected the most wibpect to a given keyword, and hereby
presenting first the most popular web pégengs in a subsequent search
using the same keyword search entry.”)

Id. at 9:17-30 (“Depending on the relevance of the site, the user may spend
time reading, downloading, exploring fler pages, embedded links and so
forth, or if the site appears irrelev&uninteresting, the user may return
directly back to the search results after a short period. The time difference
between the two selections is recordsdhe difference between two date/time
data 132 from subsequent selections fthenlist of web page searches (in this
embodiment one can only measure the time spent at one web page if anpther
selection is made after Vvisig that web page--this thgmovides another surfer
trace 132 which allow a time difference to be calculated). This surfer trace
data on the popularity of web pages isdifo the subsequent searches, as
described further hereinafter.”)

Id. at 9:39-44 (“As described above, human brain power is captured by
recording which web pages the ugees to after each keyword search.

According to the present invention, colieg the surfer trace data is achieved
by sending, in the list of web pages getenldy the search to the user, hidden
links that will automatically send information back to the search engine (ar a
subsidiary server).”)

Id. at 10:7-41 (“Thus, the search risypage according to the present
invention is therefore differently forrttad from conventional search engines
results pages. The difference is in actiather than content. Visually, the page
looks the same to the user as standeadch results from other search engines.
An example illustrates this point: In areventional search the results page for
a search of the keyword ‘Weathenay read: 1. www.weather.com Today's
weather forecast. Today is expectedhéofine ad sunny everywhere. The

01980.51928/4869478.1 4



Claim language of U.S. Patent No. 6,775,664 | Disclosure in Ryan
(“the '664 Patent”)

HTTP link associated with the ‘www.weather.com’ label is
‘http:l/www.weather.com’. This means thithe user selgs this link, they
will navigate to this page directly. In contrast, according to the present
invention, the tagged result page for the search made suing the keyword
‘Weather may read 1. www.weather com Today's weather forecast. Today is
expected to be fine and sunny everyvéh&he HTTP link associated with the
‘www.weather.com’ label is link.asp2a. If the user selects this link,
therefore, in a process is invisible te thser, the user is first directed to the
link asp page on the site correspondimghe web server using the search
engine 10 according to the present imi@n, and pass parameter n with valle
1. Server side code (application codat ttuns on the web server) uses this
parameter to identify Me URL and description of the user's chosen site, This
information is then stored in a database Table along wit ethréer trace datal,
The server side code then executeddaeet operation tthe user's required
URL. The user then sees their requipadje appear. The source of search
results is independent to this activitine destination page of the user is
independent of this activity. The pr@sais one of recording a user keyword
and destination into a database. Thiethod of tracking can only record the
initial web-page visited after a keywordaseh. If the userantinues to return
to the search results list then subsequesb-page visitsan be recorded.”)

Id. at 10:54-58 (“As previously mentiodethe surfer trace data that can be
collected includes keyword 124, URL 126er ID 128, IP address 130, date-
time 132, brief web page description 13dd as identified as such since it

provides a trace or record of how searsh(surfers) use the search engine.’

N

Id. at 12:16-60 (“Keyword URL Link Table (172)
The contents of keyword URL lilt table 162 FIG. 4 are shown in more deta
in Table 3 shown below. This table ispErticular significance with respect to
the present invention because it camiaformation about the inks between
information supplies (URL addressesweb pages) and information requests

01980.51928/4869478.1 5



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

(Keywords). This data is recordedfurther data sets which describes the
relationship between the Key-wordsd occurrences as defined by the
following three parameters. the cumulatrwember of significant visits (hits)

to each URL addresses corresponding thday-word (herein referred to as

X or weighting factor X). This is mmeasure of the popularity of the URL for
each keyword and is determine from swefer traces. the previous cumulati
number of significant visits measured at an earlier predetermined instant
(herein referred to as Y areighting factor Y) a dateme factor relating to the
instant of the creath or input of each said webgeherein referred to as Z ¢
weighting factor Z). Z is the datame in which a web-page developer
submitted a web-page to the search engine. Not all combinations of key
words and URL addresses will have data for X, Y and Z.
TABLE 3

Links between iatormation suppliers (web-pages) and information requests
[keyv-words)

Keyv-word Key-word Eey-word Key-word  Key-word

URL XY Z

address 1

URL XY Z
address 2

URL XYL

address 2

LRL XYL

address 4

LK1 L A L A
address 3

LIR1

address &

URL

address 7

")

D

A%

k

Id. at 16:31-43 (“As mentioned abovegthimplest method of recording a lin

01980.51928/4869478.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

(‘'useful visit’ or *hit’) between a keyard and a URL would be to count each
keyword, URL paring in a surfer traes a ‘hit’. A more meaningful and
sophisticated method is only to count edtbon selection as\alid if the user
meets certain criteria. This criterionudd be the user exceeding a specified
time at a location. If this criterion Wwanot met, the selection would not be
increase the cumulative value of X in Tal3l. It is also possible to increment
the value of X based on the time spahthe web page. The longer the time
spent the more this increments the eabdl X. X does not have to be a whole
number.”)

Id. at Figure 3B:

01980.51928/4869478.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

Search Engine/database Updated Users choice kit list
used for next search.

1 w

Hit-list of ranked localions W

Users Choice hit-list

updated by Surfer trace
User selections from hif flist Surfer-frace formed from of
— valid user selections
End of Search
Fipure 38

To the extent this reference does not tehihclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

n

)

01980.51928/4869478.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

Herz at 6:13-18, 10:447, 19:9-14, 23:45-24:13.
Lashkari at 59-60, 18.

Tapestry at 63.

GroupLens at 1, 2, 5-10.

Culliss at Abstract; 4:37-41.

Bowman at Abstractlaim 28[c], 2:32-34.

Rose at 6:59-7:10.

[c] a content-based filtesystem for combining th
information from the feedback system with the
information from the scanning system and for|
filtering the combined information for relevang
to at least one of the query and the first user.

e Ryan at 1:59-66 (“These results are ia torm of a list, raked according to

2 criteria specific to the search engi These criteria may range from the
number of occurrences of the key-woeds/where within the searched text,
renethods giving a weighting to key-wardsed in particular positions (as
previously mentioned). When multipkey-words have been used, sites are
also ranked according to the numbedifferent key-words applicable.”)

Id. at 13:8-18 (“In his example theaidal popularity (using the general profil
type ) for the Rugby and BaskeliddRL addresses are 520 and 4000
respectively and 52 and 20 respectivielythe New Zealand profile type.
When the general profile type setting is used (ranked based on X1), the
Basketball site would be ranked a¢ tiop. When the New Zealand setting is
chosen (ranked based on X:2) the rugby site would be highest. This wou
reflection of the preferences of theW&ealanders. This is a very simple
method of storing the preferencedifferent groups of people.”)

to

D

d be a

01980.51928/4869478.1



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

Id. at 20:30-45 (“The numbers (X, Y add in Table 3, which correspond to
keyword URL link table 172 in FIG. Soatain all the inforration required to
give the following types of searches B&ipular-list search ranked hit-list of

the most popular URLSs for that keyword based on the number X Hot off the

press search ranked hit-list of neatv&JRLs for the keyword based on the
date/time (Z) High-flyers search rankieittlist of best emerging URLs based
the difference between X and Y Randsearch hit-list that is a random
sample of URLs that have any of tlkembers X, Y or Z Date created search
this is hit-list based on the date tima@d the user-specifiethte of interest
(not just the newest).”)

Id. at 21:14-26 (“FIG. 6 illustrates the process for determining a list of poj
web pages associated with the ewtia keyword 270 in step 272. If this
search is selected and a keywordngered, step 274 follows and produces
list of web pages based on the valoeX taken from Table 3 (172, FIG. 5)
for the keyword 270 entered. These vpalges are identified by a unique we
page(URL) number from Table 3. Thereaftin step 276 the list of web-pag
numbers found from step 274 is combined with the URL address and we
page description from Table 2 (188 FI&). In step 278 the resulting list of
web pages is then tagged, depending erréults of step 246 in FIG. 5 as
described previously, and sent to the dsethem to make their selections.”

Id. at 23:38-49 (“Upon entry of a keywont step 402, that keyword is used
select from a combination of web paggdections associated with that
keyword. A shown, for example, in step 404, an equally weighted combin
of conventional, popular, highflier, nemé past search results is used to
obtain a list of web page numbers. Thétexain step 406 the list of web-pag
numbers found from step 404 is combined with the URL address and we
page description from Table 2 (188 FI&). In step 408 the resulting list of
web pages is then tagged, depending erréults of step 246 in FIG. 5 as

pular
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described previously, and sent to the dsethem to make their selections.”
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Claim language of U.S. Patent No. 6,775,664 | Disclosure in Ryan
(“the '664 Patent”)

Id. at Fig. 6:

Popular search select and keyword
entry (272}

l

List of web pages is produced based
on the values of X from table 3 for
the keyword entered
(274)

l

The list of web pages is combined with
the web page details in table 2 (URL
address, description)

(276)

!

Resulting set of web
pages are sent to user
(278)

Figure 6
To the extent this reference does not tehchclaim element, this reference in

combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

U)

Herz at 18:39-43.
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

Lashkari at 15-16, 60.
Tapestry at 61, 63.
Balabanovic at 69, 66.
GroupLens at 2, 3.

Culliss at 14:34-36, 13:35-42.
Bowman at 9:28-53; claim 29.

Rose at Abstract.

5. The search system of claitrwherein the
filtered information is an advertisement.

Ryan at 4:57-59 (“Another novel feae of the present invention, which
indirectly inures to the benefit of thea user, directly benefits the advertise
because it allows for content to begited in real time based upon various
criteria. As will be described more fully hereinafter, a content providing
algorithm is initially selected which widetermine how content is selected i
step 34. Step 36 follows, and basgubn inputs from users and content
providers, which content to show is determined. Thereafter, the advertise
are displayed for the user to see, dtameously with the display of either
keywords and/or web pages.”)

Id. at 7:8-13 (“Content Provider's list: Thesa list (associated with each key
word) of content providers which must typically [that] pay to illustrate con
with the key-word. The price paid is dependent on the number of other c¢
providers, the amount they spend and the number of times the key word
searched for.”)

=

=]
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

Id. at 22:49-55 (“This is &st of content, such asdvertisements, associated
with the key-word, which the user canmoitrol. The ones #t have paid the
most will be at the top of the list, as described further hereinafter, in
accordance with the preferred embodinmarthe invention. Of course, other
systems for identifying the order ofypag content providers can also be
implemented.”)

To the extent this reference does not teach this claim element,
this reference in combinatiamith the knowledge of one of
ordinary skill in the art rends this claim element obviousee, e.g.
Herz at 61:4-18.

Culliss at 9:58-62.

Bowman at 5:4, 9:2-3, claim 7.

6. The search system of claibrfurther
comprising an information delivery system for
delivering the filtered information to the first
user.

Ryan at 21:14-26 (“FIG. 6 illustrates the process for determining a list of
popular web pages associated with thieyeof a keyword 270 in step 272. If

this search is selected and a keywisrdntered, step 274 follows and produces
a list of web pages based on the values of X taken from Table 3 (172, FI(. 5)

for the keyword 270 entered. These vpalges are identified by a unique web-
page(URL) number from Table 3. Thereaftin step 276 the list of web-page
numbers found from step 274 is combined with the URL address and wep-

page description from Table 2 (188 FI&). In step 278 the resulting list of
web pages is then tagged, depending erréisults of step 246 in FIG. 5 as
described previously, and sent to the desethem to make their selections.”

Id. at 23:47-49 (“In step 408 the resulting list of web pages is then tagged
depending on the results of step 24€i6. 5 as described previously, and
sent to the user for them to make their selections.”)

01980.51928/4869478.1
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Claim language of U.S. Patent No. 6,775,664 | Disclosure in Ryan
(“the '664 Patent”)

Id. at Fig. 6:

Popular search select and keyword
entry (272}

l

List of web pages is produced based
on the values of X from table 3 for
the keyword entered
(274)

l

The list of web pages is combined with
the web page details in table 2 (URL
address, description)

(276)

!

Resulting set of web
pages are sent to user
(278)

Figure 6
To the extent this reference does not tehchclaim element, this reference in

combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

U)

Herz at 6:13-18, Fig. 10 at 1106.

01980.51928/4869478.1 14



Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

GroupLens at 10, 11.
Culliss at 4:25-31.
Bowman at 9:56-58.

Rose at Abstract.

21.The search system of clattrwherein the

Ryan at 16:4-9 (“[W]eb crawlers may also add URL addresses and

content-based filter system filters by extractingdescriptions (the descripti is either the first few les of the web-page or in

features from the information.

the HTML coded "title"). This is not aessential element of the system but

find new information.”)

To the extent this reference does not tehihclaim element, this reference
combination with the knowledge of onearflinary skill in the art renders thi
claim element obvious. See, e.g.:

Herz at 6:18-29.

Lashkari at 15-16, 60.

Tapestry at 67.

Balabanovic at 69.

GroupLens at 3.

Culliss at 14:34-36.

t

could be a method to obtain URL's and descriptions. With this search system
web crawlers are more likely to be used to verify the information rather than

n

Uy
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

Bowman at 9:50-53; claim 29.

Rose at 2:35-38.

22.The search system of clad wherein the
extracted features comprise content data
indicative of the relevande the at least one of
the query and the user.

Seechart for Claim 1(c) and Claim 21.

26. A method for obtaining information relevan
to a first user comprising:

[ Seechart for Claim 1.

searching for information relevant to a query
associated with a first user in a plurality of
users;

Seechart for Claim 1(a)

receiving information found to be relevant to the
qguery by other users;

> Seechart for Claim 1(b).

combining the information found to be relevant
the query by other usewith the searched
information; and

t@eechart for Claim 1(b).

content-based filtering the combined informatio
for relevance to at leashe of the query and th
first user.

nSeechart for Claim 1(c).

a)
C

28.The method of claim 26 further comprising
the step of delivering the filtered information t
the first user.

Seechart for Claim 6supra
o

38. The method of claim 26 wherein the
searching step comprises scanning a network
response to a demand search for the informa

Seechart for Claim 1(a)supra
Cin
tion

relevant to the query associated with the first

01980.51928/4869478.1
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Claim language of U.S. Patent No. 6,775,664
(“the '664 Patent”)

Disclosure in Ryan

user.

01980.51928/4869478.1
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Ryan

10. [preamble] A search engine system
comprising:

Seechart for ‘664 Patent, Claim 1(aupra

[a] a system for scanning a network to make a
demand search for informons relevant to a qu
from an individual user;

Seechart for ‘664 Patent, Claim 1(aupra
ery

[b] a content-based filter system for receiving t
informons from the scanning system and for
filtering the informons on the basis of applical

content profile data for relevance to the query;

and

1e&Seechart for ‘664 Patent, Claim 1(Qupra

)[S

[c] a feedback system ifeeceiving collaborative
feedback data from system users relative to
informons considered by such users;

Seechart for ‘664 Patent, Claim 1(lgupra

[d] the filter system combining pertaining
feedback data from the feedback system wi
the content profile data in filtering each
informon for relevance to the query.

Seechart for ‘664 Patent, Claim 1(gupra
th

14.The system of claimOwherein the
collaborative feedback data comprises pass
feedback data.

Ryan at 9:22-30 (“The time differencetiveen the two selections is recorde

from the list of web page searches (in this embodiment one can only meg
the time spent at one web page if another selection is afimlevisiting that
web page--this then provides another surfer trace 132 which allow a time
difference to be calculated). This srrfrace data on the popularity of web
pages is used to the subsequent searcs described ftwtr hereinafter.”)

Id. at 9:41-48 (“According to the preganvention, collecting the surfer trace
data is achieved by sending, in the list of web pages generated by the se

ias the difference between two date/time data 132 from subsequent seleg

d
tions
asure

arch to

the user, hidden links that will autotigally send information back to the

01980.51928/4869478.1
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Ryan

search engine (or a subsidiary seyvévhile the user only sees that his
intended link is displayedhe hidden link notifies theearch engine of the
transfer, which process can &eecuted with a Java applet.”)

To the extent this reference does not teach this claim element,

this reference in combinatiomth the knowledge of one of

ordinary skill in the art rendersighclaim element obvious. See, e.g.:
Herz at 10:44-47.

Tapestry at 62.

GroupLens at 6, 10.

Loeb at 41.

Culliss at Abstract; 4:32-34.

Bowman at 2:31-35; 7:31-33; 9:2-3.

Culliss at Abstract; 4:32-34.

15. The system of clairhi4 wherein the passive
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

Ryan at 9:22-30 (“The time differencetiveen the two selections is recorde
as the difference between two date/time data 132 from subsequent seleg
from the list of web page searches (in this embodiment one can only meg
the time spent at one web page if another selection is afmterisiting that
web page--this then provides another surfer trace 132 which allow a time
difference to be calculated). This srrfrace data on the popularity of web
pages is used to the subsequent searas described findr hereinafter.”)

Id. at 9:41-48 (“According to the preganvention, collecting the surfer trace

d
tions
asure

01980.51928/4869478.1
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Claim language of U.S. Patent No. 6,314,420
(“the ‘420 Patent”)

Disclosure in Ryan

data is achieved by sending, in the list of web pages generated by the se
the user, hidden links that will autotiwally send information back to the
search engine (or a subsidiary seyvévhile the user only sees that his
intended link is displayedhe hidden link notifies theearch engine of the
transfer, which process can &eecuted with a Java applet.”)

Id. at 9:62-65 (“In one specific embodimetite user must visit a particular
web site for greater than a predeterrdiperiod of time, such as one minute
fifteen minutes, depending on whatis appropriate time to have looked at
the site.”)

See alsahart for claim 14supra

25. A method for operating a search engine
system comprising:

Seechart for Claim 10(a).

scanning a network to make a demand search f@eechart for Claim 10(a).
informons relevant to a query from an individuyal

user,

receiving the informons ia content-based filter
system from the scanning system and filtering
the informons on the basis of applicable contg
profile data for releance to the query;

Seechart for Claim 10(b).

)
2Nt

arch to

or

receiving collaborative felback data from syster
users relative to informons considered by sug
users; and

nSeechart for Claim 10(c).
h

combining pertaining feedback data with the
content profile data in filtering each informon
for relevance to the query.

Seechart for Claim 10(d).

27.The method of clail@5 wherein the

Seechart for Claim 14.

collaborative feedback data provides passive

01980.51928/4869478.1
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Claim language of U.S. Patent No. 6,314,420 | Disclosure in Ryan
(“the ‘420 Patent”)

feedback data.

28.The method of clain27 wherein the passive | Seechart for Claim 15.
feedback data is obtained by passively
monitoring the actual sponse to a proposed
informon.

01980.51928/4869478.1 21
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Education

1979-84

1975-79

Experience

1990-2012

2007
1999

1984-90

1982
(summer)

1979
(summer)

1976-78

(summers)

Awards

Lyle H. Ungar

Dept. of Computer and Information Science
University of Pennsylvania
200 S. 33rd St., Philadelphia, PA 19104-6389

ungar@cis.upenn.edu
(215) 898-7449  FAX: (215) 898-0587
http://www.cis.upenn.edu/~ungar

Massachusetts Institute of Technology Boston, MA
PhD in Chemical Engineering

Stanford University Stanford, CA
BS in Chemical Engineering (with distinction).

University of Pennsylvania Philadelphia, PA
Associate Professor of Computer and Information Science

Associate Professor of Chemical and Biomolecular Engineering

Associate Professor of Bioengineering (2010-12)

Associate Professor of Electrical and Systems Engineering (1996-2012)

Associate Professor of Operations and Information Management, Wharton (2000-12)
Associate Professor of Genomics and Computational Biology, SOM (2002-12)

Google (on leave) New York, NY
CMU (sabbatical) Pittsburgh, PA
University of Pennsylvania Philadelphia, PA

Assistant Professor of Chemical Engineering
Assistant Professor of Computer and Information Science (1987-90)

Boston Consulting Group Boston, MA
Associate: Strategic business analysis.

Shell Oil, Westhollow Research Center Houston, TX
Engineer: Developed computer model for catalytic cracking plant.

Chevron USA, Richmond Refinery Richmond, CA
Design Engineer (three summer co-op program).

e Presidential Young Investigator

e National Science Foundation (NSF) Graduate Fellow

e F.E. Terman Award



Research interests
Machine Learning and Database Mining
e Methods: machine learning, data mining, text mining

e Applications: information extraction, recommender systems, computational biology

Recent Administration at Penn

e Assoc. Director of the Penn Center for Bioinformatics (PCBI) (2004-12)

e Executive Committee, Genomics and Computational Biology (2002-8)

e Admissions Committee, Genomics and Computational Biology (2002-4)

e Director, Executive Masters in Technology Management (EMTM), SEAS and Wharton (1996-2004)
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Graduate
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Masters Students
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Paramveer Dhillon
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Ungar, Environmetrics 10(3), 225-236, 1999.
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ben, V. Tzouanas, C. Georgakis and L.H. Ungar, I & EC Research 29, 389-403, 1990.
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e Cellular Morphologies in Directional Solidification: IV. The Formation of Deep Cells, L.H. Ungar and
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e Spectral Dependency Parsing with Latent Variables, Dhillon, Rodu, Collins, Foster and Ungar EMNLP
2012.

e Spectral Learning of Latent-Variable PCFGs Shay B. Cohen, Karl Stratos, Michael Collins, Dean P.
Foster, and Lyle Ungar ACL 2012.

e Using CCA to improve CCA: A new spectral method for estimating vector models of words, Paramveer
Dhillon, Dean Foster and Lyle Ungar, ICML 2012.

e Using Word Similarities to better Estimate Sentence Similarity, Sneha Jha, H. Andrew Schwartz and
Lyle H. Ungar, Semeval 2012.



Characterizing Emergence Using a Detailed Micro-model of Science: Investigating Two Hot Topics in
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Partial Sparse Canonical Correlation Analysis (PSCCA) for population studies in medical imaging
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Spectral methods for estimating probabilistic language models Lyle Ungar, Paramaveer Dhillon, Jordan
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Discovery of Significant Emerging Trends, Saurabh Goorha and Lyle Ungar ACM Knowledge Discovery
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Regularized Learning with Networks of Features. Ted Sandler, John Blitzer, Partha Pratim Talukdar,
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Ungar Proceedings of the 2008 IEEE International Conference on Bioinformatics and Biomedicine
(BIBM ’08), 325-328, 2008.
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Genomic Characterization of Synaptic Proteins, SynapseDB, M. Bucan et al. The Biology of Genomes
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Exploiting Multiple Secondary Reinforcers in Policy Gradient Reinforcement Learning, G. Z. Grudic
and L. H. Ungar, IJCAI 2001, 2001.
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Text Mining, 2000.
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LNAI 1571 Agent mediated Electronic Commerce (AMEC-98), pp 25-40, Springer Verlag, 1999.

Clustering methods for collaborative filtering L.H. Ungar and D.P. Foster AAAI Workshop on Recom-
mendation Systems, 1998

A formal statistical approach to collaborative filtering L..H. Ungar, D.P. Foster CONALDY98, 1998

Auction-driven coordination for plantwide optimization, R.A. Jose and L.H. Ungar, Foundations of
Computer-Aided Process Operation FOCAPO, 1998.

Learning and Adaption in Multiagent Systems, D.C. Parkes and L. H. Ungar, AAAI97 Workshop on
MultiAgent Learning, 1997.

Characterizing the generalization performance of model selection strategies, D. Schuurmans, D.P. Fos-
ter and L.H. Ungar, Proceedings of 1997 ML/COLT, 1997.

Learning and Adaption in Multiagent Systems, D.C. Parkes and L. H. Ungar, AAAI97 Workshop on
MultiAgent Learning, 1997.

Automatic Analysis of Monte-Carlo Simulations of Dynamic Chemical Plants, E. Gazi, L. H. Ungar,
W. D. Seider and B. J. Kuipers, Proceedings of the ESCAPE 6 Symposium, Rhodes, Greece, May,
Pergamon Press, 1996.
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Controller verification for polymerization reactors, E. Gazi, W.D. Seider and L.H. Ungar, Proc. Intel-
ligent Systems in Process Engineering (ISPE 95), 1995.

Neural Networks for Process Control, L.H. Ungar, E. Hartman and J. Keeler, Proc. Intelligent Systems
in Process Engineering (ISPE ’95), 1995.

A Statistical Basis for Using Radial Basis Functions for Process Control, L.H. Ungar and R.D. DeVeaux,
Proceedings of the ACC, 1995.

Active Exploration and Learning in Real-Valued Spaces using Multi-Armed Bandit Allocation Indices,
Salganicoff, M. and L.H. Ungar, Proc. 12th Intl. Conf. on Machine Learning, July, 1995.

Statistical Approaches to Fault Analysis in Multivariate Process Control, R.D. DeVeaux, L.H. Ungar
and J.M. Vinson, Proceedings of the ACC, 1994.

Active Exploration-Based ID-3 Learning for Robot Grasping, M. Salganicoff, L.G. Kunin and L.H.
Ungar, Proceedings of the Workshop on Robot Learning, 11th Intl. Conf. on Machine Learning, July,
1994.

Control of Nonlinear Processes Using Qualitative Reasoning, E. Gazi, W.D. Seider and L.H. Ungar,
Proceedings of ESCAPE 3, 1994.

Controller Verification Using Qualitative Reasoning, E. Gazi, L.H. Ungar and W.D. Seider, ADCHEM
Proceedings, 1994.

Stability of Neural Net Based Model Predictive Control, J.W. Eaton, J.B. Rawlings and L.H. Ungar,
Proceedings of the ACC, 2481-85, 1994.

The Role of Baroreceptor Resetting in Habituating Control of Blood Pressure, S.R. Carden, L.H.
Ungar, W.C. Rose and J.S. Schwaber, Proceedings of the ACC, 87-91, 1994.

Dynamic Fault Detection with the Automatic Process Evaluator, J.M. Vinson and L.H. Ungar, CIM-
PRO Proceedings, 295-301, 1994.

Radial Basis Function Neural Networks for Process Control, L.H. Ungar, T. Johnson and R.D. De-
Veaux, Computer-Integrated Manufacturing in the PROcess industries (CIMPRO) Proceedings, 357-
364, 1994.

Controller verification using qualitative reasoning, E. Gazi, W.D. Seider and L.H. Ungar, Proceedings
of 2nd IFAC workshop on computer software structure integ. AI/KBS Sys. In Proc. Cont. Lund,
Sweden, 1994.

Control of Nonlinear Processes using Qualitative Reasoning, E. Gazi, W.D. Seider and L.H. Ungar,
Proceedings of 1993 ESCAPE in Computers and Chem. Engr., 18, S189-S193, 1994.

The Automatic Process Evaluator, J.M.Vinson and L.H. Ungar, Proceedings of the Second Intl. Conf.
on FOCAPO, ed. Rippin et al., CACHE, 443-449, 1993.

QMIMIC: Model-based Monitoring and Diagnosis, J.M. Vinson and L.H. Ungar, Proceedings of the
ACC 1880-1884, 1993.

A Tale of Two Nonparametric Estimation Schemes: MARS and Neural Networks, R.D. DeVeaux, D.C.
Psichogios and L.H. Ungar, 4th Intl. Conf. on Artificial Intelligence and Statistics, Jan. 1993.

Neural Control and Adaptation in Blood Pressure Control, L.H. Ungar, J.S. Schwaber and W.R. Foster,
Proceedings of the Yale Workshop on Adaptive and Learning Systems, 111-115, 1992.
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e Matching Neural Models to Experiment, W.R. Foster, J.F.R. Paton, J.J. Hopfield, L.H. Ungar and
J.S. Schwaber, Proceedings of Computation and Neural Systems Meeting, San Francisco, 1992.

e Fault Detection and Diagnosis using Qualitative Modelling and Interpretation, J.M. Vinson and L.H.
Ungar, in On-line Fault Detection and Supervision in the Chemical Process Industries Preprints of the
IFAC Symposium, Newark, Delaware, USA April 22-24, 1992, Ed. P.S. Dhurjati, pp. 81-86, 1992.

e Process Modeling Using Structured Neural Networks, D.C. Psichogios and L.H. Ungar, Proceedings of
the ACC 1917-1921 (1992).

e Nonparametric System Identification: A Comparison of MARS and Neural Networks, D.C. Psichogios,
R.D. DeVeaux and L.H. Ungar, Proceedings of the ACC 1436-1440, 1992.

e Nonlinear Internal Model Control Using Neural Networks, D.C. Psichogios and L.H. Ungar, Proceedings
of the IEEE Fifth Int’l. Symposium on Intelligent Control, September, 1990.

e Nonlinear Internal Model Control Using Neural Networks, D.C. Psichogios and L.H. Ungar, Proceedings
of the Sixzth Yale Workshop on Adaptive and Learning Systems, Yale, August, 1990.

e A Bioreactor Benchmark for Adaptive Network-based Control, L.H. Ungar, Proceedings of the 1988
NSF Workshop on Neural Networks for Robotics MIT Press, 1990.

e Expert Systems for Engineering Design and Manufacturing, L.H. Ungar, Proceedings of the Fifth Na-
tional Conference on University Programs in Computer-Aided Engineering, Design and Manufacturing
114-117, 1987.

e Towards an Expert Multivariable Controller, V. Tzouanas, L.H. Ungar and C. Georgakis, IFAC Pro-
ceedings, 1987.

e Pattern Formation in Directional Solidification: The Nonlinear Evolution of Cellular Melt/Solid Inter-
faces, R.A. Brown and L.H. Ungar, Aachen Workshop on Microgravity and Directional Solidification
Ed. P. Sahm, 1984.

e A Model of an Artificial Pancreas: Transient Diffusion in a Two Phase Composite with a Glucose
Dependent Insulin Source at the Interface, C.K. Colton and L.H. Ungar, Proceedings of the N.E.
Bioengineering Conf. 547-522, 1980.

Books Edited

Proceedings of the Twelfth ACM SIGKDD International Conference on Knowledge Discovery and Data
Mining, Philadelphia, PA, USA, August 20-23, 2006 Tina Eliassi-Rad, Lyle H. Ungar, Mark Craven and
Dimitrios Gunopulos, ACM, 2006.

Book Chapters

e Reinforcement Learning in Large, High Dimensional State Spaces Grudic and Ungar, in Learning and
Approximate Dynamic Programming: Scaling Up to the Real World, IEEE Press and John Wiley &
Sons, 2004.

e Shopbots and Pricebots in Electronic Service Markets, P.M. Markopoulos and L.H. Ungar, 2000, in
Game theory and decision theory in agent-based systems, Kluwer Academic Publishers, 2002. An early
version was presented in Game Theoretic and Decision Theoretic Agents workshop in ICMAS 2000
-The Fourth International Conference on MultiAgent Systems.

e Forecasting, L.H. Ungar, in The Handbook of Brain Theory and Neural Networks, ed. M.A. Arbib,
MIT Press, 399-403, 1995, revised in second edition, 2003.
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Process Control, L.H. Ungar, in The Handbook of Brain Theory and Neural Networks, ed. M.A. Arbib,
MIT Press, 760-764, 1995.

Advanced Knowledge Representation: CACHE Monograph on Artificial Intelligence for Chemical En-
gineering, L.H. Ungar and V. Venkatasubramanian, AIChE, 1990.

Qualitative Physics, S. Grantham and L.H. Ungar, in A Sourcebook on Formal Techniques in Artificial
Intelligence ed. R. Banerji, Elsevier Press, 77-121, 1990.

Nonlinear Interactions of Interface Structures at Differing Wavelength in Directional Solidification,
M.J. Bennett, R.A. Brown and L.H. Ungar, in The Physics of Structure Formation Springer Verlag,
ed. W. Guttinger and G. Dangelmeyer, 180-190, 1987.

Convection, Segregation and Interface Morphology in Directional Solidification, R.A. Brown, L.H.
Ungar and P.M. Adornato, in Modeling of Patterns in Space and Time ed. W. Jaeger, Springer Verlag,
1984.

Patents

US 5,335,391 Method and apparatus for pattern mapping system with self-reliability check
M.A. Kramer, J.A. Leonard and L.H. Ungar

US 5,951,623 Lempel-Ziv data compression technique utilizing a dictionary prefilled with frequent let-
ter combinations, words and/or phrases
J.C Reynar, F. Herz, J. Eisner and L. Ungar

US 5,835,087 System for general of object profiles for a system for customized elecronic identification
of desirable objects
F. Herz, J. Eisner and L. Ungar

US 5,758,257 System and method of scheduling broadcast of and access to video program and other
data using customer profiles
F. Herz, L. Ungar, J. Zhang, D. Wachob and M. Salganicoff

US 5,754,939 System for generation of user profiles for a sysem for customized electronic identification
of desirable objects
F. Herz, J. Eisner L. Ungar, M. Marcus

US 6,088,722 System and method for scheduling broadcast of and access to video programs and other
data using customer profiles (divisional of the 5,835,087)
F. Herz, L. Ungar, J. Zhang, D. Wachob and M. Salganicoff

US 6,020,883 System and method of scheduling broadcast of and access to video program and other
data using customer profiles
F. Herz, L. Ungar, J. Zhang, D. Wachob and M. Salganicoff

US 20,030,135,445 Stock market prediction using natural language processing
F. Herz, L. Ungar, J. Eisner and P. Labys
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e US 20,020,184,102 Selling price information in e-commerce
P. Markopoulos and L. Ungar
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